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Abstract

In this paper we describe a cutting plane algorithm for the Steiner tree packing problem. We use our algorithm to solve some switchbox routing problems of VLSI-design and report on our computational experience. This includes a brief discussion of separation algorithms, a new LP-based primal heuristic and implementation details. The paper is based on the polyhedral theory for the Steiner tree packing polyhedron developed in our companion paper [GMW92] and meant to turn this theory into an algoritmic tool for the solution of practical problems.

1 Introduction

Given a graph \( G = (V, E) \) and a node set \( T \subseteq V \), we call an edge set \( S \subseteq E \) a Steiner tree for \( T \) if, for each pair of nodes \( u, v \in T \), \( S \) contains a \([u,v]\)-path. The Steiner tree packing problem, as introduced in [GMW92], can be stated as follows. Given an undirected graph \( G = (V, E) \) with edge capacities \( c_e \in \mathbb{N} \) for all \( e \in E \) and a list of node sets \( \mathcal{N} = \{T_1, \ldots, T_N\}, N \in \mathbb{N} \), find Steiner trees \( S_k \) for \( T_k, k = 1, \ldots, N \), such that each edge \( e \in E \) is contained in at most \( c_e \) of the edge sets \( S_1, \ldots, S_N \). Every collection of Steiner trees \( S_1, \ldots, S_N \) with this property is called a Steiner tree packing. If a weighting of the edges is given in addition and a (with respect to this weighting) minimal Steiner tree packing must be found, we call this the weighted Steiner tree packing problem.

The motivation for studying this problem arises from the design of electronic circuits, i. e., the task of casting a given (complex) logic function in silicon. In a first phase (logical design) it is specified which of the given basic logical operations are combined to logical units (so-called cells) and which of these cells must be connected via wires. The points at which wires have to contact the cells are called terminals, and a set of terminals that must be connected is called a net. The list of cells and the list of nets are the input of the second phase,
the *physical design*. The task here consists in assigning (placing) the cells to a given area and connecting (routing) the nets via wires. The problem, in fact, is more complicated than sketched above, since various company given design rules and technical constraints have to be taken into account and an objective function like the resulting area has to be minimized. Due to the inherent complexity, the problem is usually decomposed into the *placement problem* and the *routing problem*. We are interested in the routing problem. Roughly speaking, this problem can be stated as follows.

Given an area (typically a rectangle with some “forbidden zones” occupied by the cells) and a list of nets. The routing problem is to connect (route) the terminals of each net by wires on the area such that certain technical side constraints are satisfied and some objective function is minimized.

The routing problem strongly depends on the used fabrication technology and the underlying design rules. The design rules specify, for instance, the routing area (i.e., the area that is available for connecting the nets) or the objective function (possible choices are, for example, the wiring length or the resulting area). The routing itself takes place on so-called *layers*. Each layer is divided into *tracks* on which the wires run. The tracks and the *vias*, the points where wires change the layers, must meet certain distance requirements.

The routing problem in its general form is still too complex to be solved in one step. In practice, the problem is generally decomposed into two subproblems. In a first step, one determines how wires “maneuver around the cells” (*global routing*). Here, the design rules are only partially considered. Thereafter, the wires are assigned to the layers and tracks according to the homotopy which was specified in the global routing phase (*detailed routing*). This decomposition scheme gives rise to many variants of the routing problem.

A number of the routing problems resulting from this approach can be modelled as a (weighted) Steiner tree packing problem. We will illustrate two examples in the following.

For modelling the global routing problem, the routing area is subdivided into subareas and these are represented by nodes in a graph. Of course, there are many ways to do this. One possible way of subdividing the routing area is illustrated in Figure 1. The enclosing rectangle represents the given area. The rectangular units with a diagonal between their lower left and upper right corner denote the cells. The routing area is subdivided into rectangular subareas (by means of the additional dotted lines in Figure 1). This subdivision of the routing area is represented by a graph as follows. We define a node for each subarea and introduce an edge between two nodes, if the corresponding subareas are adjacent. Let \( G = (V, E) \) denote the resulting graph. Additionally, a capacity
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c_{uv} \in \mathbb{N} is assigned to an edge uv \in E limiting the number of nets that may run between the subareas associated with the two nodes u and v. The weight of an edge w_{uv} corresponds to the distance between the two midpoints of the according subareas. The terminals of a net are assigned to those nodes, whose corresponding subareas contain the terminal or are as close as possible to the position of the terminal. The global routing problem consists in routing all nets in G such that the capacity constraints are satisfied and the total wiring length is as small as possible. Obviously, this task defines an instance of the Steiner tree packing problem.

The second example we want to mention is a variant of the detailed routing problem, called switchbox routing problem (see Figure 2). Here, the underlying graph is a complete rectangular grid graph and the terminal sets are located on the four sides of the grid. Remember that the task of detailed routing is to assign the wires to layers and tracks. Detailed routing problems, and thus also switchbox routing problems, are classified by distinguishing whether or to which extent the layers are taken into account while the nets are assigned to tracks. Here, the following models are of special interest.

Multiple layer model Given a k-dimensional grid graph (that is a graph obtained by stacking k copies of a grid graph on top of each other and connecting related nodes by perpendicular lines), where k denotes the number of layers. The nets have to be routed in a node disjoint fashion. The multiple layer model is well suited to reflect reality. The disadvantage is that in general the resulting graphs are very large.
Manhattan model Given a (subgraph of a) complete rectangular grid graph. The nets must be routed in an edge disjoint fashion with the additional restriction that nets that meet at some node are not allowed to bend at this node, i.e., so-called knock-knees (cf. Figure 3) are not allowed. This restriction guarantees that the resulting routing can be realized on two layers at the possible expense of causing long detours.

Figure 3:

Knock-knee model Again, a (subgraph of a) complete rectangular grid graph is given and the task is to find an edge disjoint routing of the nets. In this model knock-knees are possible. Very frequently, the wiring length of a solution in this case is smaller than in the Manhattan model. The main drawback is that the assignment to layers is neglected. Brady and Brown [BB84] have designed an algorithm that guarantees that any solution in this model can be routed on four layers. It was shown in [Li84] that it is $NP$-complete to decide whether a realization on three layers is possible.

As in the case of the global routing problem the weighted Steiner tree packing
problem is a natural mathematical model of the switchbox routing problem in the knock-knee mode. All examples that this computational study reports on are instances of this type of switchbox routing problems.

The paper is organized as follows. In section 2 we summarize some polyhedral results for the Steiner tree packing polyhedron. In particular, several classes of facet-defining inequalities are presented. In section 3 we briefly discuss the separation problem for these inequalities. Implementation issues of our branch and cut algorithm will be mentioned in section 4. Finally, we report on computational results for several switchbox routing instances in section 5.

**Notation**

We use the same graphtheoretic notation as in [GMW92]. Thus, we restrict ourselves in this subsection to briefly summarize the main notation concerning the (weighted) Steiner tree packing problem.

Let \( G = (V, E) \) be a graph and \( T \subseteq V \) a node set of \( G \). An edge set \( S \) is called a Steiner tree for \( T \), if the subgraph \((V(S), S)\) contains a path from \( s \) to \( t \) for all pairs of nodes \( s, t \in T, s \neq t \). A Steiner tree that is a tree and whose leaves are terminals is called edge-minimal. We call an edge \( e \) a Steiner bridge with respect to \( T \), if every Steiner tree for \( T \) in \( G \) contains \( e \).

**Problem 1.1 (The weighted Steiner tree packing problem)**

**Instance:**

A graph \( G = (V, E) \) with positive, integer capacities \( c_e \in \mathbb{N} \) and nonnegative weights \( w_e \in \mathbb{R}^+ \), \( e \in E \).

A list of node sets \( \mathcal{N} = \{T_1, \ldots, T_N\} \), \( N \geq 1 \), with \( T_k \subseteq V \) for all \( k = 1, \ldots, N \).

**Problem:**

Find edge sets \( S_1, \ldots, S_N \subseteq E \) such that

(i) \( S_k \) is a Steiner tree in \( G \) for \( T_k \) for all \( k = 1, \ldots, N \),

(ii) \( \sum_{k=1}^{N} |S_k \cap \{e\}| \leq c_e \) for all \( e \in E \),

(iii) \( \sum_{k=1}^{N} \sum_{e \in S_k} w_e \) is minimal.

If requirement (iii) in Problem 1.1 is omitted we call the corresponding problem the Steiner tree packing problem without the prefix “weighted”. The list of node sets \( \mathcal{N} \) is called a net list. The net list \( \mathcal{N} \) is called disjoint, if \( T_i \cap T_j = \emptyset \) for all \( i, j \in \{1, \ldots, N\}, i \neq j \). Any element \( T_k \in \mathcal{N} \) is called a set of terminals and the nodes \( t \in T_k \) are called terminals. Instead of terminal set \( T_k \) we will often simply say net \( k \). We call an \( N \)-tupel \((S_1, \ldots, S_N)\) of edge sets a Steiner tree packing.
or packing of Steiner trees if the sets $S_1, \ldots, S_N$ satisfy (i) and (ii) of Problem 1.1. We will refer to an instance of the weighted Steiner tree packing problem by $(G, N, c, w)$ and to an instance of the Steiner tree packing problem by $(G, N, c)$.

We assume throughout the paper that every terminal set of the net list $N$ has at least cardinality two and that $N \geq 1$.

Note that the Steiner tree packing problem as well as its weighted variant are \NP-complete or \NP-hard, respectively (see, for example, [K72], [GJ77], [KL84]). The problem remains hard in the case of switchbox routing problems in the knock-knee model (see [S87]).

2 Polyhedral Results: A Short Review

In this section we give a short summary on some of the results of our companion paper [GMW92]. We use the notation of that paper. The Steiner tree packing polyhedron is defined as follows:

$$\text{STP}(G, N, c) := \text{conv} \{ \chi^{S_1}, \ldots, \chi^{S_N} \in \mathbb{R}^{N \times E} \mid$$

$$\begin{align*}
(i) & \quad S_k \text{ is a Steiner tree for } T_k \text{ in } G \\
& \quad \text{for } k = 1, \ldots, N; \\
(ii) & \quad \sum_{k=1}^N |S_k \cap \{e\}| \leq c_e, \text{ for all } e \in E. 
\end{align*}$$

(2.1)

$\mathbb{R}^{N \times E}$ denotes the $N \cdot |E|$-dimensional vector space $\mathbb{R}^{E} \times \cdots \times \mathbb{R}^{E}$, where the components of each vector $x \in \mathbb{R}^{N \times E}$ are indexed by $x^k_e$ for $k \in \{1, \ldots, N\}, e \in E$. Moreover, for a vector $x \in \mathbb{R}^{N \times E}$ and $k \in \{1, \ldots, N\}$, we denote by $x^k \in \mathbb{R}$ the vector $(x^k_e)_{e \in E}$, and we simply write $x = (x^1, \ldots, x^N)$ instead of $x = ((x^1)^T, \ldots, (x^N)^T)^T$. For an edge set $F \subseteq E$, $\chi^F$ denotes the incidence vector of $F$. It is easy to see that the following relation holds.

$$\text{STP}(G, N, c) = \text{conv} \{ x \in \mathbb{R}^{N \times E} \mid$$

$$\begin{align*}
(i) & \quad \sum_{e \in \delta(W)} x^k_e \geq 1, \text{ for all } W \subset V, W \cap T_k \neq \emptyset, \\
& \quad (V \setminus W) \cap T_k \neq \emptyset, k = 1, \ldots, N; \\
(ii) & \quad \sum_{k=1}^N x^k_e \leq c_e, \text{ for all } e \in E; \\
(iii) & \quad 0 \leq x^k_e \leq 1, \text{ for all } e \in E, k = 1, \ldots, N; \\
(iv) & \quad x^k_e \in \{0, 1\}, \text{ for all } e \in E, k = 1, \ldots, N. 
\end{align*}$$

(2.2)

The constraints (2.2) (ii) are called capacity constraints and the inequalities (2.2) (iii) trivial inequalities. It is \NP-hard to determine the dimension of
STP \((G,\mathcal{N},c)\). Due to this fact we decided to investigate the facial structure of instances where the underlying graph is complete and the net list is disjoint. By applying the following two lemmas we can (partially) carry over results obtained for that special case to arbitrary instances.

**Lemma 2.3 (Deleting an edge)**

Let \(G,\mathcal{N},c\) be an instance of the Steiner tree packing problem. Let \(a^T x \geq \alpha\) be a valid inequality of \(\text{STP}(G,\mathcal{N},c)\) and suppose \(f \in E\) is deleted from \(G\). Then \(\hat{a}^T x \geq \alpha\) is a valid inequality of \(\text{STP}(G \setminus f,\mathcal{N},c)\) where \(\hat{a}_e^k = a_e^k\) for all \(e \in E \setminus \{f\}\), \(k \in \{1,\ldots,N\}\) (where \(G \setminus f\) denotes the graph that is obtained by deleting edge \(f\)).

**Lemma 2.4 (Splitting a node)**

Let \(G,\mathcal{N},c\) be an instance of the Steiner tree packing polyhedron. Let \(f \in E\) with \(c_f = 1\) and let \(a^T x \geq \alpha\) be a valid inequality of \(\text{STP}(G / f,\mathcal{N},c)\) (\(G / f\) denotes the graph that is obtained by shrinking edge \(f\)). Then, \(a^T x \geq \alpha\) defines a valid inequality for \(\text{STP}(G,\mathcal{N},c)\) with \(a_e^k = \hat{a}_e^k\) for all \(e \in E \setminus \{f\}\), \(k \in \{1,\ldots,N\}\) and \(a_f^k = 0\) for all \(k = 1,\ldots,N\).

These two lemmas state that the validity of an inequality is preserved under applying graph operations like deleting an edge or splitting a node. In section 3 we will consider this issue in more detail.

Let us now summarize some results for the case that \(G\) is complete and the net list is disjoint.

First, the trivial inequalities \(x_e^k \geq 0\) of (2.2) (iii) are facet-defining if and only if \(|V| \geq 5\) or \(e \notin E(T_k)\), whereas the trivial inequalities \(x_e^k \leq 1\) of (2.2) (iii) are facet-defining if and only if \(c_e \geq 2\). Moreover, the capacity constraints (2.2) (ii) are facet-defining if and only if \(c_e \leq N - 1\).

We have also shown that each nontrivial facet-defining inequality of the Steiner tree polyhedron can be lifted to yield a facet-defining inequality of the Steiner tree packing polyhedron. More precisely, if \(\hat{a}^T x \geq \alpha\) defines a facet of the Steiner tree polyhedron \(\text{STP}(G,\{T_k\},c)\) for some \(k \in \{1,\ldots,N\}\), then \(a^T x \geq \alpha\) defines a facet of \(\text{STP}(G,\mathcal{N},c)\), where \(a_e^l = 0\) for \(l \neq k\) and \(a_e^k = \hat{a}_e^k\) for all \(e \in E\). This theorem offers the opportunity to apply results for the Steiner tree polyhedron from the literature, see for instance Grötschel and Monma [GM90] and Chopra and Rao [CR88a], [CR88b], Ball, Liu and Pulleyblank [BLP87] and Fischetti [F91], among others, studied the Steiner tree polyhedron for directed graphs.

We focus here on one class of facet-defining inequalities that was characterized in [GM90]. Let \(G\) be a graph and \(T \subseteq V\) be a terminal set. We call a partition \(V_{i_1},\ldots,V_{i_p}\), \(p \geq 2\), of \(V\) a Steiner partition with respect to \(T\), if \(V_i \cap T \neq \emptyset\) for \(i = 1,\ldots,p\). Grötschel and Monma have shown that if \(G\) is connected and
contains no Steiner bridge the following system is a non-redundant facet-defining system of inequalities for \( \text{STP} (G, \{T\}, \emptyset) \).

\[
x(\delta(V_1, \ldots, V_p)) \geq p - 1, \quad V_1, \ldots, V_p, \ p \geq 2, \text{ is a Steiner partition of } V \text{ with respect to } T \text{ such that}
\]

\[
(2.5) \quad \begin{align*}
&\bullet (V_i, E(V_i)) \text{ is connected for } i = 1, \ldots, p, \\
&\bullet (V_i, E(V_i)) \text{ contains no Steiner bridge with respect to } V_i \cap T \ (i = 1, \ldots, p), \text{ and} \\
&\bullet G(V_1, \ldots, V_p) \text{ is 2-node connected;}
\end{align*}
\]

where \( G(V_1, \ldots, V_p) \) is the graph obtained from \( G \) by contracting each element of the partition to a single node. Each inequality that is induced by a Steiner partition \( V_1, \ldots, V_p \) is called a Steiner partition inequality. If \( p = 2 \), the inequality is also called a Steiner cut inequality.

Let us now describe some results concerning joint inequalities, i.e., inequalities that combine two or more nets.

We consider the class of so-called alternating cycle inequalities. Let \( G = (V, E) \) be a graph and \( N = \{T_1, T_2\} \) a net list. We call a cycle \( F \) an alternating cycle with respect to \( T_1, T_2 \), if \( F \subseteq [T_1 : T_2] \) and \( V(F) \cap T_1 \cap T_2 = \emptyset \). Moreover, let \( F_1 \subseteq E(T_2) \) and \( F_2 \subseteq E(T_1) \) be two sets of diagonals of the alternating cycle \( F \) with respect to \( T_1, T_2 \). The inequality \( (\chi_{E \setminus (F_1 \cup F_2)})^T x \geq \frac{1}{2}|F| - 1 \) is called an alternating cycle inequality.

Before stating the next theorem let us recall the definition of cross free. We say that two diagonals \( uv \) and \( rs \) of a cycle \( F \) cross if they appear on \( F \) in the sequence \( u, r, v, s \) or \( u, s, v, r \); otherwise \( uv \) and \( rs \) are called cross free. For an alternating cycle \( F \) with respect to \( T_1, T_2 \), we call two sets of diagonals \( F_1 \subseteq E(T_2) \) and \( F_2 \subseteq E(T_1) \) maximal cross free if \( F_1 \) and \( F_2 \) are cross free (that is each pair of edges \( e_1 \in F_1 \) and \( e_2 \in F_2 \) is cross free), each diagonal \( e_1 \in E(T_1) \setminus F_2 \) crosses \( F_1 \) and each diagonal \( e_2 \in E(T_2) \setminus F_1 \) crosses \( F_2 \).

**Theorem 2.6** Let \( G = (V, E) \) be the complete graph with node set \( V \) and let \( N = \{T_1, T_2\} \) be a disjoint net list with \( T_1 \cup T_2 = V \) and \( |T_1| = |T_2| = l, \ l \geq 2 \). Furthermore, let \( F \) be an alternating cycle with respect to \( T_1, T_2 \) with \( V(F) = V \) and \( F_1 \subseteq E(T_2), F_2 \subseteq E(T_1) \). Then the alternating cycle inequality

\[
(\chi_{E \setminus (F_1 \cup F_2)})^T x \geq l - 1
\]

defines a facet of \( \text{STP} (G, N, \emptyset) \) if and only if \( F_1 \) and \( F_2 \) are maximal cross free.

We have also considered some extensions of the alternating cycle inequalities, which will be of interest in the subsequent section. First, let us focus on the case in which the underlying graph may contain parallel edges in addition. Here, each
defines a facet of STP

Definition 2.8 (Possible choices for the new coefficients by adding an additional node)

\[ \{ (\chi^{E/(F \cup F_1)}, \chi^{E/(F \cup F_2)})^T x \geq l - 1 \] defines a facet of STP \((G, \mathcal{N}, \mathbb{I})\) if and only if \(F_1\) and \(F_2\) are maximal cross free.

Another extension of the alternating cycle inequalities is obtained if an additional node \(z\) is added to the complete graph in Theorem 2.6. In our companion paper we have pointed out that there exist several alternatives how to choose the coefficients of the edges incident to the extra node \(z\) in order to obtain a facet-defining inequality for the corresponding Steiner tree packing polyhedron. In the following we give a selection of those alternatives that are taken into account by our separation algorithm (see the next section).

Suppose we have given a complete graph \(G = (V, E)\) and a net list \(\mathcal{N} = \{T_1, T_2\}\) such that \(T_1 \cap V, T_2 \cap V\) is a partition of \(V\) with \(|T_1 \cap V| = |T_2 \cap V| = \frac{|V|}{2}\). Furthermore, let \(F\) be an alternating cycle with respect to \(T_1, T_2\) with \(V(F) = V\) and let \(F_1 \subseteq E(V \cap T_2)\) and \(F_2 \subseteq E(V \cap T_1)\) be maximal cross free. In order to obtain a facet-defining inequality \(\hat{a}^T x \geq \alpha\) with \(\hat{a}|_{E(V)} = (\chi^{E(V)/(F \cup F_1)}, \chi^{E(V)/(F \cup F_2)})\) for STP \((G, \mathcal{N}, \mathbb{I})\) the remaining coefficients \(\hat{a}_e^k, e \in \delta(z)\) can be independently chosen from the following list of alternatives for each net \(k\).

Definition 2.8 (Possible choices for the new coefficients by adding an additional node)

Let \(k \in \{1, 2\}\) with \(\bar{k} = 1\), if \(k = 2\), and \(\bar{k} = 2\), if \(k = 1\).

1. If \(z\) is a terminal of net \(k\) \((z \in T_k)\), all coefficients obtain value 1, that is
   \[ \hat{a}_e^k = 1, \quad \text{for all } e \in \delta(z). \]
2. If \(z\) is not a terminal of net \(k\) \((z \notin T_k)\), there are the following possibilities.
   
   (i) \(\hat{a}_{zt}^k = 0\), for one \(t \in T_k\);
   \[ \hat{a}_e^k = 1, \quad \text{for all } e \in \delta(z) \setminus \{zt\}. \]
   
   (ii) \(\hat{a}_{zt}^k = 0\), for one \(t \in T_k\);
   \[ \hat{a}_{k't'}^k = 0, \quad \text{for all } t' \in T_k \text{ with } tt' \in F_k; \]
   \[ \hat{a}_e^k = 1, \quad \text{for all remaining edges } e \in \delta(z). \]
The following theorem is presented in a form that is convenient for the explanation of the separation algorithm in section 3. It can easily be checked that this theorem immediately follows from the related theorem in [GMW92].

**Theorem 2.9** Suppose \( Z = \{ z_1, \ldots, z_q \}, q \geq 1, \) is a set of nodes and \( \hat{G} = (V \cup Z, \hat{E}) \) is the complete graph on node set \( V \cup Z \) where \( V \cap Z = \emptyset \). Set \( E := \hat{E} \setminus \hat{E}(Z) \) and \( G := (V \cup Z, E) \) and let \( \mathcal{N} = \{ T_1, T_2 \}, T_1, T_2 \subset V \cup Z \) be a net list such that \( T_1 \cap V, T_2 \cap V \) is a partition of \( V \) with \( |T_1 \cap V| = |T_2 \cap V| = l, l \geq 2 \). Furthermore, let \( F \) be an alternating cycle with respect to \( T_1, T_2 \) with \( V(F) = V \) and let \( F_1 \subseteq E(T_2 \cap V), F_2 \subseteq E(T_1 \cap V) \) be maximal cross free. Let \( \hat{a} \in \mathbb{R}^{N \times E} \) be a vector such that \( \hat{a}|_{\hat{E}(Z)} \) satisfies one of the alternatives of 2.8 for \( i = 1, \ldots, q \) and such that \( \hat{a}|_{E \setminus \delta(Z)} = (\chi_{E \setminus (F_i \cup F_j)}, \chi_{E \setminus (F_i \cup F_j)}) \). Finally, set \( \alpha_i^k = |\{ z_i \cap T_k \} \) for \( k = 1, 2, i = 1, \ldots, q \). Then

\[
\hat{a}^T x \geq l - 1 + \sum_{i=1}^{q} (\alpha_i^1 + \alpha_i^2)
\]

defines a facet of \( STP(G, \mathcal{N}, \mathbb{I}) \).

The next type of inequalities to be considered here are the so-called grid inequalities.

Let \( G = (V, E) \) be a graph and \( \mathcal{N} = \{ T_1, T_2 \} \) be a net list. Furthermore, let \( \hat{G} = (\hat{V}, \hat{E}) \) be a subgraph of \( G \) such that \( \hat{G} \) is a complete rectangular \( h \times 2 \) grid graph with \( h \geq 3 \). Assume that the nodes of \( V \) are numbered such that \( V = \{(i,j) | i = 1, \ldots, h, j = 1, 2 \} \). Moreover, let \((1, 1), (h, 2) \in T_1 \) and \((1, 2), (h, 1) \in T_2 \). We call the inequality \( (\chi_{E \setminus \delta}, \chi_{E \setminus \delta})^T x \geq 1 \) an \( h \times 2 \) grid inequality.

For ease of notation we assume that, if we consider a complete rectangular \( h \times 2 \) grid graph which is a subgraph of a given graph \( G = (V, E) \), the node set \( V \) is numbered such that the nodes of the grid graph have a numbering as assumed in the above definition.

In [GMW92] we derived (very technical) conditions for an \( h \times 2 \) grid inequality to define a facet. Since our goal is to solve switchbox routing problems, and since the problem of determining the dimension of the corresponding polytope is \( \mathcal{NP} \)-hard (cf. [S87]), we mainly focus on the validity of the inequalities. In this case we can neglect most of the technical conditions. This yields the following theorem.

**Theorem 2.10** Let \( \hat{G} = (\hat{V}, \hat{E}) \) be a complete rectangular \( h \times 2 \) grid graph with \( h \geq 3 \). Let \( \mathcal{N} = \{ T_1, T_2 \} \) be a net list where \( T_1 = \{(1, 1), (h, 2)\} \) and \( T_2 = \{(1, 2), (h, 1)\} \). Furthermore, let \( G = (V, E) \) be a graph with \( \hat{V} \subseteq V, \hat{E} \subseteq E \) such that \( \{ uv \in E | u = (i, 1) \text{ and } v = (i, 2) \text{ for some } i \in \{1, \ldots, h\} \} \) is a cut in \( G \). Set \( F := \hat{E} \) and let \( F_1, F_2 \subset E \setminus F \), then the inequality
\[
(\chi_{E\setminus(F_1 \cup F_2)}, \chi_{E\setminus(F_1 \cup F_2)})^T x \geq 1
\]

is valid for \(\text{STP}(G, \mathcal{N}, \|I\|)\) if and only if \(F_1\) and \(F_2\) satisfy the following properties:

(i) For all \(u, v \in V(F)\), \(u \neq v\) there does not exist a path from \(u\) to \(v\) in \((V, F_k)\) for \(k = 1, 2\).

(ii) \(F_1\) and \(F_2\) are maximal with respect to property (i).

Note that the graph \(G\) in Theorem 2.10 is not necessarily complete. Especially, this type of inequalities is of interest for instances where the underlying graph is a grid graph. This is due to the fact that the corresponding subgraph \(\hat{G}\) is automatically a grid graph in this case.

Finally, let us recall the so-called critical cut inequalities. Let \(G = (V, E)\) be a graph with edge capacities \(c_e \in \mathbb{N}, e \in E\). Moreover, let \(\mathcal{N} = \{T_1, \ldots, T_N\}\) be a net list. For a node set \(W \subseteq V\) we define \(S(W) := \{k \in \{1, \ldots, N\} \mid T_k \cap W \neq \emptyset, T_k \cap (V \setminus W) \neq \emptyset\}\). We call a cut induced by a node set \(W\) critical for \((G, \mathcal{N}, c)\) if \(s(W) := c(\delta(W)) - |S(W)| \leq 1\).

Suppose that \(V_1, V_2, V_3\) is a partition of \(V\) such that \(\delta(V_1)\) is a critical cut. Moreover, assume that \(T_1 \cap V_i = \emptyset\) and \(T_i \cap V_i \neq \emptyset\) for \(i = 2, 3\). Then, the inequality \(x^I([V_2 : V_3]) \geq 1\) is called a critical cut inequality with respect to \(T_1\).

In [GMW92] two types of critical cut inequalities were exposed. The graph of the first type includes solely edges whose capacities are equal to one. The graph of the second type contains as few parallel edges as possible at the expense of higher capacities. Since we want to solve problem instances arising in switchbox routing, where \(c = \|I\|\) is given, we decided to concentrate on the first type.

**Theorem 2.11** Let \(G = (V, E)\) be a graph with \(V = \{u, v, w\}\) and let \(\mathcal{N} = \{T_1, \ldots, T_N\}\) be a net list with \(T_1 = \{u, v\}\). Set \(E_{ij} := \{e \in E \mid e\) is incident to \(i\) and \(j\}\) for \(i, j \in V\) and \(N_i := \{k \in \{1, \ldots, N\} \mid i \in T_k\}\) for \(i \in V\). Assume that \(|E_{uw}| \geq 2\), \(|N_w| = N - 1\), \(|N_u| + |N_v| = N + 1\), \(|E_{uw}| \geq |N_u| - 1\), \(|E_{uv}| \geq |N_v| - 1\) and \(|E_{uw}| + |E_{vw}| = |N_u| + |N_v| - 1\). Then, the inequality \(x^I(E_{uv}) \geq 1\) defines a facet of \(\text{STP}(G, \mathcal{N}, \|I\|)\).

### 3 The Separation Problem for Several Classes of Inequalities

In this section we will briefly summarize the main ideas for separating the classes of inequalities presented in section 2. The separation algorithms and the associated correctness proofs are quite complicated. In order not to be beyond the
scope of this paper, we dispense with the proofs and refer the reader to [M92] and [GMW93] for a detailed discussion of this issue. Formally, the separation problem for a given class of inequalities can be stated as follows. Given an instance \((G, \mathcal{N}, c)\) of the Steiner tree packing problem, a vector \(y \in \mathbb{R}^{N \times E}\), \(y \geq 0\), and a class of valid inequalities for STP \((G, \mathcal{N}, c)\). Decide, whether \(y\) satisfies all inequalities of the given class and, if not, find an inequality of this class violated by \(y\).

**Separation of the Steiner Partition Inequalities**

Let us consider the class of Steiner partition inequalities introduced in (2.5). Unfortunately, the corresponding separation problem is \(\mathcal{NP}\)-complete in general. This result is due to [GMS90]. However, there exist special cases for which it can be solved in polynomial time. One of these special cases is obtained if we restrict the graph \(G\) to be planar and the set of terminal nodes \(T\) to lie on the outer face of \(G\). This special case is of particular practical interest, because it includes the switchbox routing problem. In the following we describe the main idea of the algorithm for solving the separation problem in this case.

First of all, we know from [DW71] that a minimal (with respect to a weighting of the edges \(w : E \mapsto \mathbb{R}\)) Steiner tree for \(T\) can be calculated via a dynamic program. The idea of this procedure is based on the observation that for every minimal Steiner tree \(S\) there exists a node \(v\) and a subset \(J \subseteq T\) such that \(S\) can be split up into two subtrees \(S_1\) and \(S_2\). Here, \(S_1\) is an optimal Steiner tree with respect to \(J \cup \{v\}\) and \(S_2\) is an optimal Steiner tree with respect to \((T \setminus J) \cup \{v\}\). This observation leads to a recursion formula. For arbitrary graphs \(G\) and terminal sets \(T\) the running time of the algorithm is exponential in the number of terminals. However, in the particular case that \(G\) is planar and all terminals lie on the outer face of \(G\) Erickson, Monma and Veinott (cf. [EMV87]) showed that it is sufficient to consider subsets \(J \subseteq T\) where the terminals of \(J\) are located consecutively on the outer face. Since there are no more than quadratic many of these subsets, a minimal Steiner tree can be computed in polynomial time using this recursion.

We modify this algorithm to solve the separation problem for the Steiner partition inequalities provided \(G\) is planar and all terminals lie on the outer face of \(G\). Without loss of generality we can assume that \(G\) is 2-edge connected. Thus, the edge set that encloses the outer face of \(G\) is a cycle. Suppose the terminal set \(T = \{t_1, \ldots, t_z\}\) is numbered in a clockwise fashion along this cycle. Now, consider the dual graph \(G^* = (V^*, E)\) of \(G\) and subdivide the node representing the outer face in \(z\) nodes \(d_1, \ldots, d_z\) such that every edge belonging to a path in \(G\) from \(t_i\) to \(t_{i+1}\) on the outer face is now incident to \(d_{i+1}\) for \(i = 1, \ldots, z\). Let \(G_D = (V_D, E)\) denote the resulting graph and set \(D = \{d_1, \ldots, d_z\}\) (cf. Figure 4 (a) and (b)).
It turns out that for every Steiner partition $V_1, \ldots, V_i$ such that $(V_k, E(V_k))$ is connected ($k = 1, \ldots, i$) and such that the graph obtained by contracting every element of the partition to a single node is 2-node connected, the following holds. $S = \delta(V_1, \ldots, V_i)$ is an edge-minimal Steiner tree in $G_D$ with respect to some subset $J \subseteq D$ with $|J| = i$ such that $d_S(j) = 1$ for all $j \in J$ and $d_S(t) = 0$ for all $t \in D \setminus J$.

Also conversely, every edge-minimal Steiner tree in $G_D$ with these properties corresponds to a Steiner partition satisfying the above conditions (see Figure 4 (c) and (d)).

This equivalence yields that the problem of separating the class of Steiner partition inequalities reduces to the problem of finding a subset $J$ of $D$ and an edge-minimal Steiner tree in $G_D$ with respect to $J$. Clearly, given $J$, we can determine an optimal Steiner tree in $G_D$ with respect to $J$ by applying the dynamic programming approach discussed before. Thus, the crucial point is to find the subset $J \subseteq D$. Here, we could show that we can locally decide which terminal belongs to an optimal solution. This observation can be taken into account by modifying the recursion formula appropriately.

The algorithm for separating the Steiner partition inequalities gives rise to several heuristic procedures. Instead of calculating the optimal Steiner tree in $G_D$ we heuristically determine Steiner trees. For more details, we again refer to our paper [GMW93].
Separation of the Alternating Cycle Inequalities

Given an instance \((G, N, c)\) of a Steiner tree packing problem with \(N = \{T_1, T_2\}\) and a vector \(y \in \mathbb{R}^{N \times E}, \ y \geq 0\), decide whether \(y\) satisfies all alternating cycle inequalities. If this is not the case, find an alternating cycle inequality that is violated by \(y\).

Yet not proved, we strongly conjecture that, in general, this problem is not solvable in polynomial time. Instead, we restrict our attention to the case where \(G\) is planar and all terminals lie on the outer face of \(G\). Here, in order to find an alternating cycle inequality, we proceed as follows.

Find a partition \(V_1, \ldots, V_k\) of the node set \(V\) such that \(G(V_1, \ldots, V_k)\), (the graph obtained by contracting every element of the partition to a single node) is, up to parallel edges, a subgraph of the one described in Theorem 2.9 or Theorem 2.6, respectively. Suppose for a moment that \(G(V_1, \ldots, V_k)\) does not contain parallel edges. Due to Lemma 2.3 and Lemma 2.4 the deletion of edges and the splitting of nodes preserves validity of an inequality. Thus, by choosing the coefficients of the edges in \(G(V_1, \ldots, V_k)\) according to Theorem 2.9 (resp. Theorem 2.6), we obtain an inequality that is valid for \(\text{STP}(G, N, c)\). Since \(G(V_1, \ldots, V_k)\) is obtained by contracting nodes in \(G\), we can not avoid in general that there are some edges in parallel. In this case, however, we lift these parallel edges by applying Theorem 2.7. We call inequalities obtained by this procedure extended alternating cycle inequalities.

The crucial point of this separation algorithm is of course, how to find a contraction minor, such that the resulting extended alternating cycle inequality is violated.

Here, our idea was to apply dynamic programming techniques in a similar way as was done for finding Steiner partition inequalities. Set \(T = T_1 \cup T_2 = \{t_1, \ldots, t_z\}\) such that \(t_i\) and \(t_{i+1}\) are two subsequent terminals on the outer face of \(G\). First, we construct the dual graph of \(G\) by splitting up the node representing the outer face of \(G\) into \(z\) nodes \(d_1, \ldots, d_z\) such that every edge belonging to a path in \(G\) from \(t_i\) to \(t_{i+1}\) on the outer face is now incident to \(d_{i+1}\) for \(i = 1, \ldots, z\). Let \(G_D\) denote the resulting graph and set \(D = \{d_1, \ldots, d_z\}\). Here, every partition \(V_1, \ldots, V_k\) yielding an extended alternating cycle inequality in \(G\) corresponds to a Steiner tree in \(G_D\) with respect to a subset of the set of terminals \(\{d_1, \ldots, d_z\}\). However, this Steiner tree has to satisfy many technical conditions in this case.

In particular, these technical conditions cause that some edges are evaluated differently for the nets \(T_1\) and \(T_2\). This is due to the fact that for the alternating cycle inequality, edge sets \(F\) (edges which have a zero coefficient for both nets), \(F_1\) (edges which have a zero coefficient just for net 1) and \(F_2\) (edges which have a zero coefficient just for net 2) are involved as well (cf. Theorem 2.6 and Theorem 2.9). Unfortunately, taking all these constraints into account we obtain a recursion formula, which does not necessarily correspond to the most violated extended
alternating cycle inequality. Rather, the value produced by the recursion provides just a lower bound for the most violated extended alternating cycle inequality. If this value is nonnegative, we can guarantee that there does not exist a violated inequality of this type. Otherwise, there may exist a violated extended alternating cycle inequality, but the algorithm terminates with an edge set that does not correspond to an extended alternating cycle inequality (see [GMW93]).

Beyond that the relationship between extended alternating cycle inequalities and certain Steiner trees in \(G_D\) that have to satisfy some technical conditions gives rise to many heuristics. Indeed, we have implemented an algorithm that determines heuristically such Steiner trees and checks whether the corresponding extended alternating cycle inequalities are violated.

**Separation of the Grid Inequalities**

For the separation problem for the grid inequalities described in Theorem 2.10, we could neither prove that this problem is \(\mathcal{NP}\)-complete nor that it is polynomially solvable. Therefore, we concentrate on heuristic algorithms. Suppose we are given a graph \(G = (V, E)\) and a net list \(\mathcal{N} = \{T_1, T_2\}\). Though we restrict our attention to valid (not necessarily facet-defining) inequalities the conditions in Theorem 2.10 are still quite restrictive. Especially the conditions that we have to find a subgraph \(\hat{G} = (\hat{V}, \hat{E})\) that is a complete rectangular \(h \times 2\) grid graph and that \(T_1 = \{(1,1), (h,2)\}\) and \(T_2 = \{(1,2), (h,1)\}\) are usually not satisfied by practical problem instances. Our idea was to relax these conditions such that the corresponding inequality \((\chi_{E \setminus (\hat{E} \cup F_1)}^{E \setminus (\hat{E} \cup F_2)})^T x \geq 1\) (where \(F_1, F_2 \subset E \setminus \hat{E}\) are chosen appropriately) remains valid. The heuristic for separating this (new) class of inequalities works in a greedy like fashion. Again, for a detailed description of this algorithm we refer the interested reader to [GMW93].

**Finding Critical Cuts**

We consider now the problem of finding critical cuts. Remember that a cut induced by a set of nodes \(W\) is critical, if \(s(W) = c(\delta(W)) - |S(W)| \leq 1\), where \(S(W) = \{k \in \{1, \ldots, N\} \mid T_k \cap W \neq \emptyset, T_k \cap (V \setminus W) \neq \emptyset\}\). In the following we briefly explain why we concentrate on the problem of finding critical cuts rather than on the separation problem for the critical cut inequalities itself.

First, let us point out that, from a practical point of view, we are interested in Steiner tree packings where each of the single Steiner trees is edge-minimal. Since a positive objective function is minimized, we know in advance that the weight-minimal Steiner trees are also edge-minimal, and we exploit this property to reduce the problem size.

Suppose \(W \subseteq V\) is a node set and \(T_k\) is a set of terminals with \(T_k \subseteq W\) or \(T_k \subseteq V \setminus W\). Then any edge-minimal Steiner tree for \(T_k\) that uses one edge of
\( \delta(W) \) has to contain at least two of these edges. But, if \( \delta(W) \) is a critical cut then at most one edge of \( \delta(W) \) can be used by the Steiner tree for \( T_k \). Hence, the following variables can be fixed accordingly, i.e.,

\[
\begin{align*}
x_e^k &= 0, \quad \text{for all } k \in \{1, \ldots, N\} \setminus S(W), T_k \subseteq W, e \in E(V \setminus W) \cup \delta(W); \\
x_e^k &= 0, \quad \text{for all } k \in \{1, \ldots, N\} \setminus S(W), T_k \subseteq V \setminus W, e \in E(V) \cup \delta(W).
\end{align*}
\]

Of course, instead of fixing these variables explicitly, we remove them from the linear program.

Let us now point out the relationship to the critical cut inequality. In Theorem 2.11 we made several assumptions. Given a graph \( G = (V, E) \) where \( V = \{u, v, w\} \) and a net list \( \mathcal{N} = \{T_1, \ldots, T_N\} \) such that \( T_i = \{u, v\} \). Moreover, we require that \( |E_{uv}| \geq 2, |N_1| = N - 1, |N_u| + |N_v| = N + 1, |E_{uw}| \geq |N_u| - 1, |E_{vw}| \geq |N_v| - 1 \) and \( |E_{uv}| + |E_{vw}| = |N_u| + |N_v| - 1 \) (cf. Theorem 2.11 for the definition of \( E_{ij} \) for \( i, j \in V \)). These assumptions imply that \( \delta(w) \) defines a cut satisfying \( |S(\{w\})| = N - 1 \) and \( |\delta(w)| = |N_u| + |N_v| - 1 = N \). Since \( c = 1 \), we obtain \( s(\{w\}) = c(\delta(w)) = |S(\{w\})| = |\delta(w)| - |S(\{w\})| = (N + 1) - N = 1 \). Therefore, the cut induced by \( W = \{w\} \) is critical. Due to the above discussions, edge-minimal solutions satisfy

\[
x_e^i = 0, \quad \text{for all } e \in \delta(W).
\]

Thus, by fixing these variables we can separate the critical cut inequalities implicitly by separating the Steiner cut inequalities. For example, a Steiner cut inequality for \( T_i \) of the instance described in Theorem 2.11 is \( x^i(\delta(u)) + x^i(E_{uv}) \geq 1 \). By taking the fixed variables into account we obtain the critical cut inequality \( x^i(E_{uw}) \geq 1 \).

In the remainder of this subsection we briefly sketch the ideas, how to find critical cuts. We restrict ourselves to instances \( (G, \mathcal{N}, 1) \), where \( G \) is a complete rectangular grid graph and all terminal sets of the net list \( \mathcal{N} \) lie on the outer face of \( G \).

**Theorem 3.1** Let \( G = (V, E) \) be a complete rectangular \( h \times b \) grid graph and \( \mathcal{N} \) a net list such that all terminal sets of \( \mathcal{N} \) lie on the outer face of \( G \). Let \( W \subset V, \emptyset \neq W \), be a set of nodes and let the cut induced by \( W \) be critical with respect to the given instance \( (G, \mathcal{N}, 1) \). Then, one of the following statements is true.

(i) There exists a node \( w \in V \) such that \( \delta(w) \) is a critical cut with respect to \((G, \mathcal{N}, 1)\).

(ii) There exists a horizontal or vertical critical cut with respect to \((G, \mathcal{N}, 1)\).

(A cut \( F \) is called horizontal if there exists some \( i \in \{1, \ldots, h - 1\} \) such that \( F = \{wv \in E \mid u = (i, j) \text{ and } v = (i + 1, j) \text{ for some } j \in \{1, \ldots, b\}\}; \) a vertical cut is defined accordingly).
Based on this lemma we can now develop an algorithm for finding critical cuts. We check, for all nodes $v \in V$, whether $\delta(v)$ is a critical cut. In addition, we also check this for the set of vertical and horizontal cuts. If we do not succeed in finding a critical cut, we can conclude that none exists. This is due to Lemma 3.1. Otherwise, we fix the corresponding variables. In order to find further critical cuts, we inductively enlarge the node set $W = \{v\}$ in all four possible directions of the grid in a greedy like fashion. The variables of the critical cuts found this way are fixed accordingly.

We want to point out that this algorithm is not really a separation algorithm. The input depends on the problem instance only and not on a given vector $y$. Thus, this algorithm is applied only once. However, critical cut inequalities are separated implicitly through the separation of the Steiner cut inequalities.

4 Implementation of the Cutting Plane Algorithm

In this section we develop a cutting plane algorithm for the (weighted) Steiner tree packing problem. After giving a short outline of the general procedure, we introduce a primal heuristic for the switchbox routing problem. It turns out that this heuristic plays an important role in our algorithm. Thereafter, we discuss some implementation details that are indispensable in solving practical problem instances. In particular, some of the implementation issues are adapted to switchbox routing problem instances.

4.1 An Outline of the Cutting Plane Procedure

Our goal is to solve the following problem

$$\min \sum_{k=1}^{N} w^T x^k$$

$x \in \text{STP}(G, \mathcal{N}, \mathbb{I})$, via a cutting plane algorithm, where $(G, \mathcal{N}, \mathbb{I}, w)$ defines a weighted instance of the switchbox routing problem. The idea of a cutting plane algorithm is the following.

Start with a small set of valid inequalities, for example the trivial and capacity inequalities. These inequalities define a polyhedron $P'$ that contains STP $(G, \mathcal{N}, \mathbb{I})$. Optimize the linear objective function over $P'$ and let $y$ be an optimal solution. Obviously, $y$ yields a lower bound for the optimum value of the weighted Steiner tree packing problem. If $y$ is also feasible, $y$ is an optimal solution for the weighted Steiner tree packing problem. Otherwise, there exists a valid inequality for STP $(G, \mathcal{N}, \mathbb{I})$ that is violated by $y$. Thus, we must solve the separation
problem, i.e., find a valid inequality that is violated by $y$. If such an inequality is found, we add it to the linear program and solve it again. The procedure of iteratively solving linear programs and adding violated constraints is commonly called a cutting plane algorithm.

A cutting plane algorithm ends with an optimal solution or (at least) with a lower bound for the weighted Steiner tree packing problem. The latter case is not avoidable in general, since we do not know a complete description of the Steiner tree packing polyhedron, and exact separation routines are not available for all known classes of facet-defining inequalities. If we intend to find an optimal solution of the problem we must embed the procedure into an enumeration scheme. Here, the overall problem is divided into two subproblems by fixing some variable to zero in the first subproblem and the same variable to one in the other subproblem. This process can be visualized by a binary tree (the so-called branching tree), where each subproblem is represented by a node. The whole method is commonly known as a branch and cut algorithm.

For the sake of efficiency the branching tree is to be kept as small as possible. In order to achieve this, the following issues are of special importance. First, we need a good description of the Steiner tree packing polyhedron by means of inequalities. This is the contents of our paper [GMW92]. Second, exact separation algorithms or at least good separation heuristics are necessary. This issue was considered in the preceding section. Third, for the practical success of the total algorithm a procedure for finding a “good” feasible solution is of particular importance. This is due to the following reasons. A subproblem of the branching tree is solved if the value of the lower bound equals (up to rounding) that of the best feasible solution. In addition, for practical purposes it often suffices to find a provably good solution, i.e., a solution that differs from the optimal solution value only by a given percentage. Unfortunately, in our case it is \textit{NP}-complete to find a feasible solution for the Steiner tree packing problem, even if the instance defines a switchbox routing problem (see [S87]). So, we concentrated on developing a heuristic, which we introduce in the next section.

**A Primal Heuristic**

This section is devoted to describing our primal heuristic. The idea of our heuristic is to make use of the information given by the actual solution of the cutting plane phase.

We have developed a sequential algorithm. We consider each terminal of a net to be an (isolated) component. We iteratively connect two components of a net according to an a-priori determined sequence. However, we do not apply this scheme by routing one net completely after another, but we connect only two components in each iteration. The success of such a procedure strongly depends on the predefined sequence. In our algorithm this sequence is mainly determined
by the solution $y$ of the actual linear program. More precisely, we define a function $f$ depending on $y$ according to which the subsequent two components are selected. (A detailed explanation of the function $f$ is given after the algorithmic description of the heuristic.) We try to connect the two selected components via a shortest path. Since in a complete rectangular grid graph a shortest path is not unique in general, we have implemented further criteria according to which the choice is made. Besides others, these criteria depend on the location of the terminals of the other nets, the position of the not yet connected terminals of the same net and, again, on the solution $y$. For a detailed description of these criteria we refer the reader to [M92]. If it is possible to connect the two components on a shortest path by taking the mentioned criterion into account, we connect these two components and choose the next pair of components. Otherwise, we recompute the function $f$ and the sequence by taking the already connected components into account. This iterative procedure is continued until all nets are connected or no further components can be connected. In detail, the algorithm can be described as follows.

**Algorithm 4.1 (A Primal Heuristic)**

**Input:**
A complete rectangular $h \times b$ grid graph $G = (V, E)$ with edge capacities $c_e = 1$ and edge weights $w_e \in \mathbb{R}_+$, $e \in E$. Furthermore, a net list $\mathcal{N} = \{T_1, \ldots, T_N\}$ and a vector $y \in \mathbb{R}^{N \times E}$, $y \geq 0$.

**Output:**
A feasible solution of the weighted Steiner tree packing problem $(G, \mathcal{N}, \mathbb{I}, \mathbb{w})$ or the message “No feasible solution found”.

(1) Set $S_k := \emptyset$ for $k = 1, \ldots, N$.
(2) Determine the graph $\hat{G} = (V, \hat{E})$ with $\hat{E} := \{e \in E \mid c_e > 0\}$.
(3) Compute shortest paths for all pairs of nodes in $\hat{G}$.
(4) For $k = 1, \ldots, N$ perform the following steps:
(5) If $S_k = \emptyset$, then determine $s_k, t_k \in T_k$ such that

$$f_y(s_k, t_k) = \min_{s, t \in T_k, s \neq t} f_y(s, t);$$

set $T'_k := T_k \setminus \{t_k\}$.
(6) Else determine $s_k \in T'_k, t_k \in V(S_k)$ such that

$$f_y(s_k, t_k) = \min_{s \in T'_k, t \in V(S_k)} f_y(s, t).$$

(7) As long as further connections are possible perform the following steps:
(8) Determine $k_0 \in \{1, \ldots, N\}$ with
\[ f_{y^k}(s_{k_0}, t_{k_0}) = \min \{ f_{y^i}(s_k, t_k) \mid k = 1, \ldots, N \}. \]

(9) Try to connect \( s_{k_0} \) with \( t_{k_0} \) via a shortest path by taking the above criteria into account.

(10) If the connection via a shortest path is possible, then let \( W \) be the chosen path;
\[
\begin{align*}
S_{k_0} & := S_{k_0} \cup W, \quad T'_{k_0} := T'_{k_0} \setminus \{ s_{k_0} \} \text{ and } c_e := 0 \text{ for all } e \in W; \\
& \text{if } T'_{k_0} = \emptyset, \text{ set } f_{y^0}(s_{k_0}, t_{k_0}) := \infty; \\
& \text{else determine another pair } (s_{k_0}, t_{k_0}) \text{ similar to (6)}.
\end{align*}
\]

(11) Else goto (2);

(12) If all terminal sets are connected, return the feasible solution \((S_1, \ldots, S_N)\).

(13) Otherwise, print the message “No feasible solution found”.

(14) STOP.

Let \( k \) be the edge set that was already determined for connecting \( T_k, T'_k \) the set of not yet connected terminals and \( \hat{G} \) the underlying graph.

We consider the case \( S_k \neq \emptyset \) (in the case \( S_k = \emptyset \) the function \( f_{y^k} \) is defined similarly) and let \( s_k = (i_s, j_s) \in T'_k \) and \( t_k = (i_t, j_t) \in V(S_k) \) be given. Determine \( l, r \in \{1, \ldots, b\}, l < r \) and \( t, d \in \{1, \ldots, h\}, t < d \) such that \( s_k, V(S_k) \in V_{l,r,t,d} \) and \( |V_{l,r,t,d}| \) is minimal. Set \( E_{l,r,t,d} = \{ e \in E(V_{l,r,t,d}) \mid y^k_e > 0 \} \) and suppose \((V_s, E_s)\) is the component in \((V_{l,r,t,d}, E_{l,r,t,d})\) with \( s_k \in V_s \). Set
\[
\begin{align*}
f_{y^k}(s_k, t_k) & := |w(W(s_k, t_k))| - \sum_{e \in E_s} w_e y^k_e, \\
& \text{where } W(s_k, t_k) \text{ is a shortest path from } s_k \text{ to } t_k \text{ in } \hat{G} \text{ (with respect to } w)\).
\end{align*}
\]

The heuristic idea of this function is the following. We determine a graph \((V_{l,r,t,d}, E_{l,r,t,d})\) which is the smallest rectangular grid graph containing both components (often designated as the “minimal enclosing rectangle”). Inside the minimal enclosing rectangle we compute the weighted sum (= \( \omega \)) of those edges that are in the same component as \( s_k \), where only edges with \( y^k_e > 0 \) are considered. The value \( \omega \) is compared to the length (= \( \lambda \)) of a shortest path between the two nodes. If \( \omega \) is smaller than \( \lambda \), we assume that the information from \( y^k \) is too poor to decide how to connect the two nodes. The smaller the difference, the less information and the greater the value of \( f \). On the other hand, if \( \omega \) is greater than \( \lambda \) the two nodes will be probably connected via a detour. The greater the difference, the greater the value of \( f \). Thus, we choose the components with value \( \omega \) close to \( \lambda \) first.
Obviously all ideas mentioned so far are of heuristic nature and there is no guarantee that we will obtain good results. However, due to many tests we have performed this strategy seems to be reasonable.

Implementation Details

In this section we want to focus on some little “tricks” that enter into our cutting plane algorithm. The underlying ideas might appear easy and not very deep to the reader. However, it turns out that these ideas are very effective and indespensible for solving practical problems. We want to illustrate the effects of the ideas on an example called “difficult switchbox” (for the data of this problem see the next section).

Let us mention here that we use the code CPLEX of R. E. Bixby (Rice University, Houston, Texas) for solving the linear programs that come up. Without such a fast and robust code we would not have been able to solve the given problem instances. The linear programs we encountered appeared to be quite difficult. One of the reasons for this is probably that our linear programs have many alternative optimum solutions and are simultaneously primally and dually highly degenerate.

A frequently used method to overcome such difficulties is to perturbé the right hand side of the linear program. Since we are solving the problems with the dual simplex method we must perturbé the objective function of the weighted Steiner tree packing problem. After many experiments and discussions with R. E. Bixby we decided to proceed as follows. Let $\omega \in \mathbb{R}^{N \times E}$ with $\omega^k_e = w_e$ for all $e \in E$, $k = 1, \ldots, N$ be the original objective function. For each terminal set $T_k$, we compute a Steiner tree $S_k$ by applying a heuristic procedure and determine random numbers $\varepsilon^k_e \in [0, 1]$. Then we use the objective function vector $\tilde{w} \in \mathbb{R}^{N \times E}$ defined by

\begin{align*}
\tilde{w}^k_e &:= \omega^k_e - b \varepsilon^k_e - \eta, &\text{if } e \in S_k, &\text{for } k = 1, \ldots, N; \\
\tilde{w}^k_e &:= \omega^k_e - b \varepsilon^k_e, &\text{if } e \notin S_k, &\text{for } k = 1, \ldots, N.
\end{align*}

where $\eta = \frac{1}{2(n+1)}$, and $b = \min\{10^{-5}, \frac{1}{2(n+1)}\}$ in the actual implementation. It is easy to see that, if the given objective function is integer, an optimal Steiner tree packing with respect to $\tilde{w}$ is also optimal with respect to $\omega$ and vice versa.

Table 1 demonstrates the success of the perturbation trick for the “difficult switchbox” routing problem. Column 1 gives the number of cutting plane iterations, column 2, 3 and 4 (resp. 5, 6 and 7) contain the LP objective value, the number of pivots and the accumulated CPU-time by using the perturbed (resp. original) objective function. The numbers are very impressive, in particular if one considers the last rows. The running time is reduced to less than one tenth of the original time.
Another (polyhedral) preprocessing trick helped to increase the lower bounds and to decrease the running time considerably. After “solving” the trivial initial linear program by setting all variables to zero we do not call our general separation routines; rather, we generate a particular class of Steiner cut and Steiner partition inequalities for which we have heuristic reasons to believe that they form a sensible set of “good” initial cutting planes.

Since the underlying graph is a complete rectangular grid graph, we add all Steiner cut inequalities that are induced by a horizontal or vertical cut. The advantage is that these inequalities have pairwise different support. In addition, for multiterminal nets we extend each Steiner cut inequality to a Steiner partition inequality with right hand side greater than two. For example, let $|T_k| = p \geq 3$, $F = \delta(W)$, $W \subset V$ be a vertical cut that induces a Steiner cut inequality. First, we determine a Steiner partition $W_1, \ldots, W_q$ of $W$ such that $[W_i : W_{i+1}]$ is a horizontal cut in $(W, E(W))$ for $i = 1, \ldots, q - 1$ and $q$ is maximal. The only node sets of $W_1, \ldots, W_q$ that possibly contain more than one terminal are $W_1$ and $W_q$. For these two node sets we again determine a Steiner partition $W_r^l, \ldots, W_r^{l_r}$ for $r = 1$ and $r = q$ such that $[W_r^i : W_r^{i+l}]$ is a vertical cut in $(W_r, E(W_r))$ and $l_r$ is maximal. The same procedure is applied to the node set $V \setminus W$. Taking both together we obtain (after renumbering) a Steiner partition $W_1, \ldots, W_s$ with $s = p$, and $x(\delta(W_1, \ldots, W_s)) \geq p - 1$ defines a Steiner partition inequality. We extend each horizontal and vertical cut that defines a Steiner cut inequality in this way. Obviously, the resulting inequalities do not necessarily have different support, but the right hand side is quite large. Let us denote all inequalities constructed this way and the Steiner cut inequalities induced by a horizontal or

<table>
<thead>
<tr>
<th>iter.</th>
<th>perturbed objective function</th>
<th>original objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LP value</td>
<td>pivots</td>
</tr>
<tr>
<td>1</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>456.562</td>
<td>1163</td>
</tr>
<tr>
<td>3</td>
<td>457.571</td>
<td>420</td>
</tr>
<tr>
<td>4</td>
<td>457.589</td>
<td>548</td>
</tr>
<tr>
<td>5</td>
<td>457.746</td>
<td>800</td>
</tr>
<tr>
<td>6</td>
<td>457.793</td>
<td>1224</td>
</tr>
<tr>
<td>7</td>
<td>458.014</td>
<td>3175</td>
</tr>
<tr>
<td>8</td>
<td>458.314</td>
<td>2007</td>
</tr>
<tr>
<td>9</td>
<td>458.625</td>
<td>2554</td>
</tr>
</tbody>
</table>

Table 1:
vertical cut by special Steiner partition inequalities.

Table 2 illustrates the progress we obtain by using the special Steiner partition inequalities after solving the initial linear program. Column 1 presents the number of cutting plane iterations. Column 2 and 3 (resp. 4 and 5) give the LP objective value and the accumulated CPU-time by using (resp. not using) the special Steiner partition inequalities after the first iteration. The results are impressive. The lower bound we obtain within three minutes after the second iteration by adding the special Steiner partition inequalities is much better than after running the algorithm with the separation algorithms for the Steiner partition inequalities discussed in section 3 for more than three hours.

Next, we want to deal with the separation of the extended alternating cycle inequalities. The separation algorithms we have outlined in section 3 (the dynamic program as well as the heuristics) need a pair of nets as input. The problem we are concerned with is to choose one (or several) “good” pairs of terminal sets for which we want to execute the separation algorithms. If we would call one of these algorithms for all net pairs, we would obtain a non-acceptable running time, because the number of calls is quadratic in the number of nets.

In order to overcome this problem, we try to exploit the information given by the primal heuristic 4.1. Remember that two components are gradually connected in this heuristic. More precisely, in step (9) it is tried to connect two components via a shortest path. If this is not possible, another net must block this path. Obviously the two nets concurrently prefer certain edges in this case. Moreover, this situation indicates that the information provided by the linear programming solution is too poor to decide which of the nets is forced to make a detour. Hence,
we conclude that more inequalities combining these nets are necessary. Thus, we
call the separation algorithms for the extended alternating cycle inequalities for
nets that are in conflict due to the information of the primal heuristic. Practical
experiments have shown that the number of such conflicts is sublinear in the
number of nets and that strongly violated extended alternating cycle inequalities
can be obtained for such conflicting net pairs.

We want to point out that not only the linear program solution supplies important
information for the primal heuristic. But also conversely, the primal heuristic
indicates which type of inequalities are promising for a further execution of
the cutting plane algorithm. In our opinion this interplay of the methods for
determing the lower and upper bound is essential in order to solve large scaled
problems.

Let us now summarize the overall algorithm.

Algorithm 4.3 (Branch and Cut Algorithm for the Switchbox Routing
Problem)

Input:
A complete rectangular grid graph $G = (V, E)$ with edge capacities $c_e = 1$
and edge weights $w_e \in N_0, e \in E$; a net list $\mathcal{N} = \{T_1, \ldots, T_N\}$ where the
terminal sets are on the outer face of $G$.

Output:
An optimal solution of the weighted Steiner tree packing problem.

Initialization
(1) Determine the perturbed objective function vector $\tilde{w}$ according to (4.2).
(2) Determine critical cuts by applying the algorithm based on Lemma 3.1 (see
section 3) and fix the corresponding variables.
(3) Initialize the branching tree with the whole problem.
(4) Solve the following (trivial) linear program

$$\min \quad \tilde{w}^T x$$
$$\quad \sum_{k=1}^N x_{e}^{k} \leq c_e, \quad \text{for all } e \in E.$$
$$\quad x_{e}^{k} \geq 0, \quad \text{for all } e \in E, \ k = 1, \ldots, N.$$

(5) Try to determine a feasible solution by applying primal heuristic 4.1.
(6) If a feasible solution was found
set $b$ to the objective function value of the solution.
Else
set $b = \infty$.
(7) Add the special Steiner partition inequalities to the linear program.
Solution and evaluation of the linear program

(8) Determine an optimal solution $y$ of the actual linear program.

(9) If $y$ is the incidence vector of a Steiner tree packing, then set $b = \tilde{w}^T y$.

(10) Else

try to improve the upper bound $b$ by applying primal heuristic 4.1.

(11) If $\lceil \tilde{w}^T y \rceil = \lfloor b \rfloor$, then perform the following step:

If there still exists an unsolved subproblem in the branching tree, choose one and goto (8).

Else print the optimal solution corresponding to $b$, STOP.

(12) Eliminate all inequalities $a^T x \geq \alpha$ with $a^T y > \alpha$ from the actual linear program.

Separation

(13) Determine violated constraints from the “pool” (for an explanation of the pool see below) as well as by applying the separation heuristics mentioned in section 3.

(14) If violated constraints are found, add them to the linear program and goto (8).

(15) Try to find violated Steiner partition inequalities and extended alternating cycle inequalities by using the dynamic programs.

(16) If violated constraints are found, add them to the linear program and goto (8).

Branching

(17) Determine a variable index $(e, k)$ with $y^k_e \notin \{0, 1\}$.

(18) Generate two subproblems, one by adding the constraint $x^k_e = 0$ and the other by adding the constraint $x^k_e = 1$.

(19) Add both subproblems to the branching tree.

(20) Choose a subproblem from the branching tree and goto (8).

The cutting plane algorithm itself encloses (up to the initialization) steps (8) to (16). We have embedded this method into a general branch and cut framework developed by M. Jünger (Universität zu Köln). The enumeration scheme is only sketched in steps (4) and (17) to (20). In fact, an efficient implementation of such a scheme is a very difficult and complex task. For more details concerning the branch and cut framework the interested reader is refered to the software package of M. Jünger.

In step (12) we delete all inequalities (up to the capacity and trivial inequalities) that are not satisfied with equality from the linear program, in order to keep the size of the linear program small. The eliminated constraints are stored in a so-called “pool”, which is checked during the separation phase.
If step (17) is executed, we are sure that there exists an index such that $0 < y_k^e < 1$. This is true, because $y$ is not the incidence vector of a Steiner tree packing and in step (13) the Steiner cut inequalities are exactly separated by our separation algorithms. According to (2.2) the existence of such an index is guaranteed.

Algorithm 4.3 can be used, in principle, to determine an optimal solution of a given switchbox routing problem or to detect that no feasible solution exists. However, it may not be possible to guarantee this in acceptable time. For that reason we provide an option in our algorithm to limit the running time. If this limit is exceeded, the algorithm stops and prints the best lower and upper bound.

### 5 Computational Results

In this section we report on our computational experiences with the algorithm introduced in section 4. We have tested our algorithm on switchbox routing problems that are discussed in literature. Table 3 summarizes the data. Column 1 presents the name used in literature. In column 2 and 3 the height and width of the underlying grid graph is given. Column 4 contains the number of nets. Columns 5 to 9 provide information about the distribution of the nets; more precisely, column 5 gives the number of 2-terminal nets, column 6 gives the number of 3-terminal nets and so on. Finally, the last column states the reference to the paper the example is taken from.
In all examples as they were originally introduced in literature, the underlying graph is given as follows. The graph is obtained from a complete rectangular grid graph by removing the outer cycle, see Figure 5 (a). Hence, every terminal is incident to a unique edge, and obviously, every Steiner tree must contain this edge. It is easy to see that by contracting all pending edges an equivalent problem is obtained, see Figure 5 (b). The graph resulting this way is a complete rectangular grid graph with terminals on the outer face. This instance is the input to our problem.

The first example “difficult switchbox” was introduced by Burstein and Pelavin. The second one “more difficult switchbox” is derived from the first one by deleting the last column. (More precisely, the edges \([i, 23), (i, 24)]\) of the first grid graph are contracted for \(i = 1, \ldots, 15\) and parallel edges are deleted.) The net list is the same. The difference in the distribution occurs (see column 7 and 8), because an edge whose endpoints belong to the same net is contracted. The third problem instance was introduced by Luk, here each outer face node is occupied by a terminal. The fourth switchbox routing problem is again due to Luk. Up to now it is not known whether a solution for this example exists, if the Manhattan or 2-layer model is used. Based on this example two variants can be obtained. One, called “augmented dense switchbox”, has an additional column on the right, the other, called “modified dense switchbox”, has an additional column near the middle and an additional row on the bottom. The last example was introduced by Cohoon and Heck. They illustrated their algorithm on this problem.

![Figure 5:](image)

In all examples the edge weights as well as the edge capacities are equal to one. Unfortunately, the problem instances do not fix the routing model (Manhattan, knock-knee or multiple layer model). To our knowledge all methods from the literature use the Manhattan model or the 2-layer model. The choice of the underlying model strongly influences the solvability of the problems. For example, there may exist a solution in the 2-layer model, whereas it does not in the knock-knee model. Figure 5 illustrates such an example (this example is taken from [CH88]). Moreover, there exist problem instances where shorter connections are possible in the 2-layer model than in the knock-knee model. The same is true
for a comparison of the knock-knee model with the Manhattan model. Thus, a comparison of algorithms for the different models is not possible. So we confine ourselves to report on the results we have obtained by applying our algorithm.

Table 4 informs about the size of the problems and about the success of fixing variables with the algorithm discussed in the last subsection of section 3. Column 2 states the total number of 0/1 variables, column 3 gives the number of fixed variables and the last column contains the number of remaining variables. Table 4 illustrates that many variables can be fixed, for example more than one half of the variables for problem “dense switchbox”. Nevertheless, the number of remaining variables is still large (see the last column).

In Table 5 the results we have obtained with our branch and cut algorithm are summarized. Column 2 gives the best feasible solution. The values are not integer due to the perturbed objective function. To obtain the real value with respect to the original objective function the entries must be rounded up. The entries in column 3 are the objective function values of the linear program when no further violated constraints are found, i. e., when branching (steps (17) to (20) in Algorithm 4.3) is performed for the first time. This values are obviously lower bounds for the whole problem. In column 4 the percental derivation of the best solution from the lower bound is given; more precisely, column 4 contains the value $\frac{\bar{w}_2 - \bar{w}_3}{\bar{w}_3}$, where $\bar{w}_2$ (resp. $\bar{w}_3$) is the corresponding value of column 2 (resp. 3). Column 5 (resp. 6) gives the number of cutting plane iterations (resp. the number of nodes in the branching tree). Finally, the last column reports

<table>
<thead>
<tr>
<th>example</th>
<th>variables</th>
<th>fixed variables</th>
<th>remaining variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>difficult switchbox</td>
<td>15648</td>
<td>2224</td>
<td>13424</td>
</tr>
<tr>
<td>more difficult switchbox</td>
<td>14952</td>
<td>2450</td>
<td>12502</td>
</tr>
<tr>
<td>terminal intensive</td>
<td>16728</td>
<td>4913</td>
<td>11815</td>
</tr>
<tr>
<td>switchbox</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dense switchbox</td>
<td>9082</td>
<td>4831</td>
<td>4251</td>
</tr>
<tr>
<td>augmented dense</td>
<td>10298</td>
<td>2678</td>
<td>7620</td>
</tr>
<tr>
<td>switchbox</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>modified dense</td>
<td>9709</td>
<td>4057</td>
<td>5652</td>
</tr>
<tr>
<td>switchbox</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pedagogical switchbox</td>
<td>9878</td>
<td>2039</td>
<td>7839</td>
</tr>
</tbody>
</table>

Table 4:
The numbers in Table 5 are quite encouraging. For all problem instances the lower bound in column 3 guarantees that the best feasible solution deviates at most 0.7% from the optimal solution. In our opinion the main advantage of our algorithm is that the quality of an heuristically determined solution can be evaluated with the lower bound. Especially, for problem instances arising in VLSI-Design, where in general only heuristics are at hand, a cutting plane algorithm helps in analyzing the heuristics and simultaneously delivers a lot of knowledge about the problem itself.

Nevertheless, one major problem with our algorithm is its running time. The numbers in the last column of Table 5 are very high. One reason is that we are interested in an optimal solution or at least in the best lower and upper bound for each of the problems that we can achieve with our approach. This is time consuming. In practice, it often suffices to find a solution of a predefined quality guarantee. From this point of view, we have analyzed our results also. Table 6 presents the time (measured in minutes), after which the lower bound deviates

<table>
<thead>
<tr>
<th>example</th>
<th>best sol.</th>
<th>LP value</th>
<th>gap</th>
<th>iter.</th>
<th>B&amp;C</th>
<th>CPU-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>difficult switchbox</td>
<td>463.711</td>
<td>463.709</td>
<td>0.0%</td>
<td>69</td>
<td>3</td>
<td>1564:15</td>
</tr>
<tr>
<td>more difficult switchbox</td>
<td>451.712</td>
<td>451.708</td>
<td>0.0%</td>
<td>53</td>
<td>1</td>
<td>983:23</td>
</tr>
<tr>
<td>terminal intensive switchbox</td>
<td>536.694</td>
<td>535.196</td>
<td>0.2%</td>
<td>163</td>
<td>13</td>
<td>3755:44</td>
</tr>
<tr>
<td>dense switchbox*</td>
<td>440.601</td>
<td>437.579</td>
<td>0.7%</td>
<td>119</td>
<td>4</td>
<td>1017:43</td>
</tr>
<tr>
<td>augmented dense switchbox*</td>
<td>468.600</td>
<td>466.006</td>
<td>0.4%</td>
<td>105</td>
<td>1</td>
<td>4561:41</td>
</tr>
<tr>
<td>modified dense switchbox</td>
<td>451.585</td>
<td>451.009</td>
<td>0.0%</td>
<td>51</td>
<td>1</td>
<td>387:03</td>
</tr>
<tr>
<td>pedagogical switchbox</td>
<td>330.770</td>
<td>330.760</td>
<td>0.0%</td>
<td>77</td>
<td>5</td>
<td>251:58</td>
</tr>
</tbody>
</table>

Table 5:
at most 5, 2, 1 and, if obtained, 0 percent from the best feasible solution.

It can be seen from column 2 that, for all problem instances, the lower bound deviates from the best feasible solution by at most 5% percent after no more than 6 minutes. Table 6 illustrates in addition that the amount of time increases strongly to obtain a quality below one percent.

In our opinion the times in column 1 of Table 6 are acceptable. However, we would like to point out that these examples are quite small in comparison to problem sizes arising in other practical applications for the design of electronic circuits. Our long-term goal is to apply the branch and cut algorithm to large scale problem instances, too. In order to achieve this, we surely must reduce the running times. We have analyzed our algorithm concerning the question where most of the time is spent. It turns out that about 90% percent of the time is used to solve the linear programs. To our present knowledge two possibilities arise to overcome this problem.

1. Reducing the number of variables.

We consider the problem only on a subset of the set of variables, solve the problem on this subset and check whether this solution is also optimal for the whole problem. If not, we add some variables and solve the extended problem again. This method is commonly used to solve large scaled practical problems by a cutting plane algorithm (see, for instance, [GH91], [PR91]).

<table>
<thead>
<tr>
<th>example</th>
<th>5%</th>
<th>2%</th>
<th>1%</th>
<th>0%</th>
</tr>
</thead>
<tbody>
<tr>
<td>difficult switchbox</td>
<td>3:24</td>
<td>3:24</td>
<td>90:12</td>
<td>688:49</td>
</tr>
<tr>
<td>more difficult switchbox</td>
<td>3:20</td>
<td>3:20</td>
<td>38:19</td>
<td>530:11</td>
</tr>
<tr>
<td>terminal intensive switchbox</td>
<td>5:44</td>
<td>83:24</td>
<td>239:10</td>
<td>–</td>
</tr>
<tr>
<td>dense switchbox*</td>
<td>2:00</td>
<td>2:00</td>
<td>103:07</td>
<td>–</td>
</tr>
<tr>
<td>augmented dense switchbox*</td>
<td>2:04</td>
<td>2:04</td>
<td>269:20</td>
<td>–</td>
</tr>
<tr>
<td>modified dense switchbox</td>
<td>2:04</td>
<td>2:04</td>
<td>2:04</td>
<td>387:03</td>
</tr>
<tr>
<td>pedagogical switchbox</td>
<td>1:46</td>
<td>2:27</td>
<td>15:04</td>
<td>117:55</td>
</tr>
</tbody>
</table>

Table 6:
2. Decompose the linear programs.

The constraint matrices of our problems are of very special structure. Due to this structure it seems to be promising to decompose the linear program. Methods for decomposing linear programs were suggested by Dantzig and Wolfe [DaW60] or by Benders [B62]. Up to now these methods are not used in practice, because the problems can be solved faster directly. However, with the help of parallel computers these methods may get competitive, especially for our problem instances.

Conclusion

In this paper we have developed a cutting plane algorithm for the Steiner tree packing problem. We have introduced some separation methods for special problem instances where the underlying graph is planar and all terminal sets lie on the outer face of the graph. This special instances include an important subproblem in VLSI-Design, the so-called switchbox routing problem. We have reported on computational results we have obtained with our branch and cut algorithm for this type of problems. The results are encouraging. Most of the problems discussed in literature are solved to optimality. Thus, we have good hopes that this approach may also be applicable to large scale problem instances as they occur in practice. To achieve this long-term goal there surely remain a lot of problems to be solved.
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