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Abstract

Due to the critical role of natural gas in the European energy system, its secure and efficient transport is mandatory. Recent disruptive events have drastically changed the pan-European gas transport. To deal with the impacts, algorithmic intelligence methods solving cumbersome real-world problems are crucial. Yet, their results are only as reliable as the input data. However, preparing high-quality data is surprisingly challenging. One can hardly overestimate the necessary effort. In the last decade, we have spent many person-years on the German natural gas transport network data, including data on its technical elements such as compressors. The network consists of thousands of interconnected elements spread over at least 120,000 km of pipelines built during the last century. Our studies revealed the criticality of a suitable gas network data preprocessing (GNDP) strategy enabling adequate data. Here, we present the lessons learned for GNDP from our studies on this network through two case studies. Besides, we describe various GNDP strategies to overcome the obstacles and minimize future endeavors. In the first case study, we demonstrate GNDP strategies when employing data from our industry partner. We emphasize that the well-compiled data sets enhance the company’s capability to respond to unprecedented cases. In the second case study, we rely on open data. Here, we highlight high-quality research data sets. They establish the foundations for innovative algorithmic decision-making solutions in gas networks to future challenges.
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1 Introduction

The reliability of the decisions based on algorithmic intelligence methods relies on the underlying data quality. Data is ubiquitous in the age of analytics. However, identifying pertinent data and assessing its quality is demanding. It is incredibly
costly to construct or assemble a high-quality data set. Hence, comprehending data needs is crucial for developing algorithmic intelligence methods that yield reliable decisions. These points are especially true for gas network data representing a highly-interconnected infrastructure belonging to multiple owners and having some legacy parts installed before digitization age.

A complete isolation of data curation and algorithm development in applied studies is unrealistic when working with gas networks. Practically, researchers have to preprocess data before and during the algorithm development. However, one can easily get lost in gas network data preprocessing (GNDP). This task is intricate. The intricate structure of gas network components, such as compressor stations, and multivariate data involving digitized network topology and the technical properties of the components even complicate the GNDP. Besides, there is a plethora of available tools and methods addressing general data preprocessing. Therefore, the adopted GNDP strategy is paramount for the time and cost-efficiency of the algorithm development process as well.

The main contribution of this study is a toolbox for GNDP. This toolbox includes a guide for strategy selection to improve gas data set quality. We also propose utilizing mathematical modeling and optimization know-how in GNDP. We demonstrate our implementation results and lessons learned on the German gas transport network data set. We employ case studies for demonstration. We share our insights especially when data improvement should continue parallel to the modeling and algorithm development. Besides, we show the need for domain expertise and modeling know-how to construct well-compiled open research data sets. These data sets serve as a benchmark for novel algorithmic solutions.

As a result of the study, we published the network visualization software PyNet (Python Network Visualization Tool) publicly [Zus22]. In addition, we managed to compile a research data set for German gas transport network data. This data set is consistent with the high-level European gas network topology data published by the European Network of Transmission System Operators for Gas (ENTSOG) [ENT19, YEMW+23].

In the paper, initially, we summarize the related work in Section 2. Then, we deliver the detailed problem definition in Section 3. We present the data preprocessing methods with a guide for adopting GNDP strategy in Section 4. We demonstrate the proposed guide in two case studies involving gas network optimization. In Section 5, we summarize the data requirements for this context. The case studies address organizational data and open data cases. They are presented in Sections 6 and 7 respectively. Here, we present how we cope with the diverse application challenges by employing various GNDP strategies. We provide some guidance on how to deal with the most common obstacles. We elaborate on the lessons we learned from these case studies in Section 8. In the last section, we discuss the value added by well-compiled data sets in the gas network optimization context and why preparing them is worth immense effort.

2 Related Work

2.1 Public research data sets based on real-life data

Testing novel algorithmic intelligence-based decision-making approaches require data sets. If an adequate benchmark data set is available for testing, its quality is often taken for granted. Therefore, the quality of such data sets influences the conclusions drawn from these studies.

Compiling comprehensive research data sets from real-world data is intricate. Research data sets are not always constructed from scratch. In some cases, data sets
are built using existing data designed for a manifold of purposes [OWPT10]. Sometimes, data reside in separate systems without any connections between them [AGS19]. Some data systems have grown historically without a joint plan from the beginning [BBC+21].

There are multiple open research data sets for gas network optimization. They are derived from various research questions. These examples can illustrate the complications of research data set construction. Based on their varying scope and detail, we note that the complications can be extended to other application domains.

Only a limited number of real-world physical gas network data sets as [DWS00] are publicly available. Efforts to build an open gas network data set focus either on just one of the economic and physical features of the gas network, or on both.

In the former case, data sets may include only network topology. [CBB+09] uses predefined data from a data supplier and focuses on missing parts of the EU network topology. They use methods for substituting incomplete data, like pipeline capacities. [BGH+19] utilizes heuristics and assumptions based on gas network mathematical modeling knowledge. GasLib also provides data sets of real gas networks, but data is distorted due to confidentiality requirements [SAB+17]. Some studies focus only on the demand and supply part of the data. For example, [HHH+15] employs heuristics to generate adversarial nomination data for the gas network optimization models. This data allows stress testing of the network.

The latter case is rather holistic. The resulting data sets can be input to an end-to-end analysis of gas transport networks that use the gas demand and supply to output the gas flow. Among those, [KKS+17, Li12] consider the German gas network infrastructure. [Li12] claims that their methodology can be extended to the European gas transport network. Besides, [Sci18] addresses a data set for the European gas transport network. [Roe14] also includes economic data and network components, e.g., compressor station data for Germany. However, it excludes the complete network topology data.

GasLib data model comprises the required data for a stationary gas network optimization model that allows detailed compressor station modeling [SAB+17]. GasLib data format is based on XML (Extensive Markup Language). Besides, a schema definition in XSD(XML Schema Definition) format is available [Zus18a].

Consequently, the available open gas network data sets are either incomplete compared to the GasLib data model, or inaccurate. Therefore, they must be improved before being employed by stationary or more precise gas network optimization models to make consistent real-world decisions. Hence, data quality improvement and assessment are necessary before

- employing these data sets in gas network optimization using stationary or more precise models, or,
- publishing their updated versions as high-quality benchmark test instances.

### 2.2 Data quality and data improvement

The paper emphasizes leveraging existing data to compile better-quality data sets, especially in the context of optimizing gas networks, rather than building them from scratch. It stresses the significance of general data preprocessing techniques [HN20] in bridging the gap between available data and the data needed for our models. In addition to data preprocessing, it also highlights the necessity of data quality assessment and improvement techniques to ensure that the compiled data sets meet the required quality for our decision-making models [EW22, AT22, RMS+22].

Data quality assessment has been a focus for many years, and recent advancements in automated data improvement techniques have gained momentum due to the increasing volume of data and the rise of machine learning [WSP95, WS96, SLW97]
Defining data quality in dimensions and measuring them with metrics is a common approach in both research and practical applications [EW22, BS20, ACD+13, HHK+18]. The abundance of data-quality literature and tools underscores its importance. However, there is no one-size-fits-all approach for data assessment and improvement. Therefore, understanding data quality concepts and applying appropriate preprocessing techniques are critical for effective GNDP.

3 Problem Definition

The reliability of decisions yielded by algorithmic intelligence counts on the underlying data quality. Particularly when dealing with real-world problems including details of the gas network operation, it is unavoidable to employ highly-connected and consistent real-world gas network data sets to model complex decisions. However, identifying pertinent accessible data and assessing its quality is challenging. It requires understanding the data quality issues and utilizing the data preprocessing methods as necessary to remove these issues. In this section, we describe why we need to deal with data quality issues in general when working with infrastructure data and challenges in data quality assessment and improvement for highly connected infrastructure networks.

First of all, when working with infrastructure networks such as gas networks, a data set may not readily exist. In some cases, some of the required data may be inaccessible, or data may be scattered around to various data sources. For example, for the former, data of a legacy system may only exist on a high level that once was sufficient. Another example is inaccessible data in the public domain. The commercial value of data or security risks is a potential reason for its confidentiality. For the latter, to have a comprehensive data set, one should collect data from various sources. However, these sources do not always have a uniform format or semantic definition framework. A thorough understanding of the data semantics is necessary to integrate the collected data consistently. To investigate and find a relevant piece of data within the large volume of available data is also an issue [MDR15]. The use of online or unstructured data makes it even more complex. Such problems are valid not only for researchers who require open data. They are also relevant for organizations having multiple systems to collect and store data.

When we have an admissible data set to start the analysis, we must still understand its sufficiency for reliable decision-making. Data preprocessing to improve the data may be needed. The quality dimensions provide a systematic way to approach data quality assessment. In this study, we address six data quality dimensions in line with the definitions of the Data Management Association (DAMA) [ACD+13].

- **Accuracy** is the ability to reflect reality. An accurate data set can describe real-world objects correctly. It is not straightforward to measure how accurate data is. The difficulty lies in identifying a reference reality from which the data deviates. Measurement errors from sensor data may inject inaccuracy. Again, insufficient detail given the modeling requirements, wrong data modeling assumptions, and data integration errors are other reasons for inaccurate data sets.

- **Completeness** is the existence of all required data in the data set. A complete data set is comprehensive. Missing entities and missing attributes are reasons for incompleteness.

- **Consistency** means conflict-free data. In a consistent data set, data attributes invariably address the physical entities. Integrating data from different data sources may cause inconsistency, mainly because of the conflicting data due to integration errors like misinterpreting the source data attributes. Again, errors in the source data sets, like data entry errors, cause inconsistency.
• **Timeliness** shows whether data is up-to-date or not. It is mostly relevant for time series data, like the amount of commodity flow on the network. Yet, it is also critical for infrastructure-related data. For instance, a data set may ignore the planned expansions that are inaccurate or inaccessible. Similarly, the available data for some facilities may become invalid over time. Potential reasons are machine wear or maintenance activities.

• **Uniqueness** implies representing each real-world object in the data set exactly once. Repeated use of names or duplicate entries for an entity with different names are examples of non-uniqueness.

• **Validity** is conformance to predetermined type, range, and format. Typos in the names of entities and non-conformance to bounds are some examples of invalidity.

In the literature, measuring the data quality with metrics is a common practice (please see Section 2). However, the metrics used to evaluate the dimensions are highly context-dependent. Another related practice is to provide data quality as an attribute in the data set for the data users. For reliable decisions, it is still crucial to understand the meaning of the data quality information in the application context [FCSB03, PS08].

Just like other infrastructure network data, data quality assessment and improvement is not a one-time task for real-world applications involving gas networks. Conversely, it is an incremental task and continues even after the analysis starts. In our studies involving gas network data, which is highly-interconnected, some analysis encountered data errors that are too complex for humans to understand. While detecting such errors is a significant achievement, removing them is extremely difficult. Besides, articulating them with the data owners is challenging.

4 Data Preprocessing Methods

With sufficiently high data quality, one can choose a model that defines the problem correctly. Then, we can start developing models and algorithms with high-quality, real-life data sets. However, in practice, this expectation is not realistic.

When we do not have an adequate data set, the problem definition should derive a correct decision analytics process. Hence, in that case, we should account for the decision requirements first instead of the available data (see Figure 1). Thus, if the available data is of insufficient quality, we should adopt strategies to preprocess the available data. So, we improve its quality instead of degrading the model requirements.

To understand the sufficiency of data quality, we should scrutinize the modeling requirements first. Then, we map the decision requirements to the modeling requirements. We use the following three dimensions to check the sufficiency of data for a model fulfilling these requirements.

• **Modeling detail** increases with the number of system elements in the model. We contemplate elements to retain in the model by assessing their effect on the decision. Selecting an inferior model in that sense cause a failure to encounter relevant answers. In contrast, selecting a more detailed model than needed introduces unnecessary hardship in finding necessary data or solving the model. Moreover, detailed models require mathematical precision. As the detail level increases, the number of components addressed in the model increases, so as the required number of data attributes.

• **Computational size** grows with the model’s spatio-temporal span and resolution. Using an adequate size is critical to find non-trivial answers. Even if the data is available, employing large-span and high-resolution is not always
possible. For example, the models may become unsolvable due to the unnecessary large size. Again, a large span may result in solving independent systems together. An adequate model may require aggregation or disaggregation of the available data.

- **Mathematical precision** of the model is its fidelity to the physical properties of the modeled system. For mathematical optimization, mathematical precision is in the increasing order for linear programming (LP), mixed integer linear programming (MILP), mixed integer nonlinear programming (MINLP), and constraint programming (CP).

Consequently, data preprocessing is an intricate task that requires a considerable amount of time. However, after we begin modeling and algorithm development, we often have only limited time and budget for data preprocessing. Hence, adopting a proper strategy at this phase is crucial.

In this study, we present a toolbox for GNDP methods to facilitate strategy selection for gas network analysis. We group the methods into strategy classes according to their level of complexity that induces application difficulty. Although presented for gas network studies in this paper, it is important to note that the toolbox is also applicable to other infrastructure networks given the resemblance of the complexities induced by the required data sets for modeling.

**S1. Data cleaning - small interventions using generic tools and methods:**

The most common approach in mathematics is to employ the data as given with small interventions. This strategy is common when reusing an existing data set. Once a data set has been employed in research, subsequent users rarely question its quality. However, independent from the past uses of a data set, we propose using this strategy when:

- the available data is structured such as tables in a relational database or a set of instances defined according to a schema definition, and
- the available data is sufficient to run the model with the required modeling detail, computation size, and mathematical precision.
Then, context-agnostic data-cleaning methods can be sufficient. Some examples of these methods include outlier filtering [KKP07, OGP06], deleting redundant data, and replacing missing values by substitute value formation [CBB+09, KKP07, KDS12]. These methods neither require context-dependent settings nor additional information from any external resource. In other words, we do not need additional data from other sources or knowledge from sources like subject-matter-experts.

S1 addresses data accuracy and completeness improvement by schema validation, outlier detection, or data imputation. Similarly, investigating inconsistencies in data by methods like data integrity check is an S1-type method. There are also automated tools for such manipulations as listed in some recent survey papers [EW22, HN20, AT22]. However, most of these tools are not open-source. They are mainly commercial.

If the data set is multivariate, i.e., includes both spatial and tabular data, the geometric or topological relations of the data attributes also matter. Employing tools specific to spatial data is required for data preprocessing. These tools can check spatial data errors based on generic geometric relationships. Again, they may have a rule-based error-checking methodology [FAO+20]. In this case, the data owner uses predetermined rules. However, it is not always possible to access the digitized network data or the data preprocessing tools when they are commercial. Hence, heuristics that exploit the generic geographical or topological properties of spatial data such as connectedness or triangular inequality [Li12] are also methods in S1.

S2. Data modeling - for (further) standardizing input data: If the input data is subject to change over time, using data preprocessing, we aim to anticipate problems caused by data updates. In this case, data preprocessing includes procedures to deal with data inconsistencies before they even arrive [RKCP19]. This strategy is essential for systems that deal with online data. Similarly, they are important for the reusability and maintainability of the benchmark research data sets.

An example of these methods is to define a schema including the naming, type, and range specifications of the data [AGN15] as in the case of GasLib [Zus18a, SAB+17]. The schema definitions help maintain the uniqueness and validity of data. Data standardization is also relevant for tasks involving data governance frameworks in organizations [AGN15, JBE+20]. S2 also incorporates updating existing data relations or schemas when dealing with structured data. Similarly, it is employed to define schemas of semi-structured data such as XML records.

S3. Data enrichment - using resources external to the data set: We adopt this strategy when the available data is insufficient to meet the modeling needs since the available data does not fit

- **modeling detail**: This problem occurs when data for some system components retained by the model partially exist or do not exist. This case differs from the case of the missing values in S1 since structured data is addressed by S1. In that case, data imputation methods may be sufficient to fill in the missing data, i.e., by exploiting data integrity rules. Another reason is, the existing data may be insufficient granularity or precision to match the mathematical precision needed by detailed modeling. Such a data set is not accurate and complete enough to be used in decision-making.

- **the geographical span/resolution, or the temporal span/resolution**: In this case, data should be either aggregated or disaggregated. In both situations,
various approaches as mathematical models and statistical methods, are convenient. In some cases, external data, i.e., to serve as meta-distribution, can be employed [YEMW+23].

In such cases, either data is not completely available, or the effort of compiling it is beyond the project scope. To deal with such problems, we enrich data by

- **data augmentation**, i.e., by enriching available data set using adequate data from external data sources [AT22, WOB14, HN20]. In this context, by augmenting data, we mean adding some data attributes to the existing data set or completing its missing values using another data set. One must first collect data from suitable sources. Then the collected data is integrated into the existing data set. During integration, relevant logical or mathematical relationships are considered as necessary. Here, comprehension of the semantics and purpose of the other data source is of utmost importance to avoid data inconsistencies.

- **data generation**, i.e., by making educated assumptions, using heuristics, or mathematical models [CBB+09, HHH+15, BGH+19, BBC+21, Li12]. Data generation is often required to employ high-precision models while the available data is incomplete and inaccurate [HSW21, HW18, RKD+13, QSP+22, BGK+14, VIV+12, YEMW+23]. Spatial and temporal data aggregation/disaggregation using mathematical models to fit data for the required resolution is an example of these methods.

Such methods are context dependent. They require mathematical modeling knowledge as well as application domain knowledge. Besides, tailoring is necessary for individual research and development purposes to ensure reliable end products. Moreover, these methods may inject inconsistencies into the data set. If this is the case, detection of them by humans or simple consistency check heuristics may not be possible. Thus, the methods in S3 require more resources and time compared to other strategies.

S4. **Data error diagnosis and correction - by exploiting knowledge external to the data set**: This strategy addresses the cases where data is admissible enough to start the decision analysis but still not completely correct. Such data sets have errors missed by the applied data preprocessing methods or even injected by them. Errors reveal themselves in the results of the decision analysis, e.g., with systematically infeasible or inconsistent/unexpected results. Diagnosing and correcting these errors requires a thorough knowledge of how the modeled system operates. One option is to report such errors when detected during research and correct them at the source system level.

The data producer should be involved in the project to employ this strategy. The data producer’s involvement is the only acceptable approach to yield reliable results for certain types of very complex data problems. Imagine, for example, a model with data that should be feasible, but an NP-hard computation is necessary to prove this. The amount of data corrected in such an iterative approach is limited. Furthermore, it is typically beyond the scope and budget of the research and development project.

On the other hand, exploiting knowledge from mathematical models may be necessary when working with open data. In such cases, it is not possible to involve the data producer. Thus, evaluating data using a mathematical modeling set-up can provide some insights to diagnose and, in some cases, correct the errors. For highly-connected and highly non-linear data, it is a chief achievement even to detect such errors. Yet, methods like mathematical model presolving, slack formulations, and minimum irreducible infeasible subsystems can be employed.
to further analyze infeasible cases for an understanding of such highly-complex
data errors [JSSW15].

The above-defined strategies require different levels of application domain and mathematical modeling knowledge. Besides, they have varying application difficulty. For example, among them, S1 requires the least domain knowledge and mathematical modeling knowledge. Again, to apply S3 or S4, particularly the version that exploits knowledge from mathematical models, require more time and effort compared to others due to their application difficulty. So, S2 or S1 should be preferred whenever they are sufficient. Hence, we propose adopting an incremental implementation of the flow in Figure 1 for decision analysis integrated with GNDP. In this flow, we apply the strategy that meets modeling requirements with the least effort in each increment.

We also propose using visualization tools that allow simultaneously visualizing the data and the modeling results with the use of the data. They are especially effective when we check the data quality against modeling requirements. When data include network structures, graph visualization tools are invaluable in detecting topological errors and unexpected bottlenecks in the modeling results. On the other hand, visualization helps communicate errors to the subject matter experts, especially when using S4 to diagnose and correct errors with the help of the data owner’s knowledge.

5 Gas Transport Network Data

Gas networks consist of gas pipelines in which the gas flows. In this paper, we focus on gas transport networks comprised of higher-diameter and higher-pressure pipelines. Their function is to transport gas long-distance, i.e., within a country or continent. Hence, we refer to gas transport networks shortly by gas networks hereafter in the paper.

The European energy system is going through a fundamental transition. The aim is to meet greenhouse gas emission targets. In this respect, the pan-European gas network is essential. For instance, the total energy amount transported through German gas pipelines is double the amount transported through the entire electricity grid in Germany [BMW23]. Hence, a consistent evaluation of gas network capacity is crucial for reliable prospective decisions. On the other hand, because of the liberalization of the European gas market in 2009 [Eur09], TSOs do not influence where gas is supplied or stored. Hence, efficient operation of the gas network while maximizing TSOs’ capacities to offer is a requirement.

The significance of gas networks has been ever-increasing with requirements induced by technologies like power-to-gas (P2G). Moreover, recent political issues in Europe revealed the criticality of gas to ensure the security of the energy supply. Consequently, the properties of gas and its main flow direction have changed. To understand the impacts of such changes, decision-makers, ranging from policymakers to system operators, need automated decision support systems. These systems employ more complex models to compensate for the gap between the novel situation and the experience from the past. Such systems crucially depend on reliable, coherent, and consolidated data.

5.1 Decision making problems

We can address diverse decision-making problem types related to the gas network within the European gas market. (see Table 2 for example decisions).

- Strategic decision-making problems address policies involving long-term investment and network expansion decisions [YEMW+23, Loc21]. These are relevant for the entire continent or selected countries with a temporal span of multiple years or decades.
• Tactical decision-making problems address the feasibility of the gas transport infrastructure to meet the strategic level requirements. The geographical span of such models is usually limited to a country. Again, their temporal span is typically limited to years with a resolution of hours to days.

• Operational decision-making problems address short-term decisions for decision support to the TSOs. The focus is on appropriate ways to control the commodity flow in the infrastructure by changing the system settings. To exemplify them, we can count compressor station configurations and valve states. The time resolution for short-term planning problems varies from minutes to hours.

5.2 Gas network optimization models

Gas transport is facilitated by increasing or decreasing the pressure at designated points in the network. These pressure differences induce flow, i.e., gas travels from high-pressure to low-pressure areas. Thus, the maximal amount of gas flow over a particular pipeline depends on the size of the maximal pressure differences between its end nodes. We refer to this amount as capacity. Capacity depends on a multitude of different factors. Pressure bounds, velocity limits of the pipeline, and states of the nearby network elements are examples of these factors.

The network elements can be passive as pipelines or active as compressor stations, valves, and control valves. The latter can regulate the gas flow in the network with their states. For instance, a closed valve decouples the network part, and a functioning compressor station or control valve changes pressure. So, the pipeline capacity also depends on the active elements.

We can determine the capacity of a pipeline using mathematical models with an adequate data set. Such data should include a detailed representation of the network topology and a description of all the technical properties and logical dependencies of all the involved elements. For the details of the models, please see the work of [KHPS15] on physical gas network models.

Physical gas network models consider the thermodynamic behavior of the gas in pipelines. The steady-state gas network models are stationary, while transient models are time-dependent. The pressure change due to the active network elements are modeled in the physical network models. However, these models do not always consider their combinatorial operational modes.

For operational-level decisions, models considering the time-dependent thermodynamic behavior of gas and the combinatorial nature of the active elements are needed. So, transient gas network optimization models are typically employed [HBHL+21].

With the use of technologies like P2G, integration of the gas infrastructure with the energy system is in effect. In this regard, decisions related to re-purposing the gas network to route various gas mixtures, including hydrogen or ammonia, are evaluated in such problems. Hence, physical gas network models have been employed for tactical decisions recently. It is typical to model the non-linear pressure drop of gas in pipelines. However, the compressor stations and other regulating devices are either not modeled or modeled in varying detail. Transient models are computationally intractable to work with real-life networks. Hence, these studies commonly employ steady-state gas network optimization models [SLS+21].

Not all decisions require detailed modeling as physical gas network models. For example, a high-level gas network representation may suffice for strategic-level decisions. They model the cumulative gas flow between countries or gas systems. Similarly, the linear (or linearized) gas network models are typical for tactical-level decisions. These models do not consider the thermodynamic behavior of gas and the effects of active elements in gas flow. Instead, they use pre-calculated pipeline capacities.
5.3 Data Requirements

Gas network data requirements alter with the modeling requirements. For example, a high-level gas network model requires only cumulative capacity values between important gas systems. Yet, a stationary gas network model requires physical attributes for each individual elements as well as physical properties of gas flowing through pipelines. To demonstrate the difference, we examine compressor stations based on models provided by [HW18]. We refer to [HW18] for detailed background information and explicit formulas of all mentioned relationships.

Compressor stations increase the pressure in the gas flow direction. They require at least one compressor unit to function. Each unit conveys a single compressor machine and a drive. Here, drives provide the power for compressors. Compressor machines differ in technical compression elements. Compressor units are arranged in either series or parallel. The former allows a higher compression ratio, whereas the latter provides higher throughput in gas flow. Each compressor station has a predefined set of technically possible arrangements called the set of configurations.

Each single compressor machine has a feasible range determined by its operating constraints. This range depends on the compressor type. Each point in this range is associated with an efficiency value influencing the power needed to compress gas at the corresponding conditions. The feasible range is defined by parameters either given as the compressor’s technical properties or fitted based on measured values.

Drives, the other component of compressor units, are also of multiple types. Here, the relevant quantities for modeling are the energy consumed to provide a corresponding amount of power and the maximum allowable power. The latter depends on the compressor’s current speed and the ambient air temperature.

To summarize, to model the operation of a compressor station, we require the corresponding compressor units, their set of configurations, a characterization of the feasible operating range of each unit, as well as the energy consumption and maximum power functions for the corresponding drives. For tactical-level decision-making, less detailed physical gas network models not including the set of configurations can be employed [LHGM22]. Again, linear and high-level gas network models do not incorporate active elements.

Modeling requirements alter the suitable data improvement strategy, too. For instance, unexpected model behavior can identify data inconsistencies and errors for high-level or linear gas network optimization models. Thus, solving such models parameterized by the data can help improve the data. On the contrary, for physical gas network models [KHPS15, HBHL21a], the source of encountered infeasibility might involve a large number of network elements and, therefore, parameters. Thus, finding the one causal data error from this vast amount is a real challenge. It is because of the dependence of pressure on the complex and nonlinear interactions of the other network elements. We designate such data sets as highly interconnected and complex.

6 Case Study 1: Company data from Gas Transmission System Operators

In case study 1, we deliver our experience on the specific challenges of a project for which the data producer support is accessible. Here, we build a robust online system [Zus18b]. The system consists of a forecasting unit [PCG22] and an optimization unit. The former predicts the hourly supply and demand. The latter determines the sufficiently accurate control schedule for the individual network elements [HBHL21b, HAHB21].
6.1 Modeling requirements

We work in close cooperation with an industry partner. Their IT systems are the source of gas network data. Here, we aim to provide a real-time algorithmic intelligence-based decision support system for network operators to enable successful gas network operation. The system’s output is a set of required network controls involving (i) the states of the active elements given the present network state and (ii) the expected gas flow in and out from the network.

We require current state of network elements to recommend future control measures for each. The state of a network element involves its pressure, flow, and, if it is active, its current operation mode. We also need already known future changes and limitations in the network, which may, for example, be a result of maintenance work. The resulting consequences for the network elements can range from tighter feasible operating ranges to a prescribed mode of operation for active ones. Hence, we can summarize the modeling requirements as follows.

- modeling detail: Single active and passive network elements modeled with high fidelity to their operational constraints. There are >1000 entry and exit points, >6000 pipes, >3000 valves, and >100 compressor units.
- computation size: The spatial span is consistent with the geographical span of our industrial partner’s network. It is discretized by the single elements included in the model. The model has an hourly granularity.
- mathematical precision: High enough to capture the nonlinearity induced by the thermodynamic gas properties and the combinatorial nature of the operational states of the active components.

Given these requirements, we employ a transient gas network optimization model. A forecasting system feeds the future supply and demand data to this model. The forecasting system [PCG+22] combines optimization and machine learning to predict future supply and demand at the entries and exits of the network based on historical data and the current state of the network. It is out of this paper’s scope.

6.2 Data quality check

The required data resides in several databases and systems of our industry partner. As we started the project, a comprehensive data set of necessary data in a structured manner was not readily available. Moreover, by then, a data model meeting the modeling requirements of a transient gas network optimization model did not exist.

The available data sources have a different network representation, object identification system, and time granularity. Thus, even if the complete IT system is comprehensive, mapping objects between systems is needed. During this mapping and integration of data, injecting inconsistency into the resulting data set is possible.

For instance, the gas network representation of the simulation system is meticulous. However, it lacks knowledge about the dependencies of the modes and configurations of the single active elements. Hence, it is incomplete regarding modeling requirements. On the contrary, an aggregated version of the network represents the network operators' system containing the dependency data. An aggregated network representation has fewer elements on a higher abstraction level. A complex rule-based scripting system, which is a component of the network operator’s system, implicitly has the dependency information. This scripting system transforms the operators’ commands into modes and configurations on the level of single network elements. So, this knowledge has to be extracted and integrated into the network representation from the simulation system.

On the other hand, there are differences in the time granularity of the data source systems. It leads to a time lag between different data sources resulting in timeliness
and consistency issues. For instance, the mode and configuration values for the active elements taken from one source and their pressure and flow values from another have a time lag of three minutes. The former denotes the initial state. Thus, if an element switches mode, it results in a conflict in its initial state that lasts up to three minutes. It is not possible to change source systems to fix this issue.

Another incomplete data issue is due to the compressor machines’ drives. The drives function by gas drawn directly from the network. The energy consumption of these drives is required data for operational-level drive models. However, they are not measured in the system and hence, are unknown.

### 6.3 Adopted data preprocessing strategy

From the quality check, we see that the available data has to be improved in all six quality dimensions to meet modeling requirements. To have a complete data set, automatically or manually integrating the data from different systems may be employed. Yet, in our case, asking for data from the data owners was more convenient. Thus, we first updated the existing stationary gas network data model [Zus18a, SAB+17] as in S2. Such a data model leads to a common ground for integrating the data from different data sources of the company. We can then employ a data governance-based methodology. However, there were still unknown data for the compressor station drives. Thus, next, we completed the data by data generation of strategy S3. After completing the data, we fixed the data timeliness issue with a problem-specific heuristic method. Hence, we again adopted the S3 strategy. We obtained an admissibly accurate and complete data set with the GNDP up to this point. However, we need an automated check to test data quality during our decision support. Hence, we use a data-checker to test data quality by rule-based heuristics. Besides, we utilize methods to evaluate the errors during our analysis. We examine the errors with data owners whenever we encounter a data error by adopting the S4 strategy.

### 6.4 Data preprocessing and lessons learned

We began by updating the existing data model based on GasLib [SAB+17, Zus18b]. We aimed to comply with the data requirements of the transient gas network optimization model. Thus, we examined necessary and potentially beneficial data attributes by their availability and accessibility. We did not aim to have a one-time task for the updating process. Instead, we used an incremental one to deal with the potential uncertainties of the research and development tasks. Therefore, we started with the narrowest data model meeting our modeling requirements. Once our novel modeling approaches required further data attributes, we updated the data model. We came up with a specific schema for data validation. Consequently, we can detect data errors in a standardized, automated fashion.

We did not use an automated process for data collection and integration. Instead, we asked data owners to provide us with data. We employed the schema definition to collect and integrate data during data enrichment. We developed an XML interface resulting from the schema definition effort to facilitate integration. Unambiguous communication between all the parties that provide data is the key to accomplishing such a task with only some tweaks in the schema definition. We communicated with plenty of employees of our industry partner during this task. The employees were from varying backgrounds, ranging from specialists on the source system and transformation requirements, over researchers, to subject matter experts on gas dispatching. Because of the incremental approach that we used, we had several updates to the XML interface. To illustrate the development of our interface definition, we present a general overview of the version history in Table 1.
Table 1: Version history of the XML interface in the project, featuring the number of sub-versions, the number of changes made in each update and the number of corresponding file type used

<table>
<thead>
<tr>
<th>Interfaces</th>
<th>0.3.*</th>
<th>0.4.*</th>
<th>0.5.*</th>
<th>1.0.*</th>
<th>1.1.*</th>
<th>2.0.*</th>
<th>2.1.*</th>
<th>2.2.*</th>
<th>2.3.*</th>
<th>2.4.*</th>
<th>2.5.*</th>
<th>2.6.*</th>
<th>3.0.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-versions</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Changes</td>
<td>-</td>
<td>31</td>
<td>41</td>
<td>10</td>
<td>6</td>
<td>58</td>
<td>17</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td># file types</td>
<td>13</td>
<td>17</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>21</td>
<td>24</td>
<td>21</td>
</tr>
</tbody>
</table>

Thanks to the incremental approach we adopted, we could allow a partial deviation from the strict XML format for those file types, which were currently in development, manually created, or likely to change often for other reasons. To facilitate this step, we employed the YAML format. This format uses minimal syntax and is more human-readable than XML. We also integrated a free-text area into the XML. So, we could store data that is only relevant to ourselves, e.g., to store debugging output or information from previous executions.

In case of a necessary change of the schema definition, we employed automated processes for the adjustment and release management. We found that automation considerably reduces the required effort and decreases the likelihood of errors in those tasks. Furthermore, we created tools to convert data from outdated interface formats to newer ones. Consequently, the data is easily accessible now, and the code for parsing does not need to cover all the previous interface variants.

Data errors are likely to happen, either by errors in the source systems, miscommunication, or bugs in the data transformation code. These errors might lead to failure or unexpected behavior in the subsequent parts of our decision analysis. The causes for these problems in decision analysis are often hard to detect or relate to the original data error. So, we developed a data checker to investigate such errors after we validate data against the XML schema.

The data checker automatically checks and corrects errors injected into the data during GNDP. It is a rule-based tool for detecting potential data errors in a systematic and reproducible way. With the data checker, we investigate data errors belonging to more than 100 predefined error types associated with non-conformance to data quality dimensions listed in Section 3. Examples include logical or topological data error types. Inconsistent properties of network elements provided by different data sources cause logical errors. For instance, a pipe with a smaller length than the height difference of its end nodes is not logically possible. Unconnected network elements and loops around a single node are examples of topology errors.

In Figure 2, we present the number of warnings and errors found by the data checker in the regularly delivered input data over multiple months. As seen from the figure, there is a decrease in the number of different error types by roughly two-thirds. It is a result of an interface update to make it more uniform. However, thanks to the update, the data checker became more effective. So, the absolute number of data errors increased significantly.

For each defined error in the data checker, we either have an automated way to handle the error appropriately or abort the analysis. In the former case, we use a GNDP approach of S3 type strategy. In the latter case, we provide an error message describing the source data inconsistency. By communicating the error to our industry partner, as in S4, they were able to find the problems’ causes most of the time.

Despite our effort on GNDP, we could not fix all the data quality issues addressed in Section 6.2. In these cases, we focused on heuristic approaches. One example is the initial state inconsistency issue. We adopted an S3-type strategy to solve it. So, we use problematic initial state values as if they are correct and enforce model constraints only for future recommendations. This approach leads to a high number of recommendations for the first time steps if switching to a consistent network state.
is necessary. However, such a situation reflects the technical problems of the decision-making tool. They do not indicate needed control changes when compared to the dispatchers’ control decisions for the same network situation. Hence, the user of the decision-making tool should carefully monitor its results in this regard.

After performing GNDP as we explain above, we achieved an admissibly correct data set. In other words, the data set became accurate and complete and passed all the consistency checks regarding data errors we could have foreseen. However, there were cases where our analysis encountered data errors.

For instance, in one case, we realized that the single compressor machines regularly operated outside their feasible operating range. Figure 3 illustrates an example. According to the subject matter experts, the method employed to define a feasible operation range may lead to such problems. As described in Section 5.3 above, an operation range for a compressor machine is defined based on different measurements. Therefore, this range accounts for neither the operation points attained while starting the compressor machine nor the changes in the machine’s properties due to wear. However, it is impossible to regularly repeat the measurements of each compressor machine in the network. Thus, gas network experts of our project partner finally created hand-tailored feasible operating ranges for each compressor machine. Similarly, we got estimates of the energy consumption of gas-powered drives. These kinds of actions are examples of strategy S4 with human interaction.

Using the measures we described here, we were able to employ the data successfully in our decision support system as well as for research projects.

7 Case Study 2: Public data on Gas Networks

In case study 2, we focus on the multi-energy system of Europe in the upcoming decades [CBvAO+21; pla18]. The aim is to understand the restrictions and flexibilities that gas networks induce on the European energy system [MGYE+20]. Case study 2 provides insights from a project relying only on open data.
Figure 3: Example of erroneous input data. The grid in black displays the feasible operating range of a compressor unit. The red circle represents the current point of operation while the green line consists of all previously attained operation points. The majority of these previous operation points have been outside of the feasible operating range.

7.1 Modeling requirements

The European energy system has been going through a fundamental transition towards being fossil-free. We explore the operational feasibility of the existing gas network to route future gas flow scenarios. These scenarios represent the gas flow required by the optimal future energy transition pathways to decarbonization.

The significance of gas transport has increased like never before due to the recent political turmoil in Europe. The consequences led to a tremendous impact on the security of the energy supply. Moreover, emerging technologies such as P2G has enabled gas injection other than natural gas, e.g., hydrogen, into the gas network [EEE18, BF18, SGR15]. Therefore, additional questions arise, such as repurposing some parts of the gas network as hydrogen network [The21] emerge.

Such disruptive events change conventional scenarios, leading to novel situations. So, some experiences from the past become obsolete. Hence, more complex decision models are required to assess the impacts of these events during the energy transition.

Our focus in this study is to investigate the operational feasibility of the German gas network. For analysis, we integrate the gas network optimization model into an electricity grid model with a high spatio-temporal resolution. Therefore, its output, like the electricity grid, should be evaluated hourly at the postal code region level. Our engagement in this project is twofold. First, we prepare high-resolution gas supply and demand scenarios for Germany. Here, we merge high-resolution results from the electricity grid and other gas supply and demand sources. Then, we inspect whether the network has a feasible operational setting to route the resulting scenarios. Thus, the problem definition leads to the following modeling requirements:

- **modeling detail:** Gas flow in the pipes is slow, unlike electricity flow on wires.

  Thus, we have to model the physical gas flow for an integrated analysis of gas and electricity grids. Such models comprise single network elements, including the active ones and their operational modes. Besides, we should incorporate the gas supply and demand sources other than the electricity grid in the model. The examples are gas imports and exports of Germany and gas exchange with storage facilities. To properly contain these, we must also consider the pan-European
gas transport constraints.

- computation size: We discretize the geographical span according to the span of the German physical gas network. The time span is the same as an energy transition pathway, e.g., years to decades. However, analyzing days or hours with boundary conditions for a representative year is sufficient for a feasibility study.

- mathematical precision: The model should be precise enough to capture the nonlinearity induced by the gas thermodynamic properties. Again, it should retain the combinatorial nature of the operational states of the complex facilities.

We selected the steady-state gas network optimization model [KHPS15, FGG+15, PGH+15] given the modeling requirements.

7.2 Data quality check

In this case study, we depend on open data. GasLib [SAB+17, Zus18a] defines the required data model for the steady-state gas network optimization model. Hence, in the first step, we searched for open data described in the GasLib data model.

Despite the number of projects working on the European energy transition problem in recent years, there is a shortage of open gas network topology data sets [Ope22a]. The available data sets do not meet GasLib data model requirements (see Section 2.1). Open gas network data at organizations like ENTSOG or national counterparts, for example, the Vereinigung der Fernleitungsnetzbetreiber Gas e.V. (FNB) in Germany, only allows high-level economic modeling of the network. TSOs are obliged to publicly publish some information on their gas networks by the European Union [Eur09] and its national implementation of the transparency of gas networks. However, the published information is superficial.

On the other hand, open data sources that we can use to construct our data set are scarce. ENTSOG [ENT18c] provides regular information on gas supply and demands. However, gas network topology data is only available on non-digitized map illustrations [ENT18a]. A data set for the German gas network was published by the research project ‘LKD-EU’ [LE18, KKS+17]. More recently, SciGridGas [Sci18] data set on a pan-European scale was published. These data sets include network topology with geographical location data, but they are incomplete regarding the GasLib data model.

Data collection and integration from various sources are needed to construct a data set in the detail of the GasLib data model. However, these sources use different standards, naming conventions, and data formats. Besides, they hardly include structured data. For semi-structured data .csv files is a prevalent format, although web data is more common. Moreover, topology data is embedded in images or non-digitized maps. For the few data sources that provide structured data, automatic data collection is mostly banned. There are only a few APIs to download data. Thus, even collecting and formatting the data is a challenge, yet, the data sources are not semantically consistent. For example, points in the TSO data address the entry and the entry nodes, which is intuitive in the gas network optimization context, while points in ENTSOG transparency platform (TP) [ENT18b] are the links connecting different types of gas systems or facilities.

Another issue is the inadequate assignment of geographic location data to the missing network entities, such as compressor stations. TSO and organizational databases do not contain geographic location data, even for pipelines and nodes. They only provide some illustrations that are not georeferenced. Furthermore, pipeline diameters are only available from those visuals. We can make some inferences on pipeline diameters based on structural data on TSO websites, such as cumulative length information of...
pipelines per diameter class. On the other hand, Open Street Map (OSM) \[Ope17\] is far from covering the entire grid, especially for Germany.

For active components, especially for compressor stations, the available data is also insufficient, e.g., compared to our compressor data example in Section 5.3. For instance, the available data for those in Germany is not more than their relative locations to the gas pipes, the number of compressor machines, and maximum power and drive type \[Roe14\]. Again, this data is incomplete regarding the GasLib data model.

The next challenge is the gas supply and demand forecast data. These are available in ENTSOG databases only as cumulative figures for balancing zones or countries. However, we need the amount of gas entering and leaving the German gas network via entry and exit nodes. As another caveat, the supply and demand forecast has a yearly resolution, whereas we require a temporal resolution of a day or an hour.

Finally, the open data sources only contain pressure bounds for the main pipelines and important nodes of a few TSOs. Therefore, the remaining pressure bounds must be consistently estimated using available data for a more precise analysis.

7.3 Adopted data preprocessing strategy

We started with the data set provided by \[KWH^{+17}\] instead of constructing a data set from scratch. We aim to improve the existing data set to meet the data requirements of the GasLib data model. First, we augmented this data set with the TSO \[FG18, Ope22c, Flu22, GRT22, ONT22, Ter22, Thy22, GTGnd, Gas22\] and ENTSOG data \[ENT18b\] with the help of S1-type tools and models. We also employed some consistency checks with S3-type heuristics. Then, we generated missing active elements’ data using partially available data and mathematical models. With the data enrichment, we managed to have an admissible data set for the steady-state gas network optimization model.

Initially, we used S1-type methods for temporal disaggregation of the European supply forecast data, but such methods didn’t perform well for spatial disaggregation of the supply data. Instead, we employed S3-type tools to generate scenario data employing mathematical models. With the use of these methods, the quality of scenario data became dependent on the quality of the network topology data.

After we started working with the data using the steady-state optimization model, our analysis encountered errors. So, we exploited the knowledge from mathematical modeling methods to detect and remove such errors. We also used visualization tools to visually analyze the network data as well as the bottlenecks in the result of the analysis using PyNet at any step of the GNDP as necessary.

7.4 Data preprocessing and lessons learned

We used the network topology data provided by project LKD-EU as a basis for our efforts to build a German gas network data set \[KWH^{+17}, KKS^{+17}\]. First, we determined reliable open data sources for closing the gap between this data set and the GasLib data model. Then, we carefully examined their data-related documentation. In such a task, it is essential to understand how and why the data is collected and published by a data owner. So, we also reviewed related analysis reports and publications. To draw correct conclusions from this study, we had to extensively utilize our know-how in gas markets and gas networks operation and expertise in gas network optimization models. This study laid the foundations of our S3 and S4 type GNDP.

We enriched the base data set to meet the requirements in the GasLib data model. Firstly, we augmented the data using the data obtained from resources external to the data set. Some examples are, data of critical nodes from the TSO and FNB data repositories on transparency web pages \[FG18, Ope22c, Flu22, GRT22, ONT22\].
European high-level gas network data from ENTSOG [ENT18b], storage facilities data from GIE [Gas21b, Gas21a] and node height data from digitized European Map.

We utilized semi-automated methods of type S1 to collect and integrate data from those resources. We joined node-based data from different data sets using text- and feature-based SQL queries and scripts comparing text fields such as names or operators. Consequently, we added missing attributes like minimum and maximum allowable node pressures where available, corrected the entry and exit points based on TSO data sets, and associated the entry and exit nodes of the network with the ENTSOG’s interconnection points and storage facilities. We also employed a geographical information system (GIS) to check the spatial consistency of data and complete spatial missing attributes like node height. We performed simple rule-based heuristics to check the data consistency after the augmentation.

Open gas network data provided by different sources are geospatially or temporally non-homogeneous. Similarly, the physical attributes of the network components are inconsistent in these sources. An example is the pipelines’ maximum capacity values in the base data set [KKS+17] and node pressure data from TSOs. The heuristic computation of maximum capacity values does not account for node pressure information. Thus, we heavily relied on S3-type preprocessing to merge data from various sources. For instance, after propagating the node pressures in the network, we again heuristically recomputed the capacities using the newly added node pressure data to improve the consistency of the data set.

Another issue with open data is its inaccuracy and incompleteness regarding active network components. So, we generated data for compressor stations, valves, and control valves. For this reason, we developed and implemented a methodology for data estimation based on partially available public data [MWSYE21]. In this method, we also considered limitations induced by the network topology. Consequently, we modeled 58 compressor stations around Germany.

We employed S3-type strategies also for preparing the supply and demand scenarios. We created a scenario generator using mathematical optimization, which uses open gas supply and demand data for Europe to generate node-based scenarios for a specific European geographical area (For the details of the scenario generator, we refer to [YEKZ24, YEKZ23]). The scenario generator consists of two interconnected LP models. The first LP model (M1) disaggregates available cumulative supply and demand data geographically using a high-level gas network optimization model of Europe gas transport system. The second one (M2) is a linear gas network optimization model of a particular European region, dispatching gas amounts found by M1 to the physical nodes of the gas network in this region. These models ensure that the gas entering and exiting a particular gas network is consistent with the capacity of the European gas transport network and the cumulative supply and demand data used as input. In this case study, we used M1 to find the gas supply and demand at cross-border interconnections and the storage facilities of the German gas network and M2 to dispatch these amounts to its nodes.

After employing the GNDP strategies above, we started analysis with the steady-state gas network optimization model (M3). The model encountered some unexpected results and infeasibility [YEMW+23]. Analyzing the results, we realized that these cases might have resulted from data errors we failed to diagnose by the visualization and consistency check heuristics. We exploited knowledge from the relationship of the mathematical models as in S4-type strategies for further analysis of these results. In contrast to case study 1, we could not discuss the errors with data owners. We, therefore, employed the mathematical models M1 and M2, together with M3, for data error diagnosis.

The European high-level gas network topology data published by ENTSOG [ENT18b] is the most reliable data of this analysis. This data is input to M1. M2 uses the Ger-
man physical gas network data of the improved data set. Hence, the corrected pipeline capacities are input to M2. On the other hand, M3 uses augmented and generated data. Pipeline capacity computation is inherent to the M3.

In our analysis, we saw that the pipeline capacity attribute input to M2 was inconsistent with the pipeline capacities explicitly computed by M3. We estimated the former heuristically based on the method reported in the initial data set \cite{KKS+17} with the augmented node pressure data. Hence, realizing that the assumptions in this step were inaccurate, we implemented alternative heuristics to improve pipeline capacity estimation. We exploited the knowledge of the consistency relationship of the three models to select the correct method. Correcting the pipeline capacities in the data set also corrected the generated scenarios \cite{YEKZ24}.

As a result, we successfully compiled an admissibly accurate and complete data set of the German gas network that meets the requirements of the GasLib data model. The data set allows modeling the operational modes of the existing compressor stations thanks to the generated compressor station data. Besides conforming to the GasLib data standard, the data set can serve as a benchmark data set for stationary gas network optimization models. As a by-product, we improved the existing gas network topology data set due to \cite{KWH+17}. We made it consistent with the higher-level ENTSOG interconnection points capacity data \cite{ENT19} and the physical network models.

## 8 Summary of Case Study Results

For case study 1, we integrated data that covers the seven-year history of one of the largest German gas networks, containing approximately 12,000 km of pipelines. With this data, we built an algorithmic-intelligence-based dispatch-decision support system for our industry partner. This system helps our industry partner efficiently control their network. It is especially beneficial for uncommon cases when the experience of the operators is insufficient due to disruptive events. An example is, the change in gas direction with the political situation in Europe. Again, integrating emerging technologies, especially those related to hydrogen, is another example. Employing the compiled data, we proceed with our forecasting and optimization algorithms to achieve many valuable research goals \cite{PCG+22, HBHL+21b, HAHB+21}.

In case study 2, we compiled a German gas network data set from open data sources. Here, we employed data scattered to diverse public data sources. These sources have different formats ranging from structured database tables to unstructured web data, including pictures, lists, and specification sheets. Besides, we integrated network topology data with the supply and demand forecasts from ENTSOG. Consequently, we can explore the flexibility of the energy system provided by the gas network while researching the optimal European energy transition pathways. For instance, we employed this data set for modeling the transition of the multimodal pan-European energy system with an integrated analysis of electricity and gas transport \cite{YEMW+23} in the project plan4res \cite{pla18}.

In the case studies, we highly benefited from visualization. For the visualization of gas network topology data, we developed a tool called PyNet \cite{Zus22}. By PyNet, we visualize the network data that is valid against the GasLib data model \cite{Zus18a, SAB+17} as in Figure 4 (a). Moreover, we visualize the results of the optimization models as in the righthand side of Figure 4(b). In the latter case, PyNet lets us identify data errors utilizing small test scenarios. Likewise, we can observe unexpected results given real-life scenarios due to data errors. We published PyNet as an open-source software package at the repository \cite{Zus22}.

These two case studies taught us an invaluable lesson on GNDP: independent of the effort to compile a real-world data set, some data issues could remain unsolved.
Figure 4: PyNet for visualization of gas networks (a: GasLib-11 [SAB+17] Network Visualisation) (b: GasLib-11 [SAB+17] Visualization of a Feasible Solution)
Either these are structural, or the cost to adjust the corresponding source systems or transformation is unreasonably high compared to the benefit of a correction. In these cases, we can adjust data manually if errors regularly occur and the number of single issues is manageable by hand. Otherwise, we can explore means to deal with missing or erroneous data in our analysis.

For instance, we could manually adjust data in our case studies, as for the compressor machines’ feasible operating ranges data in Section 6.3. Here, we also employed heuristics for initial state inconsistency to make our analysis method robust. However, in neither case study, designing algorithmic approaches that are absolutely robust against data errors was possible. Instead, we had to decide whether the data was admissibly correct for the analysis before we terminated the GNDP. Therefore, as a second lesson, we highlight the criticality of the data quality assessment ability, by which we can decide the termination of GNDP tasks.

Finally, we learned the necessity of continuously monitoring the results of the decision analysis against potential data errors. In general, we should acknowledge each data error that turns out to be too complex to fix by GNDP. First, we should try enhancing the subsequent algorithms so that they do not rely on the correctness of this type of data. If we can not succeed, we should inform the model developers and analysts about the potential decision anomalies led by data errors. Even if we do not have such a data error that we know apriori, we should scrutinize the systematically occurring infeasible solutions or unexpected results. In the case studies, our analysis encountered similar anomalies in the analysis results originating from data errors, as we later found out.

Either because of a known potential data error or the one encountered during analysis, knowledge from the data owners, as in Section 6.4, or mathematical models, as in Section 7.4, can be employed for diagnosing and correcting the error. Here, we strongly emphasize that when the data is complex and highly connected, like gas network data, even diagnosing such an error is a significant achievement.

9 Conclusion

In this paper, we acknowledge the dependence of reliable decision-making on data quality, particularly for the gas network optimization domain. However, resources dedicated to GNDP in decision-making-related projects are limited. Therefore, we propose integrating GNDP tasks into the decision-making workflow. To employ this integration, we present a data quality assessment methodology based on modeling requirements. We derive these requirements from decision needs. Besides, we group potential GNDP tools and methods in strategies with varying implementation complexity and domain knowledge requirement. Based on these strategy groups, we provide a guideline for adopting a project-specific GNDP strategy. We present two different case studies to demonstrate the implementation of the proposed workflow and strategy guide.

We address the gas network data from different angles through two case studies. One of these case studies utilizes data from a data owner and the other from public data sources. In recent years, some disruptive events caused the accumulated experience in decision-making to become obsolete for any level of decisions related to gas networks, from operational to strategic. Hence, consistent data has become even more significant. In the industrial setting, having such data increases the competition power of a TSO by enabling efficient network operation. Besides, data is essential to explore efficient ways to repurpose the network by comprehending the impacts of the changes in the commodity structure. On the other hand, research relies on open data. In contrast to the vast amount of energy system models in the literature, open data, particularly for gas transport, is a bottleneck in the European energy transition research [Ope22b].
On the other hand, publishing open gas network data is only possible when it is also allowed by the data owner. For instance, data can be confidential, as in case study 1. Likewise, data sources may have terms and conditions for data utilization preventing third parties from sharing the data even after processing it, as in the case of [CBB+09, LSS+10]. However, comparative research needs common problem instances and related data sets. Thus, in case study 2, we pay the utmost attention to preparing a data set that we can publicly share.

Generally, open-access, well-prepared, and realistic data sets are invaluable. Researchers do not like to spend much effort on cleaning-up data. As a result, good public data sets are used for decades and become benchmarks [Nat14]. Such data sets are essential to compare different modeling approaches and different scenarios. MIPLIB [GHG+21] is an excellent example of how to benchmark libraries boost research and collaboration in a specific research area.

For the pan-European gas network, benchmark data sets consistent with real-world data are scarce (please see Section 2). However, there is a high demand for such data sets to complement the energy transition research in Europe, which is substantially more advanced regarding models. We observe this need from the use of the existing data. For instance, 160 papers cited [CBB+09], although not all focus on gas networks. The LKD-EU [KKS+17] data set has about 3500 views and more than 800 downloads. GasLib gas network instances [SAB+17, Zus18a] have been cited by 140 papers. Hence, we devote the utmost attention to complementing the GasLib instances with new realistic gas network instances as presented in Section 7. We believe that efforts on data quality improvement of the benchmark libraries are essential in novel algorithmic decision-making solutions research to deal with future challenges. In this regard, we continue our work on data quality to design a data rating method that allows continuous data monitoring and automatic data detection and correction [YEKHZ22]. We also extend our research to supply infrastructure and utility network data other than gas networks.
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ENTSOG  European Network of Transmission System Operators for Gas
FNB  Vereinigung der Fernleitungsnetzbetreiber Gas e.V.
GIE  Gas Infrastructure Europe
GNDP  Gas Network Data Preprocessing
LP  Linear Programming
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PyNet  Python Network Visualization Tool
TP  Transparency Platform
TSO  Transmission System Operator
A Gas network optimization problems

An overview of the gas network optimization problem types are presented in Table 2.
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<table>
<thead>
<tr>
<th>Decision Type</th>
<th>Example Decision</th>
<th>Modeling Detail</th>
<th>Computational Size</th>
<th>Modeling Precision</th>
<th>Typical Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic</td>
<td>Required cumulative pipeline capacity between countries/gas systems to maintain security of supply of the continent under political requirements</td>
<td>Flow between countries/important gas systems</td>
<td>Geographical: Continent, Temporal: Decades/years</td>
<td>LP</td>
<td>High-level gas network optimization model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tactical</td>
<td>A routing of gas in the gas pipeline network given supply and demand</td>
<td>Flow of gas on physical gas network consisting of pipelines</td>
<td>Geographical: Country, Temporal: Year/Months</td>
<td>LP</td>
<td>Linear gas network optimization model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A steady-state routing of gas in the network and resulting gas pressure at the nodes given supply and demand</td>
<td>Steady-state flow of gas on physical gas network consisting of pipelines, pressure of gas at the nodes of the network</td>
<td>Geographical: Country, Temporal: Year/Months</td>
<td>NLP</td>
<td>(Quasi-)Steady state gas network optimization model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A steady-state routing of gas in the network, resulting gas pressure at the nodes, and operational state of the complex facilities of the network</td>
<td>Steady-state flow of gas on physical gas network consisting of pipelines, pressure of gas at the nodes of the network, operational state of the complex facilities on gas network</td>
<td>Geographical: Country, Temporal: Year/Months</td>
<td>MINLP</td>
<td>Stationary gas network optimization model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operational</td>
<td>An operational setting of the network to route forecasted amount of gas with the least amount of change in the operational state of complex facilities</td>
<td>Time dependent flow of gas on physical gas network consisting of pipelines, pressure of gas at the nodes of the network, operational state of the complex facilities on gas network</td>
<td>Geographical: Sub-country network, Temporal: Hours/Minutes</td>
<td>MINLP</td>
<td>Transient gas network optimization model</td>
</tr>
</tbody>
</table>
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