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Abstract

The paper provides a detailed analysis of a short step interior point algorithm applied to linear control constrained optimal control problems. Using an affine invariant local norm and an inexact Newton corrector, the well-known convergence results from finite dimensional linear programming can be extended to the infinite dimensional setting of optimal control.

The present work complements a recent paper of Weiser and Deuflhard on a similar multilevel interior point algorithm applied to more general optimal control problems, where convergence rates have not been derived.

The choice of free parameters, i.e. the corrector accuracy and the number of corrector steps, is discussed.
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1 Introduction

Primal-dual interior point methods are a powerful tool to solve linear optimization problems. In the optimal control area, however, they are most often used for solving a priori discretized problems.

Recently, Weiser and Deuflhard [17, 18] have presented a novel multilevel algorithm combining primal-dual complementarity methods in function space and inexact Newton pathfollowing. This algorithm internally adapts the mesh refinement to the progress on the central path, and has been shown to solve a rather intricate real-world problem up to high accuracy, which had previously been achieved only by indirect methods.

There remained, however, a gap in the accompanying theory. Convergence of the central path could only be proved for purely control constrained optimal control problems, and no lower bound on the pathfollowing method’s convergence rate had been derived. The present paper is a step towards filling this gap.

We analyze the convergence behavior of a very similar algorithm applied to linear control constrained optimal control problems, which are more accessible to theory. The main result is that under reasonable assumptions the duality gap parameter $\mu$ can be reduced by a constant factor in each step of the inexact Newton pathfollowing method, taking exactly one corrector step.

The setting is inspired by recent work of Potra [13] on finite dimensional linear complementarity problems. This is an extension of similar results for finite dimensional linear programming problems to the infinite dimensional optimal control setting. This extension relies on two important properties of linear control constrained optimal control problems: (a) they decompose pointwise into finite dimensional linear programming problems and (b) solutions of the interior point Kuhn-Tucker systems are continuous. Property (a) allows to adapt techniques from a recent work by Potra [13] to the infinite dimensional setting.

The consequence for the application of primal-dual interior point methods to a priori discretized optimal control problems is, that the convergence rate does not deteriorate as the discretization becomes finer, as could be expected from the $1 - \text{const}/\sqrt{n}$ convergence factor predicted by finite dimensional theory (see e.g. Wright [19]). However, the convergence result does not imply $O(\sqrt{n}L)$ computational complexity for solving the whole problem, since the effort spent per step increases with the size of the discretization.

Remarkably few publications are concerned with applying interior point methods to infinite dimensional optimal control problems. Ito, Kelley, and Sachs [10] analyze inexact primal-dual interior point methods for infinite dimensional linear programs in standard form. The inexactness considered is, however, in general not sufficient to account for discretization errors, but only for truncation errors of iterative solvers.


More papers treat inexact interior point methods applied to finite dimensional linear programs, predominantly employing iterative linear solvers in order to solve the occurring linear equations. We refer to Freund, Jarre, and
Mizuno [8], Bellavia [2], Korzak [11], and Baryamureeba and Steihaug [1].

The paper is organized as follows. In Section 2 we state the class of problems considered here and formulate the primal-dual interior point algorithm. Section 3 contains the convergence analysis of the inexact Newton corrector towards the central path. In Section 4, a lower bound on the continuation stepsize is derived.

**Notation.** The algorithm is formulated in terms of the compound variable \( v = (u, y, \lambda, \eta)^T \), which we will write interchangeably, i.e. \( \bar{v} = (\bar{u}, \bar{y}, \bar{\lambda}, \bar{\eta})^T \) etc. With \( co A \) we denote the convex hull of the set \( A \). The Hadamard (or pointwise, or componentwise) product of two vectors or functions \( a, b \) is written as \( a \ast b \).

With a bold symbol \( a \) we denote the Nemyckii (or diagonal) operator associated to \( a \), i.e. \( a \ast b \) for all \( b \). \( \mathbb{1} \) stands for the vector (or function) with all components equal to 1 (almost everywhere).

## 2 Primal-dual interior point method

**Setting.** We consider the optimization problem

\[
\begin{align*}
\text{minimize} & \quad \int_{t=0}^{T} \left( J_u(t)^T u(t) + J_y(t)^T y(t) \right) dt \\
\text{subject to} & \quad \dot{y}(t) + C_y(t)y(t) + C_u(t)u(t) + c(t) = 0 \quad \text{a. e.} \\
& \quad R_y(0) + R_T y(T) + r = 0 \\
& \quad G(t)u(t) + b(t) \geq 0 \quad \text{a. e.}
\end{align*}
\]

where \( u \in L_\infty(0,T)^n_u \) and \( y \in W_1^\infty(0,T)^n_y \). The constituting functions \( J_u : [0,T] \to \mathbb{R}^{n_u} \), \( J_y : [0,T] \to \mathbb{R}^{n_y} \), \( C_y : [0,T] \to \mathbb{R}^{n_y \times n_u} \), \( C_u : [0,T] \to \mathbb{R}^{n_u \times n_y} \), \( c : [0,T] \to \mathbb{R}^{n_y} \), \( G : [0,T] \to \mathbb{R}^{n_y \times n_u} \), and \( b : [0,T] \to \mathbb{R}^{n_y} \) are assumed to be continuous. Together with the boundary condition (2) defined in terms of \( R_0, R_T \in \mathbb{R}^{n_y \times n_y} \) and \( r \in \mathbb{R}^{n_y} \), the differential equation (1) is assumed to form a well-posed boundary value problem, such that for every \( u \in L_\infty(0,T)^n_u \) there is a unique solution \( y \in W_2^\infty(0,T)^n_y \) with

\[ \|y\|_{W_2^\infty(0,T)^n_y} \leq \alpha_G \|u\|_{L_\infty(0,T)^n_u}. \]

\( G \) is assumed to satisfy the following uniformity condition:

\[ \|G(t)\xi\|_2 \geq \alpha_G \|\xi\|_2 \quad \text{for all } t \in [0,1]. \]

In order to ease the notation, we will write the boundary value problem given by (1) and (2) in the more compact form

\[ C_y y + C_u u + c = 0. \]

**Primal-dual interior point method.** Under reasonable conditions, any solution \((u, y)\) of the optimization problem above satisfies the following first-order
necessary condition (cf. Maurer and Zowe [12]):

\[ \exists \lambda \in (L^\infty_u \times \mathbb{R}^n)^*, \eta \in (L^\infty_y)^* : -J_u + C_u^* \lambda + G^* \eta = 0 \]
\[ -J_y + C_y^* \lambda = 0 \]
\[ C_y y + C_u u + c = 0 \]
\[ (\eta, Gu + b) = 0 \]
\[ \eta, Gu + b \geq 0 \]

A well-known method to compute solution candidates for linear optimization problems is to regularize the complementarity condition \((\eta, Gu + b) = 0, \eta, Gu + b \geq 0\) by introducing a duality gap parameter \(\mu > 0\) and restricting the iterates to the interior of the feasible region:

\[ \eta * (Gu + b) = \mu \mathbb{I} \]
\[ \eta, Gu + b > 0 \]

The homotopy in \(\mu\) defines a central path that can in general be followed towards the solution at \(\mu = 0\). The interior-point Karush-Kuhn-Tucker system to which a continuation method must then be applied is

\[ F(u, y, \lambda, \eta; \mu) = \begin{bmatrix}
    -J_u + C_u^* \lambda + G^* \eta \\
    -J_y + C_y^* \lambda \\
    C_y y + C_u u + c \\
    \eta * (Gu + b) - \mu \mathbb{I}
\end{bmatrix}. \]

(5)

For \(F\) to be continuously differentiable we have to make the regularity assumption \(\eta \in L^\infty_n\). Additionally we assume \(\lambda \in L^\infty_u \times \mathbb{R}^n\). In fact, both assumptions are justified by the regularity conditions imposed on \(J_u, J_y, C_u, C_y, c,\) and \(G\).

\(F\) is defined on the interior of the feasible region:

\[ \text{dom}(F) := \{u \in L^\infty_u : Gu + b > 0\} \times (W^1_u)^n \times L^\infty_y \times \{\eta \in L^\infty_n : \eta > 0\} \]

For actually computing an approximate solution we employ a predictor-corrector continuation method with classic predictor and Newton type corrector. However, since the pathfollowing algorithm is applied to a non-discretized, infinite dimensional problem in function space, in practice we will not be able to compute Newton corrections \(\delta v\) exactly. Therefore, we have to employ an inexact Newton method, where an inner residual \(r^{k,i}\) remains.

\textbf{Algorithm 1.}

initialize \(\mu^0 > 0\) and \(v^0 \in \text{dom}(F)\)
for \(k = 0, \ldots\):
perform \(i_{k}^{r}\) corrector steps:
\[ v_{k,0} := v^k \]
for \(i = 0, \ldots, i_{k}^{r}\):
compute inexact Newton correction:
\[ F'(v^{k,i}; \mu^k) \delta v^{k,i} = -F(v^{k,i}; \mu^k) + r^{k,i} \]
\[ v_{k,i+1} := v^{k,i} + \delta v^{k,i} \]
\[ v_{k+1}^{k,i} := v_{k,i+1} \]
decrease continuation parameter:
\[ \mu^{k+1} := (1 - \sigma/\sqrt{\eta}) \mu^k \]
Remark 1. For the problem type considered here, this approach is not the most efficient and is in fact not advocated. One single solve of the adjoint equation decouples the problem temporally, such that only independent low-dimensional linear programs for the control $u$ need to be solved. In contrast to this specialized approach, however, the analyzed algorithm extends in a natural way to nonlinear problems. The presented analysis is to be seen as a step towards understanding the behavior of the algorithm for the more general case.

Local norm. First we define a local norm which is suitable for the analysis of Newton’s method. The construction of the norm is inspired by Potra [13].

For every pair $(u, \eta)$ of continuous functions from $L^\infty$ with $G u + b > 0$ and $\eta > 0$, we define

$$
\| (r_u, r_y, r_\lambda, r_\eta)^T \|_{(u, \eta)}^2 := \| r_y \|_{L^\infty}^2 + \| (r_u, r_\lambda, r_\eta)^T \|_{(u, \eta)}^2
$$

with

$$
\| (r_u, r_\lambda, r_\eta) \|_{(u, \eta)}^2 := \| \lambda \|_{L^\infty}^2 + \| (\tilde{u}, \tilde{\eta}) \|_{(u, \eta)}^2,
$$

where

$$
\begin{bmatrix}
C_u^* & G^* \\
\eta G^* & C_y^*
\end{bmatrix}
\begin{bmatrix}
\tilde{u} \\
\tilde{\lambda} \\
\tilde{\eta}
\end{bmatrix}
= \begin{bmatrix}
r_u \\
r_\lambda \\
r_\eta
\end{bmatrix}, \quad w := Gu + b, \quad \text{(6)}
$$

$$
\| (\tilde{u}, \tilde{\eta}) \|_{(u, \eta)}^2 := \sup_{t \in [0,T]} \| (\tilde{u}(t), \tilde{\eta}(t))^T \|_{(u(t), \eta(t))},
$$

$$
\| (\tilde{u}(t), \tilde{\eta}(t))^T \|_{(u(t), \eta(t))}^2 := \| D(t) G(t) \tilde{u}(t) \|_2^2 + \| D(t)^{-1} \tilde{\eta}(t) \|_2^2,
$$

and

$$
D := w^{-1/2} \eta^{1/2}.
$$

3 Inexact Newton Corrector

In this section, we will analyze the convergence of Newton’s method towards the central path. In order to simplify the notation, we will drop indices corresponding to the continuation iteration and also omit the (arbitrary but fixed) continuation parameter $\mu$ from the parameter list of $F$.

We would like to emphasize the fact that the Newton convergence result below is affine invariant as long as the local norm in terms of which it is formulated, is itself affine invariant. As the ordinary Newton method itself, the convergence result is not affected by invertible affine transformations of the domain or image space, under which the norm is invariant. Note that the local norm defined in Section 2 is invariant under transformations of the domain space of $(u, y)$. For detailed treatment of affine invariance we refer to Deuflhard and Heindl [4], Hohmann [9], Deuflhard and Weiser [5, 6], Volkwein and Weiser [16], and, in particular, to Deuflhard [3].
Theorem 1. Let $V$ and $Z$ be Banach spaces, $\text{dom}(F) \subset V$ open, and $F : \text{dom}(F) \to Z$ a twice Fréchet-differentiable mapping. For $v \in \text{dom}(F)$ let $\| \cdot \|_{(v)}$ be a local norm on $Z$, and let $\mathcal{L}_\gamma(v)$ denote the connected component of the level set \( \{ \bar{v} \in \text{dom}(F) : \|F(\bar{v})\|_{(v)} \leq (1 + \gamma/2) \|F(v)\|_{(v)} \} \) that contains $v$. Let $v_0 \in \text{dom}(F)$ be a given starting point. Assume there exist constants $0 < \gamma < \infty$, $\omega < \infty$, $\delta < 1$, and $\Theta < 1$, such that

1. $\mathcal{L}_\gamma(v_0)$ is closed,
2. $F'$ satisfies the Lipschitz condition
   \[
   \|F'(v + \Delta v) - F'(v)\|_{(v)} \Delta v \leq \omega \|F'(u, \eta)\|_{(v)}^2 \leq 0 \quad (7)
   \]
   for $v, \Delta v$ such that $v \in \mathcal{L}_\gamma(v_0)$ and $\text{co}\{v, v + \Delta v\} \subset \mathcal{L}_\gamma(v_0)$,
3. the local norm $\| \cdot \|_{(v)}$ satisfies the Lipschitz condition
   \[
   \|z\|_{(v) + \Delta v} \leq (1 + \gamma \omega \|F'(v)\|_{(v)} \|z\|_{(v)} \| \delta v \|_{(v)} \leq (1 + \delta \|F(v)\|_{(v)} \text{ and } \text{co}\{v, v + \Delta v\} \subset \mathcal{L}_\gamma(v_0), \quad (8)
   \]
   for all $v$ and $\Delta v$ with $\|F'(v)\|_{(v)} \leq (1 + \delta) \|F(v_0)\|_{(v_0)}$ and $\text{co}\{v, v + \Delta v\} \subset \mathcal{L}_\gamma(v_0)$, and
4. the relative error
   \[
   \delta^k = \frac{\|r^k\|_{(v^k)}}{\|F(v^k)\|_{(v^k)}} \leq \delta
   \]
   of the inexact Newton iteration
   \[
   F'(v^k)\delta v^k = -F(v^k) + r^k
   \]
   \[
   v^{k+1} = v^k + \delta v^k
   \]
   satisfies the accuracy matching condition
   \[
   (1 + \gamma (1 + \delta^k)h^k) \left(\delta^k + \frac{h^k}{2}(1 + \delta^k)^2\right) \leq \Theta \quad (10)
   \]
   for all $k \geq 0$, where $h^k := \omega \|F(v^k)\|_{(v^k)}$.

Then the inexact Newton iteration converges linearly to the solution:
   \[
   \|F(v^{k+1})\|_{(v^{k+1})} \leq \Theta \|F(v^k)\|_{(v^k)} \quad (11)
   \]

Proof. By induction, assume $\mathcal{L}_\gamma(v^k)$ is closed. For all $s \in [0, 1]$ such that $\text{co}\{v^k, v^k + \delta v^k\} \subset \mathcal{L}([\|F(v_0)\|_{(v_0)}])$, we have

\[
F(v^k + s\delta v^k) = F(v^k) + \int_{s=0}^{s} F'(v + \bar{s}\delta v^k)\delta v^k d\sigma
\]

\[
= (1 - s)F(v^k) + sr^k + \int_{s=0}^{s} (F'(v^k + \bar{s}\delta v^k) - F'(v^k))\delta v^k d\sigma
\]
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and consequently, with (7) and (9),
\[
\| F(v^k + s\delta v^k) \|_{(v^k)} \leq (1 - s) \| F(v^k) \|_{(v^k)} + s\delta_k \| F(v^k) \|_{(v^k)}
\]
\[
\quad + \int_{\sigma=0}^{s} \| (F'(v^k + \sigma\delta v^k) - F'(v^k))\delta v^k \|_{(v^k)} d\sigma
\]
\[
\quad \leq (1 - s + \delta_k s) \| F(v^k) \|_{(v^k)} + \int_{\sigma=0}^{s} \omega \sigma \| F'(v^k)\delta v^k \|_{(v^k)}^2 d\sigma
\]
\[
\quad \leq (1 - s + \delta_k s) \| F(v^k) \|_{(v^k)} + \frac{s^2}{2} \omega (1 + \delta_k)^2 \| F(v^k) \|_{(v^k)}^2
\]
\[
\quad = \left( 1 - (1 - \delta_k)s + \frac{s^2}{2} h_k (1 + \delta_k)^2 \right) \| F(v^k) \|_{(v^k)}.
\]

Since by (9), (10) and by induction
\[
\| F'(v^k) s\delta v^k \|_{(v^k)} \leq (1 + \delta_k) \| F(v^k) \|_{(v^k)} \leq (1 + \delta) \| F(v^k) \|_{(v^k)},
\]
we can apply (8) and (9) in order to obtain
\[
\frac{\| F(v^k + s\delta v^k) \|_{(v^k + s\delta v^k)}}{\| F(v^k) \|_{(v^k)}} \leq \left( 1 + s \gamma \omega \| F'(v^k)\delta v^k \|_{(v^k)} \right) \left( 1 - (1 - \delta_k)s + \frac{s^2}{2} (1 + \delta_k)^2 h_k \right)
\]
\[
\leq \left( 1 + s \gamma (1 + \delta_k)h_k \right) \left( 1 - (1 - \delta_k)s + \frac{s}{2} (1 + \delta_k)^2 h_k \right). \quad (12)
\]

Using Lemma 1 below with \( \chi_1 = \gamma (1 + \delta_k)h_k \) and \( \chi_2 = 1 - \delta_k - (1 + \delta_k)^2 h_k/2 \), and observing that the accuracy condition (10) implies \((1 + \delta_k)h_k < 2\), yields
\[
\frac{\| F(v^k + s\delta v^k) \|_{(v^k + s\delta v^k)}}{\| F(v^k) \|_{(v^k)}} \leq 1 + \frac{2 (1 + \delta_k)h_k}{\chi_2} < 1 + \frac{\gamma}{2}. \quad (13)
\]

Thus, for all \( s \in [0, 1] \) such that \( \mathsf{co}\{v^k, v^k + s\delta v^k\} \subset \mathcal{L}_{\gamma}(v^k) \), (13) holds. Now assume \( \mathsf{co}\{v^k, v^k + \delta v^k\} \not\subset \mathcal{L}_{\gamma}(v^k) \). Because of \( \gamma > 0 \), \( v^k \) is in the interior of \( \mathcal{L}_{\gamma}(v^k) \), thus there is a minimal \( s^* > 0 \), such that \( \mathsf{co}\{v^k, v^k + s^*\delta v^k\} \subset \mathcal{L}_{\gamma}(v^k) \) and \( v^k + s^*\delta v^k \in \partial \mathcal{L}_{\gamma}(v^k) \). By continuity,
\[
\| F(v^k + s^*\delta v^k) \|_{(v^k + s^*\delta v^k)} = (1 + \gamma/2) \| F(v^k) \|_{(v^k)}
\]
which contradicts (13). Therefore, \( \mathsf{co}\{v^k, v^k + \delta v^k\} \subset \mathcal{L}_{\gamma}(v^k) \).

Inserting \( s = 1 \) into (12) and using (10) leads to
\[
\| F(v^{k+1}) \|_{(v^{k+1})} \leq (1 + \gamma (1 + \delta_k)h_k) \left( \frac{h_k}{2} (1 + \delta_k)^2 \right) \| F(v^k) \|_{(v^k)}
\]
\[
\leq \Theta \| F(v^k) \|_{(v^k)}
\]
and verifies the contraction result (11). Consequently, \( \mathcal{L}_{\gamma}(v^{k+1}) \subset \mathcal{L}_{\gamma}(v^k) \) is closed, which completes the induction step.
Lemma 1. Let $\chi_1, \chi_2 \geq 0$ and $f(s) = (1 + \chi_1 s)(1 - \chi_2 s)$. If $f(1) < 1$, then
\[
 f(s) < 1 + \frac{\chi_1}{4} \text{ for all } s \in [0,1].
\]

Proof. From $1 > f(1) = 1 + (\chi_1 - \chi_2) - \chi_1 \chi_2$ we infer $\chi_1 - \chi_2 < \chi_1 \chi_2$. Then
\[
 f(s) = 1 + (\chi_1 - \chi_2)s - \chi_1 \chi_2 s^2 < 1 + (\chi_1 - \chi_2)(s - s^2)
\]
\[
 \leq 1 + \frac{\chi_1 - \chi_2}{4} \leq 1 + \frac{\chi_1}{4}
\]
for all $s \in [0,1]$. \hfill \Box

In order to apply Theorem 1 to the interior point formulation (5), all the assumptions have to be verified. This is done in the remaining part of this section.

Lipschitz continuity of $F'$. First we establish local Lipschitz continuity of the derivative $F'$. Lemmas 2 and 3 are derived from Potra [13].

Lemma 2. Let $G \in \mathbb{R}^{n_a \times n_a}$ be of full rank, and $\eta, b \in \mathbb{R}^{n_a}$, $u \in \mathbb{R}^{n_a}$. Assume that both $\eta$ and $w := Gu + b$ are positive. Any solution $(\bar{u}, \bar{\eta})^T$ of
\[
 \begin{bmatrix}
 \eta G & G^T \\
 w & 0
 \end{bmatrix}
 \begin{bmatrix}
 \bar{u} \\
 \bar{\eta}
 \end{bmatrix}
 =
 \begin{bmatrix}
 0 \\
 a
 \end{bmatrix}
\]
(14)

satisfies
\[
 \| (\bar{u}, \bar{\eta})^T \|_{(w, \eta)} = \left\| (\eta w)^{-1/2} a \right\|_2.
\]

Proof. Multiplication of the bottom equation in (14) with $(\eta w)^{-1/2}$ yields
\[
 D G \bar{u} + D^{-1} \bar{\eta} = (\eta w)^{-1/2} a,
\]
where the diagonal matrix $D$ is given by $D = w^{-1/2} \eta^{1/2}$. Taking the norm on both sides leads to
\[
 \| D G \bar{u} \|_2^2 + 2 \langle \bar{\eta}, G \bar{u} \rangle + \| D^{-1} \bar{\eta} \|_2^2 = \left\| (\eta w)^{-1/2} a \right\|_2^2.
\]
The top equation in (14) implies $\langle \bar{\eta}, G \bar{u} \rangle = 0$, which completes the proof. \hfill \Box

Lemma 3. Let $G \in \mathbb{R}^{n_a \times n_a}$ be of full rank, and $\eta, \Delta \eta, \bar{\eta}, b \in \mathbb{R}^{n_a}$, $u, \Delta u, \bar{u} \in \mathbb{R}^{n_a}$, such that both $\eta$ and $w := Gu + b$ are positive. Then
\[
 \| \Delta \eta * G \bar{u} + \bar{\eta} * G \Delta u \|_2 \leq \left\langle (\bar{u}, \bar{\eta})^T \|_{(w, \eta)} \right\| (\Delta u, \Delta \eta)^T \|_{(w, \eta)}.
\]

Proof. Defining $D := w^{-1/2} \eta^{1/2}$ and using the Cauchy-Schwarz inequality in $\mathbb{R}^2$ we estimate
\[
 \| \Delta \eta * G \bar{u} + \bar{\eta} * G \Delta u \|_2 \leq \| \Delta \eta * G \bar{u} \|_2 + \| \bar{\eta} * G \Delta u \|_2
\]
\[
 \leq \| DG \bar{u} \|_2 \| D^{-1} \Delta \eta \|_2 + \| D^{-1} \bar{\eta} \|_2 \| DG \Delta u \|_2
\]
\[
 \leq \sqrt{\| DG \bar{u} \|_2^2 + \| D^{-1} \bar{\eta} \|_2^2} \sqrt{\| DG \Delta u \|_2^2 + \| D^{-1} \Delta \eta \|_2^2}
\]
\[
 = \left\langle (\bar{u}, \bar{\eta})^T \right\|_{(w, \eta)} \left\| (\Delta u, \Delta \eta)^T \right\|_{(w, \eta)}.
\]
which completes the proof. \hfill \Box
Theorem 2. $F'$ satisfies the Lipschitz condition

$$
\| (F'(v_1 + \Delta v) - F'(v_1)) \Delta v \|_{(u, \eta)} \leq \omega(u, \eta) \| F'(v) \|_{(u, \eta)} \| \Delta v \|_{(u, \eta)} \tag{15}
$$

with a local Lipschitz constant

$$
\omega(u, \eta) = \left( \min_{t \in [0,T]} \min \eta(t) \ast (G(t)u(t) + b(t)) \right)^{-1/2}.
$$

Proof. First we consider the left hand side of (15), which originates from

$$(F'(u_1 + \Delta u, \eta_1 + \Delta \eta) - F'(u_1, \eta_1)) \begin{bmatrix} u_a \\ y_a \\ \lambda_a \\ \eta_a \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ a \end{bmatrix}$$

with $a = \Delta \eta \ast Gu_a + (G \Delta u) \ast \eta_a$. Let $w := Gu + b$. From the reduced system (6) we eliminate $\lambda = 0$ and obtain

$$
\begin{bmatrix} \eta G & G^\ast & w \\ \begin{bmatrix} \dot{\bar{u}} \\ \bar{\eta} \end{bmatrix} \end{bmatrix} = \begin{bmatrix} 0 \\ \begin{bmatrix} a(t) \end{bmatrix} \end{bmatrix}.
$$

This system is completely decoupled in time and can be written as

$$
\begin{bmatrix} \eta(t)G(t) & G(t)^\ast & w(t) \\ \begin{bmatrix} \bar{u}(t) \\ \bar{\eta}(t) \end{bmatrix} \end{bmatrix} = \begin{bmatrix} 0 \\ \begin{bmatrix} a(t) \end{bmatrix} \end{bmatrix} \quad \text{for all } t \in [0,T].
$$

Applying Lemmas 2 and 3 we obtain

$$
\|((\bar{u}(t), \bar{\eta}(t))^T)^{2}_{(u(t), \eta(t))} 
\leq \min_{t \in [0,T]} \min \eta(t) \ast w(t) \ast \|a(t)\|_2^2
\leq \omega^2(u, \eta) \|a(t)\|_2^2
\leq \omega^2(u, \eta) \|((u_a(t), \eta_a(t))^T)^2_{(u(t), \eta(t))} \|((\Delta u(t), \Delta \eta(t))^T)^2_{(u(t), \eta(t))}
$$

for all $t \in [0,T]$. Taking the supremum finally yields

$$
\| (F'(v_1 + \Delta v) - F'(v_1)) \Delta v \|_{(u, \eta)} \leq \omega(u, \eta) \| (u_a, \eta_a)^T \|_{(u, \eta)} \|((\Delta u, \Delta \eta))^T\|_{(u, \eta)}. \quad (16)
$$

Concerning the right hand side of (15), by definition the local norm satisfies

$$
\|((\bar{u}, \bar{\eta})^T\|_{(u, \eta)} \leq \| F'(u, \eta)(\bar{u}, \bar{\eta}, \bar{\lambda}, \bar{\eta})^T \|_{(u, \eta)} \tag{17}
$$

for all $(\bar{u}, \bar{\eta}, \bar{\lambda}, \bar{\eta})$. Combining (16) and (17) yields (15) and completes the proof.

Lipschitz continuity of the local norm. Second we establish the Lipschitz continuity of the local norm.
Lemma 4. Let \(|a, b|_{x,y}^2 := \frac{2a^2 + \Delta y}{y^2} (= x^2 + y^2 + \Delta x - \Delta y)\). For real numbers \(a, b, x, y, \Delta x, \Delta y\) such that \(x, y, x + \Delta x, y + \Delta y\) are positive, the following inequality holds:

\[
|a, b|_{x+\Delta x, y+\Delta y} \leq \sqrt{\frac{1 + h}{1 - h}} |a, b|_{x,y},
\]

where \(h = \omega |\Delta x, \Delta y|_{x,y}\) and \(\omega = 1/\sqrt{xy}\).

Proof. To begin with, we have

\[
|a, b|_{x+\Delta x, y+\Delta y}^2 = \frac{y + \Delta y}{x + \Delta x} a^2 + \frac{y + \Delta y}{y + \Delta y} b^2
\]

\[
= \frac{y + \Delta y}{x + \Delta x} \frac{y}{y + \Delta y} + \frac{y + \Delta y}{y + \Delta y} \frac{x}{y + \Delta y} b^2
\]

\[
\leq \max\left(\frac{y}{x + \Delta x}, \frac{x + \Delta y}{y + \Delta y}\right) \left(\frac{y a^2 + x b^2}{x + \Delta x}\right)
\]

\[
= \max\left(\frac{1 + \Delta y}{1 + \Delta x}, \frac{1 + \Delta y}{x + \Delta x}\right) |a, b|_{x,y}^2.
\]

With

\[
\frac{|\Delta x|}{x} = \omega \sqrt{\frac{y}{x}} |\Delta x| = \omega |\Delta x, 0|_{x,y} \leq h \quad \text{and similarly} \quad \frac{|\Delta y|}{y} \leq h
\]

we obtain

\[
|a, b|_{x+\Delta x, y+\Delta y} \leq \max\left(\frac{1 + h}{1 - h}, \frac{1 + h}{1 - h}\right) |a, b|_{x,y}^2 = \frac{1 + h}{1 - h} |a, b|_{x,y}^2,
\]

and immediately (18).

Componentwise application of Lemma 4 results in

Corollary 1. Let \(G \in \mathbb{R}^{n_u \times n_u}\) be of full rank, and \(\eta, \Delta \eta, \bar{\eta}, b \in \mathbb{R}^{n_u}\), \(u, \Delta u, \bar{u} \in \mathbb{R}^{n_u}\), such that \(\eta, \eta + \Delta \eta, Gu + b\), and \(G(u + \Delta u) + b\) are all positive. Then

\[
\|(\bar{u}, \bar{\eta})^T\|_{(u+\Delta u, \eta+\Delta \eta)} \leq \sqrt{\frac{1 + h}{1 - h}} \|(u, \eta)^T\|_{(u, \eta)},
\]

where \(h = \omega \|(\Delta u, \Delta \eta)^T\|_{(u, \eta)}\) and \(\omega = 1/\sqrt{\min \eta \ast (Gu + b)}\).

Lemma 5. Denoting \(\omega_{x,y} := 1/\sqrt{xy}\) for positive real numbers \(x\) and \(y\), the following inequality holds for increments \(|\Delta x| < x\) and \(|\Delta y| < y\):

\[
\frac{\omega_{x,y}}{1 + h} \leq \omega_{x+\Delta x, y+\Delta y} \leq \frac{\omega_{x,y}}{1 - h},
\]

where \(h := \omega_{x,y} |\Delta x, \Delta y|_{x,y}\).

Proof. First we have

\[
\omega_{x+\Delta x, y+\Delta y}^2 = (x + \Delta x)(y + \Delta y) = \omega_{x,y}^2 \left(1 + \frac{\Delta x}{x}\right) \left(1 + \frac{\Delta y}{y}\right).
\]
and therefore
\[ \omega_{x,y}^{-2} \left( \frac{|x|}{x} + \frac{|y|}{y} \right) \geq \omega_{x+y,x+y}^{-2} \geq \omega_{x,y}^{-2} \left( \frac{|x|}{x} + \frac{|y|}{y} \right) \right) \left( 1 - \frac{|y|}{y} \right). \]

From (19) we then infer
\[ \omega^{-2}(1 + h)^2 \geq \omega_{x+\Delta x,y+\Delta y}^{-2} \geq \omega^{-2}(1 - h)^2, \]
which completes the proof. \qed

Again, componentwise application of Lemma 5 gives

**Corollary 2.** For increments \((\Delta u, \Delta \eta)^T\) with \(||(\Delta u, \Delta \eta)^T||_{(u, \eta)} \leq \omega_{(u, \eta)}^{-1}\), the following inequality holds:
\[ \frac{\omega_{(u, \eta)}}{1 + h} \leq \omega_{(u + \Delta u, \eta + \Delta \eta)} \leq \frac{\omega_{(u, \eta)}}{1 - h}, \]
where \(h := \omega_{(u, \eta)} ||(\Delta u, \Delta \eta)^T||_{(u, \eta)}.\)

**Theorem 3.** The local norm \(||\cdot||_{(u, \eta)}\) satisfies the Lipschitz condition
\[ ||r||_{(u + \Delta u, \eta + \Delta \eta)} \leq \left( \sqrt{\frac{1 + h}{1 - h}} + \frac{h}{1 - h} \right) ||r||_{(u, \eta)}, \tag{20} \]
where \(h := \omega_{(u, \eta)} ||(u, \eta)^T||_{(u, \eta)}:\)

**Proof.** Let \(w := Gu + b\) and \(\Delta w := G\Delta u.\) For any \(r = (r_u, r_y, r_{\lambda}, r_{\eta})\) we have
\[ ||r||_{(u + \Delta u, \eta + \Delta \eta)} - ||r||_{(u, \eta)} \leq \left| ||\lambda + \Delta \lambda||_{L_\infty} + ||(\bar{u} + \Delta \bar{u}, \bar{\eta} + \Delta \bar{\eta})^T||_{(u + \Delta u, \eta + \Delta \eta)} \right| \]
\[ - \left| ||\lambda||_{L_\infty} - ||(\bar{u}, \bar{\eta})^T||_{(u, \eta)} \right| \tag{21} \]

where
\[
\begin{bmatrix}
C_u^* & G^* \\
C_y^* & w
\end{bmatrix}
\begin{bmatrix}
\bar{u} \\
\bar{\eta}
\end{bmatrix}
= 
\begin{bmatrix}
r_u \\
r_{\eta}
\end{bmatrix}
= 
\begin{bmatrix}
C_u^* & G^* \\
C_y^* & w + \Delta w
\end{bmatrix}
\begin{bmatrix}
\bar{u} + \Delta \bar{u} \\
\lambda + \Delta \lambda
\end{bmatrix}.
\]

Subtraction yields
\[
\begin{bmatrix}
C_u^* & G^* \\
C_y^* & w + \Delta w
\end{bmatrix}
\begin{bmatrix}
\Delta \bar{u} \\
\Delta \lambda \\
\Delta \bar{\eta}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
\Delta \eta \ast G\bar{u} + \bar{\eta} \ast G\Delta u
\end{bmatrix}.
\]

Obviously, \(\Delta \lambda = 0.\) Applying Lemmas 2 and 3 and taking the supremum over \(t \in [0, T]\), we get
\[
||((\Delta \bar{u}, \Delta \bar{\eta})^T||_{(u + \Delta u, \eta + \Delta \eta)} \leq \omega_{(u + \Delta u, \eta + \Delta \eta)} ||\Delta \eta \ast G\bar{u} + \bar{\eta} \ast G\Delta u||_{L_\infty}
\]
\[
\leq \omega_{(u + \Delta u, \eta + \Delta \eta)} \left| ||(\bar{u}, \bar{\eta})^T||_{(u, \eta)} \right| ||(\Delta u, \Delta \eta)^T||_{(u, \eta)} \tag{22}.
\]
Combining (21) and (22) and applying Corollaries 1 and 2 yields

\[
\| r \|_{(u+\Delta u, \eta+\Delta \eta)} - \| r \|_{(u, \eta)} \\
\leq \left\| (\bar{u} + \Delta \bar{u}, \bar{\eta} + \Delta \eta)^T \right\|_{(u+\Delta u, \eta+\Delta \eta)} - \left\| (\bar{u}, \bar{\eta})^T \right\|_{(u, \eta)} \\
\leq \left\| (\bar{u}, \bar{\eta})^T \right\|_{(u+\Delta u, \eta+\Delta \eta)} - \left\| (\bar{u}, \bar{\eta})^T \right\|_{(u, \eta)} \\
+ \omega_{(u+\Delta u, \eta+\Delta \eta)} \left\| (\Delta u, \Delta \eta)^T \right\|_{(u, \eta)} \\
\leq \left( \frac{1 + h}{1 - h} - 1 \right) \left\| (\bar{u}, \bar{\eta})^T \right\|_{(u, \eta)} \\
+ \frac{\omega_{(u, \eta)}}{1 - h} \left\| (\bar{u}, \bar{\eta})^T \right\|_{(u, \eta)} \left\| (\Delta u, \Delta \eta)^T \right\|_{(u, \eta)} \\
\leq \left( \frac{1 + h}{1 - h} - 1 + \frac{h}{1 - h} \right) \| r \|_{(u, \eta)} .
\]

Adding \( \| r \|_{(u, \eta)} \) on both sides proves the result.

**Closedness of the level sets.** Having Lipschitz constants for \( F' \) and the local norm at hand, we can now establish closedness of sufficiently small level sets. This also leads to global Lipschitz constants on the level sets.

**Lemma 6.** Assume \( F(v^*; \mu) = 0 \) and let

\[
L(\phi; \mu) := \left\{ \bar{v} \in \text{dom}(F) : \ 2\omega_{(u, \eta)} \| F(\bar{v}; \mu) \|_{(\bar{u}, \bar{\eta})} \leq \phi \\
\land \omega_{(u, \eta)} \| F'(\bar{v}; \mu)(v^* - \bar{v}) \|_{(\bar{u}, \bar{\eta})} \leq 1 \right\}.
\]

For \( \phi < 1 \) and \( v \in L(\phi; \mu) \),

\[
\omega_{(u, \eta)} \leq \omega(\phi, \mu) := \frac{2 - \sqrt{1 - \phi}}{\sqrt{\mu}}
\]

holds.

**Proof.** In order to simplify the notation, we define \( v := v^* + \Delta v \) and omit the (constant) parameter \( \mu \). Then

\[
F(v) = F(v^*) + \int_{s=0}^{1} F'(v^* + s\Delta v) \Delta v \, ds \\
= 0 + \int_{s=0}^{1} (F'(v^* + s\Delta v) - F'(v^*)) \Delta v \, ds + F'(v^*) \Delta v
\]

and thus

\[
\| F(v) \|_{(u, \eta)} \geq \| F'(v) \Delta v \|_{(u, \eta)} - \int_{s=0}^{1} \left( F'(v^* + s\Delta v) - F'(v^*) \right) \Delta v \, ds \\
\geq \| F'(v) \Delta v \|_{(u, \eta)} - \frac{\omega_{(u, \eta)}}{2} \| F'(v) \Delta v \|_{(u, \eta)}^2 .
\]
Solving this quadratic inequality yields
\[ \| F'(v) \Delta v \|_{(u, \eta)} \leq \frac{1 - \sqrt{1 - \phi}}{\omega(u, \eta)} \quad \text{or} \quad \| F'(v) \Delta v \|_{(u, \eta)} \geq \frac{1 + \sqrt{1 - \phi}}{\omega(u, \eta)}. \]

By definition of \( L(\phi; \mu) \), only the left hand inequality can be true, so that we have
\[ \| (\Delta u, \Delta \eta) \|^{T}_{(u, \eta)} \leq \| F'(v) \Delta v \|_{(u, \eta)} \leq \frac{1 - \sqrt{1 - \phi}}{\omega(u, \eta)}, \]
and by pointwise application of Corollary 2, left hand inequality,
\[ \omega(u, \eta) \leq (2 - \sqrt{1 - \phi}) \omega(\phi, \mu). \]

Observing that \( \omega(\phi, \mu) = 1 / \sqrt{\mu} \) completes the proof. \( \square \)

**Theorem 4.** Assume \( F(v^*; \mu) = 0 \) and let \( L(\alpha; \mu) \) denote the connected component around \( v^* \) of the level set \( \{ v \in \text{dom}(F) : \| F(v; \mu) \|_{(u, \eta)} \leq \alpha \} \).

Then the level set
\[ L \left( \frac{\phi}{2 \omega(\phi, \mu)} ; \mu \right) \]
is closed and \( F' \) satisfies thereon the Lipschitz condition (7) with the Lipschitz constant \( \omega(\phi, \mu) \).

**Proof.** First we note that by continuity of both \( F \) and the local norm, and the boundedness of \( \omega(u, \eta) \) on \( L(\phi; \mu) \), the level set \( L(\phi; \mu) \) is closed.

For \( 0 < \epsilon < \phi \) assume \( v \in L(\phi; \mu) \setminus L(\phi - \epsilon; \mu) \). By Lemma 6,
\[ \| F(v; \mu) \|_{(u, \eta)} > \frac{\phi - \epsilon}{2 \omega(\phi, \mu)} \geq \frac{\phi - \epsilon}{2 \omega(\phi, \mu)}, \]
and therefore
\[ \| F(v; \mu) \|_{(u, \eta)} \leq \frac{\phi - \epsilon}{2 \omega(\phi, \mu)} \Rightarrow v \in L(\phi - \epsilon; \mu) \lor v \notin L(\phi; \mu). \]

Since \( L(\cdot) \) is connected by definition, we have
\[ L \left( \frac{\phi - \epsilon}{2 \omega(\phi, \mu)} ; \mu \right) \subset L(\phi; \mu) \]
for all \( 0 < \epsilon < \phi \). Since \( L(\rho; \mu) \) is closed and the local norm is continuous, we also have
\[ L \left( \frac{\phi}{2 \omega(\phi, \mu)} ; \mu \right) \subset L(\phi; \mu), \]
which is then closed, too.

By Lemma 6, \( \omega(u, \eta) \leq \omega(\phi, \mu) \) for all \( v \in L(\phi/(2 \omega(\phi, \mu)) ; \mu) \), and by Theorem 2, the Lipschitz condition (7) is then satisfied on \( L(\phi/(2 \omega(\phi, \mu)); \mu) \) with a Lipschitz constant of \( \omega(\phi, \mu) \). \( \square \)
Accuracy requirement. For the inexact Newton corrector to be applicable, we must be able to satisfy the accuracy requirement (10) in the local norm \(\|\cdot\|_{(u,\eta)}\).

Theorem 5. Using piecewise polynomial functions on a sufficiently fine grid for approximating the variables \(u, y, \lambda, \text{and } \eta\), the accuracy requirement (9) of the inexact Newton corrector can be satisfied for arbitrary \(\delta_k > 0\).

Proof. Since \(F'(u,\eta)^{-1}\) is bounded, it suffices to show that the exact Newton correction \(\Delta v = -F'(u,\eta)^{-1}F(u,y,\lambda,\eta)\) is continuous and thus can be approximated to arbitrary precision by piecewise polynomials.

With \(w := Gu + b\), the exact Newton correction \(\Delta v\) is given by

\[
\begin{bmatrix}
C_y^* & G^* \\
C_u & C_y \\
\eta G & w
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\Delta y \\
\Delta \lambda \\
\Delta \eta
\end{bmatrix} = -
\begin{bmatrix}
-J_u + C_u^* \lambda + G^* \eta \\
-J_y + C_y^* \lambda \\
C_y y + C_u u + c \\
\eta*(Gu+b) - \mu I
\end{bmatrix}.
\]

First we eliminate \(\Delta \lambda = -\lambda + C_y^*J_y\). The sum \((\xi, \xi_0) = \lambda + \Delta \lambda\) satisfies the adjoint differential equation

\[
\dot{\xi}(t) = C(t)^T \xi(t) - J_y(t)
\]

with the transversality boundary conditions

\[
\xi(0) = R_G^T \xi_0 \quad \text{and} \quad \xi(T) = -R_T^T \xi_0.
\]

From this it is immediately clear that the function component of \(\Delta \lambda\) is continuous if \(J_y, C\), and the function component of \(\lambda\) are continuously differentiable.

Second we eliminate \(\Delta y = -y - C_y^{-1}(C_u(u + \Delta u) + c)\), which is obviously continuously differentiable if \(u, \Delta u\), and \(c\) are continuous and \(y\) is continuously differentiable. Continuity of \(\Delta u\) will be shown below.

The reduced system now reads

\[
\begin{bmatrix}
C_y^* & G^* \\
\eta G & w
\end{bmatrix}
\begin{bmatrix}
\Delta u \\
\Delta \eta
\end{bmatrix} = -
\begin{bmatrix}
-J_u + C_u^* (\lambda + \Delta \lambda) + G^* \eta \\
\eta*(Gu+b) - \mu I
\end{bmatrix}.
\]

Elimination of \(\Delta \eta = -\eta + w^{-1}(\mu I + \eta * G \Delta u)\) leads to

\[
\Delta u = -(G^* \eta G)^{-1}(J_u + C_u^* (\lambda + \Delta \lambda) + G^* w^{-1} \mu),
\]

which is evidently continuous.

Newton convergence. Now that all building blocks are available, they merely need to be assembled in order to prove linear convergence of the inexact Newton iteration.

Theorem 6. For \(\phi < 1\) and \(\delta < 1\) define

\[
\gamma(\phi, \delta) := \frac{1}{h} \left( \sqrt{\frac{1}{1-h} + \frac{h}{1-h} - 1} \right)
\]

(24)
with \( h := (1 + \bar{\delta})\phi/4 \). If

\[
v^0 \in \mathcal{L}\left( \frac{\phi}{2\omega(\phi, \mu)(1 + \gamma(\phi, \bar{\delta})/2)}, \mu \right),
\]

and the inexact Newton corrections \( \delta v^k \) are computed up to a relative accuracy \( \delta^k \leq \bar{\delta} < 1 \), then the local norm satisfies the Lipschitz condition (8) with a Lipschitz constant of \( \gamma(\phi, \bar{\delta}) \), and the inexact Newton corrector converges towards the central path with a contraction factor of

\[
\Theta(\phi, \bar{\delta}) := \left( 1 + \frac{\gamma(\phi, \bar{\delta})(1 + \bar{\delta})K}{2(1 + \gamma(\phi, \bar{\delta})/2)} \right) \left( \bar{\delta} + \frac{(1 + \bar{\delta})^2K}{4(1 + \gamma(\phi, \bar{\delta})/2)} \right),
\]

where

\[
K := \frac{\omega(\phi/(1 + \gamma(\phi, \bar{\delta})), \mu)}{\omega(\phi, \mu)} = \frac{2 - \sqrt{1 - \phi/(1 + \gamma(\phi, \bar{\delta}))}}{2 - \sqrt{1 - \phi}}.
\]

Proof. By Theorem 4, \( \mathcal{L}_\gamma(v^0) = \mathcal{L}(\phi/(2\omega(\phi, \mu)); \mu) \) is closed, and since

\[
\mathcal{L}_0(v^0) = \mathcal{L}\left( \frac{\phi/(1 + \gamma/2)}{2\omega(\phi, \mu)}, \mu \right),
\]

the Lipschitz condition (7) holds with \( \omega := \omega(\phi/(1 + \gamma/2), \mu) \leq \omega(\phi, \mu) \).

Next observe that \( \gamma : = \gamma(\phi, \bar{\delta}) \geq 2 \). The Lipschitz condition (8) must be satisfied for all \( \Delta v \) with

\[
\omega \|F'(v)\Delta v\|_{(v)} \leq \omega(\phi, \mu)(1 + \bar{\delta}) \|F(v^0)\|_{(v^0)} \leq \frac{(1 + \bar{\delta})\phi}{2(1 + \gamma/2)} \leq \frac{(1 + \bar{\delta})\phi}{4},
\]

which means, by Theorem 3,

\[
\sqrt{\frac{1 + h}{1 - h}} + \frac{h}{1 - h} \leq 1 + \gamma h \quad \text{for } h \leq (1 + \bar{\delta})\phi/4.
\]

Solving for \( \gamma \) yields (24) and verifies (8).

By Theorem 5 it is clear that the relative accuracy \( \bar{\delta} \) can always be obtained. Applying Theorem 1, the contraction factor \( \Theta \) is then given by

\[
\Theta \leq \left( 1 + \gamma(1 + \bar{\delta})\omega \|F(v^0)\|_{(v^0)} \right) \left( \bar{\delta} + (1 + \bar{\delta})^2\omega \|F(v^0)\|_{(v^0)} \right) \leq \left( 1 + \frac{\gamma(1 + \bar{\delta})\omega \phi}{2\omega(\phi, \mu)(1 + \gamma/2)} \right) \left( \bar{\delta} + \frac{(1 + \bar{\delta})^2\omega \phi}{4\omega(\phi, \mu)(1 + \gamma/2)} \right),
\]

which proves (25). \( \square \)

4 Classic Continuation

In this section, we will analyze a particularly simple instantiation of Algorithm 1, which performs exactly \( i_k^* \equiv j \) Newton steps with an upper bound \( \bar{\delta} \) on the relative accuracy of the computation. We will derive a lower bound on the continuation step size \( \sigma \) such that the iterates remain in a neighborhood of the central path which is sufficiently small for the corrector to converge. We begin with an estimate for the slope of the central path.
Lemma 7. For $0 \leq \sigma < 1$ we have
\[
\|F(v; (1 - \sigma / \sqrt{n})\mu)\|_{(v)} \leq \|F(v, \mu)\|_{(v)} + \beta \sigma,
\]
where $\beta = \mu \omega_{(u, \eta)}$.

Proof. From $F(v; (1 - \sigma / \sqrt{n})\mu) - F(v; \mu) = (0, 0, 0, \sigma \mu / \sqrt{n} \eta)^T$ Lemma 2 yields
\[
\|F(v; (1 - \sigma / \sqrt{n})\mu) - F(v; \mu)\|_{(v)} = (\min \eta * (Gu + b))^{-1/2} \|\mu \eta / \sqrt{n} \eta\|_{L_2}\n
= \sigma \mu \omega_{(u, \eta)} \sup_{t \in [0, T]} \|\eta\|_2 / \sqrt{n} \eta

= \sigma \mu \omega_{(u, \eta)},
\]
such that we end up with $\beta = \mu \omega_{(u, \eta)}$.

Theorem 7. Assume there is $\mu_0 > 0$ and $v^0$ such that
\[
v^0 \in \mathcal{L}\left(\frac{\phi/ (1 + \gamma (\phi, \delta) / 2)}{2 \omega (\phi, \mu^0)}; \mu_0\right)
\]
for some $\phi < 1$. The continuation can be performed for $k \in \mathbb{N}$ with all continuation stepsizes $\sigma > 0$ satisfying
\[
\Theta(\phi, \delta) \phi + 2 \kappa (1 + \gamma (\phi, \delta) / 2) \sigma \leq \phi \sqrt{1 - \sigma},
\]
where
\[
\kappa := \left(2 - \sqrt{1 - \phi}\right) \left(2 - \sqrt{1 - \Theta(\phi, \delta) \phi / (1 + \gamma (\phi, \delta) / 2)}\right).
\]

Proof. In order to simplify notation, let $\gamma := \gamma (\phi, \delta)$ and $\Theta := \Theta (\phi, \delta)$. By induction, assume
\[
v^k \in \mathcal{L}(\phi, \mu^k) := \mathcal{L}\left(\frac{\phi/ (1 + \gamma / 2)}{2 \omega (\phi, \mu^k)}; \mu^k\right).
\]
Theorem 6 then guarantees
\[
\|F(v^{k+1}; \mu^k)\|_{(v_k+1)} \leq \Theta \|F(v^k; \mu^k)\|_{(v_k)} \leq \Theta \phi/ (1 + \gamma / 2)
\]
and thus
\[
v^{k+1} \in \mathcal{L}\left(\frac{\Theta \phi/ (1 + \gamma / 2)}{2 \omega (\phi, \mu^k)}; \mu^k\right).
\]
Hence, by Theorem 4 and Lemma 7,
\[
\omega_{(u^{k+1}, \eta^{k+1})} \leq \omega (\Theta \phi/ (1 + \gamma / 2), \mu^k)
\]
and
\[
\beta \leq \sqrt{\mu^k} \left(2 - \sqrt{1 - \Theta \phi/ (1 + \gamma / 2)}\right)
\]
hold. With $\mu^{k+1} = (1 - \sigma/\sqrt{n})\mu^k$, we have

$$2\omega(\phi, \mu^{k+1})(1 + \gamma/2)\|F(v^{k+1}; \mu^{k+1})\|_{(v^{k+1})}$$

$$\leq 2 \frac{\omega(\phi, \mu^k)}{\sqrt{1 - \sigma/\sqrt{n}}} (1 + \gamma/2) \left( \Theta^j \|F(v^k; \mu^k)\|_{(v^k)} + \beta \sigma \right)$$

$$\leq 2 \frac{\omega(\phi, \mu^k)}{\sqrt{1 - \sigma}} (1 + \gamma/2) \left( \frac{\Theta^j \phi}{2\omega(\phi, \mu^k)(1 + \gamma/2)} + \mu^k \omega(\phi, \mu^k) \sigma \right)$$

$$= \frac{1}{\sqrt{1 - \sigma}} (\Theta^j \phi + 2\kappa (1 + \gamma/2) \sigma)$$

$$\leq \phi.$$

Since this estimate holds for arbitrary $v^k \in L(\phi, \mu^k)$, $v^{k+1}$ is in the connected component $L(\phi, \mu^{k+1})$, which completes the proof.

Using the definitions of $\gamma(\phi, \delta)$ and $\Theta(\phi, \delta)$ in equations (24) and (25), a simple numerical computation of

$$\sigma(\delta) = \max\{\sigma > 0 : \exists \phi < 0 \text{ such that } \sigma \text{ satisfies (26)}\}$$

reveals the results shown in Figure 1. Even for infinite dimensional problems and reasonably inexact solution of the Newton systems, reduction factors comparable to those derived for finite dimensional linear programs (see [13]) can be obtained. Taking the number of Newton corrector steps as a measure of the complexity (which is, however, not really appropriate in the adaptive grid refinement setting considered here), it becomes clear from Figure 2, that performing only one corrector step is optimal. By means of a more detailed model for effort and information gain, but optimistically assuming $\gamma = 0$, the same observation was made in [17]. Additionally, a Newton corrector accuracy of $\delta \approx 0.1$ and a predictor target of $\omega \|F(v^k; \mu^k)\|_{(v^k)} \approx 0.9$ have been shown to be theoretically
Figure 2: Averaged continuation stepsize per Newton corrector step $\sigma(\bar{\delta})/j$ versus $\bar{\delta}$ for different numbers $j = 1, \ldots, 4$ of Newton corrector steps.

Figure 3: Upper bound on the predictor residuum.
nearly optimal. Taking the value of $\gamma \approx 2.2$ into account, this is also reflected by the present analysis, as depicted in Figure 3.

For the default accuracy of $\delta = 0.1$, a guaranteed reduction factor of $1 - 0.079/\sqrt{n_\eta}$ is obtained.

**Conclusion**

The convergence rate of a primal dual interior point method of the short step pathfollowing type applied to linear control constrained optimal control problems has been analyzed. Using an affine invariant inexact Newton method and an affine invariant local norm, linear convergence with a convergence rate comparable to the ones obtained for finite dimensional linear programs was obtained. In particular, performing only one corrector step is optimal for all tolerances of the inexact Newton method. Quite large relative errors of up to 0.2 can be accepted without severely deteriorating the interior point convergence rate.

It is interesting to note that for discretized optimal control problems the reduction factor $1 - \text{const}/\sqrt{n_\eta}$ is not determined by the size $n$ of the discrete linear program, but by the much smaller number $n_\eta$ of inequality constraint components in the continuous problem.
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