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Abstract:

The Scenario Technique is a strategic planning method that aims to describe and analyze potential
developments of a considered system in the future. Its application consists of several steps, from
an initial problem analysis over an influence analysis to projections of key factors and a definition
of the scenarios to a final interpretation of the results. The technique itself combines qualitative
and quantitative methods and is an enhancement of the standard Scenario Technique. We use the
numerical values gathered during the influence analysis, and embed them in a System Dynamics
framework. This yields a mathematically rigorous way to achieve predictions of the system’s future
behavior from an initial impulse and the feedback structure of the factors. The outcome of our new
method is a further way of projecting the present into the future, which enables the user of the
Scenario Technique to obtain a validation of the results achieved by the standard method.

Keywords:
Scenario Technique; System Dynamics

1 INTRODUCTION

The Scenario Technique is a method for systematically
studying a system, and to create consistent scenarios of
its future. A scenario is consistent, if it does not contain
internal contradictions. According to Garcia [1], a sys-
tem is defined here as “a set of interrelated elements,
where any change in any element affects the set as a
whole”. Scenarios can be useful to broaden one’s view
for the various states a future system could take. In
this respect the Scenario Technique has proven its value
in contexts ranging from business applications to world
models, c.f. Chermack et al. [2].

System Dynamics is a method to describe a system
(in the sense of Garcia [1]) by stocks and flows, and
functional relations between those. The dynamic of the
system is governed by feedback loops. Due to the non-
linear equation structures it is only possible to analyze
the future or long-term behavior of such systems for
specially structured and small systems. For realistic and
large applications of System Dynamics one applies sim-
ulation techniques. Here the current state of the system
is projected into the future using the mathematical equa-
tions that describe the system. System Dynamics was
applied as a tool to understand the behavior of complex
systems (for example companies or supply chains) and
to develop policies to move the system into a desired
state, c.f. Sterman [3].

This paper develops an enhancement of the clas-
sical Scenario Technique according to Gausemeier et
al. [4]. It replaces some of the steps of the scenario
process with steps from the field of System Dynamics.
The remainder of this paper is organized as follows. We
present the basics of the Scenario Technique in Sec-

tion 2 and of System Dynamics in Section 3, empha-
sizing the advantages and uses of these two fields of
futures research. We first explain our new method using
a simplified mini-world model of Bossel [5] as an intro-
ductory example in Section 4. Then Section 5 gives an
instruction of all necessary steps for the application of
our new method and explains how to apply it in general.
A concluding summary of our results is provided in Sec-
tion 6.

2 SCENARIO TECHNIQUE

Scenario Technique has its origins in the early second
half of the 20th century. US-researchers coined the term
“scenarios” to describe the potential outcomes of a nu-
clear confrontation between the two post World War ||
super-powers USA and USSR [6]. Originating as a mil-
itary planning tool, the concept of scenarios developed
into a business planning tool to help create strategies
for the future [7]. Shell QOil started using scenarios in
the 1970s to anticipate changes in the market. The
oil crises of the 1970s further emphasized the need for
prognosis methods that could take structural changes
into account [8]. In this context the Scenario Tech-
nique developed into a useful instrument, whose main
use is to create consistent scenarios and thus broaden
the horizon of the minds of decision-makers by present-
ing them alternative futures, and to make them accept
the fact that the future can be vastly different from the
present [9]. It helps in identifying future threats and op-
portunities, so that strategies can be based upon these
results. However, the Scenario Technique has its weak-
nesses. In particular, the system’s feedback structure,
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which is generated by the elements of the system influ-
encing one another, is not analyzed in great detail. What
is more, once the scenarios are generated, there is no
further information on how exactly to make use of the
opportunities and how changes will affect the system.
Precisely these aspects are focal points the System Dy-
namics method for futures studies, to be presented in
the next section.

A scenario is defined as a “descriptive narrative of
plausible alternative projections of a specific part of the
future” [10]. However, when speaking of the Scenario
Technique, we have to acknowledge that there is ac-
tually a great number of different Scenario Techniques
[11]. Martelli [12] calls this the “methodological chaos”
prevailing in the field of futures studies. We focus here in
particular on the methodology of Gausemeier et al. [4].
Below we outline its individual steps. According to the
typology of Borjeson et al. [13], the Scenario Technique
applied in this paper creates explorative, external sce-
narios. “Explorative” means the method aims to cre-
ate several scenarios of possible events set in a distant
point in time, allowing a structural change to happen.
“External” means only those drivers which are beyond
the control of those planning are taken into account.

Step 1: Scenario preparation

In this first step of the process, the goals of the sce-
nario project are defined. To this end, it can be help-
ful to answer a number of questions such as “What is
to be achieved by creating and applying these scenar-
ios?” or “Which decisions are to be made based on the
scenarios?” These goals will focus on a specific object,
which typically either is a company as a whole, a prod-
uct, an industry, a technology or a global matter of in-
terest, such as the field of mobility. This object must be
characterized in its present status. For example, if the
declared goals focus on a company, this characteriza-
tion could contain a SWOT analysis of its product port-
folio, c.f. Kearns [14]. This outlines the challenges the
company faces in its present market situation.

Step 2: Analysis of the scenario field

The scenario field is that part of the object (identified
in step 1), which is now studied in greater detail. The
major areas of influence for the object being scrutinized
are analyzed. From these major areas, possible drivers
of future development are chosen, which can result in
a catalogue of over 100 drivers. Each of them is pre-
cisely defined and described in order to prevent con-
fusion concerning their meaning. From this catalogue
the main or key drivers are selected using experts’ judg-
ment and computer software. Once the key drivers are
identified, it must be made sure that the choice of key
drivers represents the goal of the scenario project ade-
quately. Additional key drivers can be included, if nec-
essary. The key drivers are defined in more detail using

quantifiable indicators whenever possible. Using these
indicators, the development of the key drivers over time
can be monitored.

Step 3: Scenario prognosis

A specific point in future time, when one of the futures
described in the scenarios is to take place, is chosen.
How many years from now this point will be, depends
largely on the context of the scenario project. It can be
anything from one to over 25 years. In any case, for
every key driver, possible and probable developments
are compiled and described in a way which is easy to
understand. There is no fixed method for doing this,
but mostly several developments are taken into account.
Current developments of the key drivers can be pro-
jected into the future and deliberately accelerated or ex-
aggerated. Developments can also be influenced by
more fundamental changes in politics, laws, or social
topics. From these many possible future states, mostly
two to four distinctly different states, which are charac-
teristic for certain developments, are selected. They are
called projections. Reasons for their selection must be
given.

Step 4: Scenario building

The projections of the key drivers are transferred to the
columns and rows of the consistency matrix. Consis-
tency here means how well the projection of row ¢ and
column j would “fit", and how realistic it would be for
both of them to appear simultaneously. The matrix entry
ci,; is a numerical value that represents this consistency
level.

This information is used by computer software to cre-
ate so-called raw scenarios. A raw scenario is basically
a bundle of one projection per key driver. All combi-
nations are formed and clustered in a way to make the
clusters highly homogenous internally and highly het-
erogeneous externally. The number of clusters is cho-
sen in a way which allows a minimization of informa-
tion loss, as with every merging of clusters distinct sce-
narios are lost [15]. Clusters of raw scenarios finally
become scenarios by describing the scenario in detail.
Descriptions should include a heading and can make
use of the descriptions and definitions of the key drivers
made earlier. The scenarios must make sense and the
sequences they describe must happen in logical order.
Scenarios are written in prose as if the reader were
placed right in such a scenario in the future. They de-
scribe a sequence of events from the past to the mo-
ment the scenario becomes real.

Step 5: Scenario transfer

The resulting scenarios are analyzed, and the opportu-
nities and risks which would arise, in case the scenario
become real, are identified. Two fundamental ways of
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dealing with the scenarios can be distinguished. Either
all the scenarios are taken into account when prepar-
ing a strategy, which results in a robust strategy, or the
strategy is built around only one of the possible scenar-
ios, which results in a focused strategy. In any case, the
strategy will try to take advantage of opportunities while
trying to avoid the main risks.

3 SYSTEM DYNAMICS

The development of System Dynamics is generally at-
tributed to the MIT Professor Jay W. Forrester. Forrester
developed in the 1950s a method of depicting a given
system in a simple way, which enabled simulations of
the system to be run by computers and the reasons for
undesirable system behavior to be identified [16]. His
method describes a system using “stocks” and “flows”,
whereby a stock is an accumulation of something and
a flow represents a movement of this something from
one to another stock. A flow is normally understood as
a movement of stock per time, for example, 2 liters per
hour [17].

Forrester states that knowing a system’s internal
structure is more important towards understanding its
behavior than being aware of the external influences
affecting the system [16, 17]. This is contrary to most
people’s and perhaps especially manager’s fondness of
blaming external drivers beyond their control for bad re-
sults or unwanted system behavior in general [1].

The conversion of a real life system into a simula-
tion model can be achieved using Forrester’s six step
process [18]. In general, this is an iterative process in-
volving much changing and customizing of the preced-
ing steps. The goal of the process is to understand the
system, so that unwanted system behavior can be cor-
rected in an appropriate way.

Step 1: Model conception

The system is described and an initial idea is developed,
explaining why the system behaves in the way it does.
A stock and flow diagram can be helpful to identify con-
nections and processes within the system.

Step 2: Model description

The system is formally described using equations which
contain information on the stocks, flows and their link-
ages. Step 2 may uncover inconsistencies or mistakes
made in step 1 and necessitate changes to be made.

Step 3: Simulation

The system’s behavior is simulated according to the
equations from step 2. The first few simulation runs may
not seem realistic, necessitating changes to be made in
step 1 and especially to the equations. After refining the

equations, the system should be able to explain how the
current (undesirable) situation came to be.

Step 4: Policy development

When an adequately performing simulation is accepted,
the system’s reaction to a number of changes is simu-
lated. These changes represent policies or taking ac-
tion to improve the system’s behavior e.g. “what would
happen, if we could double flow z?” Ideas for policies
can come from intuition, experience or random changes,
and can include changes in the structure of the system.
To achieve maximum success, it can be necessary to
perform several changes simultaneously.

Step 5: Policy evaluation and selection

The choice of a policy normally involves a humber of
stakeholders and can be difficult. There is often a great
deal of disagreement on which policies are best and
which should be implemented.

Step 6: Implementation

The chosen policies are implemented. This implementa-
tion can take a long time, as the new policies need to be
integrated into an existing system. Results from these
policies are rarely seen as a singular reactions. Instead,
they tend to have side effects, which might result in a
further adaption of the policy, or the model description
of the system. The great value of this process is to en-
able a more complete understanding of the system at
hand [16].

4 DEVELOPMENT OF A COMBINED METHOD

Scenario Technique and System Dynamics were both
developed in the USA, roughly at the same time. Both
methods have the goal to find an adequate description
of what potentially happens in the (far) future. How-
ever, the way of achieving this goal is quite different. A
combined method would have the advantage of creat-
ing consistent scenarios, while at the same time being
able to simulate a model’s behavior over time. The sim-
ulation aspect allows the user to identify what Forrester
calls “high leverage policies”. These are elements of
the system, which have a strong influence on the sys-
tem’s overall behavior when they are changed. Identi-
fying these elements can prevent the typical mistake of
trying to change the system’s behavior by attacking only
the symptoms of an undesirable behavior [16].

4.1 Setting up the model

We describe our attempt to bring together System Dy-
namics and the Scenario Technigue into a combined
method. As a test case, we use the mini-world model
developed by Bossel [5], which is a simplification of the
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much more sopbhisticated World2 and World3 models
of Forrester [19] and Meadows et al. [20]. This world
model contains three key drivers: consumption C, envi-
ronmental damage E D, and population P. Bossel sim-
ulates this system’s behavior using its nonlinear and or-
dinary differential equations description, but we will pro-
ceed with a simulation using only information gained in
the scenario process. We assume a linear dynamic of
a system with a different set of coefficients for positive
and negative components in the state vector

Zep1 = ATmax, (67 xt) + A" min, (67 xt) , (1)

with the componentwise minimum min.. An initial im-
pulse zo € R? is given. The coordinates of the 3-vectors
x: represent the three key drivers C, ED, P. Below we
describe how the entries of the 3 x 3-matrix A are ob-
tained. The resulting scenarios will be verified by run-
ning the system’s behavior through the standard sce-
nario process of Gausemeier et al. [4].

For the development of our new method applied to
the mini-world system, we made the following assump-
tions and simplifications:

e The key drivers’ only projections are “rises 1%”,
“sinks 1%”, or “remains (more or less) the same”.

e The effect of a change in one key driver can
have a maximum influence on the other drivers
of +2%.

o All effects take place without a time lag.

e Impulses can only cause a +1%, £0% or —1%
change in the key drivers.

e Impulses are unique events, at the beginning of
the simulation in t = 0.

e There is a linear relationship between the key
drivers.

After having made these simplifications, we developed a
method which enhances the standard scenario process
and adds aspects of System Dynamics thinking. The
question is how to set up matrix A from the steps of the
scenario process.

To simulate the system’s behavior we need to esti-
mate the influence of a change in one key driver on the
other drivers. To characterize this influence, we have to
be able to identify its magnitude and the direction (as in
“+” or “—") of the influence. The direction of the influ-
ence follows from the definition of the key drivers from
step 2 of the scenario process. As an initial step, we
write down the following matrix, which we call definition
matrix. It shows the direction of the effect that a change
in one key driver has on the remaining key drivers.

defl.nltlon matrix c ED P
key drivers [ change
direction of
c + “+” change
inC on ED
direction of
— “—” change
inCon ED
ED +
P -

Next we identify the magnitude of the effect on the
key drivers by first completing a direct influence matrix
as in Gausemeier et al. [4] using the scale:

0 = no influence,

1 = slight influence,

2 = medium influence,
3 = strong influence.

direct

. . C ED P
influence matrix

c direct influence
of Con ED
ED

P

For what follows, the direct influence matrix cannot
be used. To enable us to estimate the strength of the ef-
fect of a change in one key driver on the others, we en-
hanced the direct influence matrix, again making use of
the above scale of magnitude. The resulting matrix, the
enhanced direct influence matrix depicts the magnitude
of the reaction of the other key drivers to a +1% change
in one key driver. Due to our simplifications, the possi-
ble impulses which effect a change in the key drivers are
identical to the key driver’s possible projections.

enhanced direct

. . C ED P
influence matrix
magnitude of
c +1% reaction of ED to
a +1% change in C
magnitude of
—-1% reaction of ED to
a —1% change in C
+1%
ED
—-1%
+1%
P
—1%

We now have two matrices, the definition matrix and
the enhanced direct influence matrix. The first one con-
tains data on the mathematical direction of the reac-
tion of other key drivers to a change in one key driver,
and the second one contains data on the magnitude of
this reaction. We connect these two matrices into the
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combined matrix, which is the matrix A that we use for
running a simulation of the system. From the simplifi-
cations we made, we developed a scale transforming
estimations of strength of the reaction into percent (%)
changes as follows:

0 = no influence = 0% change,

1 = slight influence = +0.5% change,
2 = medium influence = +1% change,
3 = strong influence = +-2% change.

In the case of our mini-world model example [5], the
combined matrix thus has the following shape.

[ combinedmatrix [ C [ ED | P |
c +1% +1% +0%
—1% —-1% —0.5%
+1% —0.5% —0.5%
ED —Hg 0% F05%
P +1% +1% +2%
—-1% —-0.5% | —0.5%

4.2 Running the model

The combined matrix A is split up into the 3 x 3 matri-
ces AT containing only the rows defining reactions to
positive impulses, and A~ containing the rows defining
reactions to negative impulses. The resulting matrices
AT A~ are used to simulate the system’s reaction to
a number of external impulses or “shocks”. Setting the
value of all the key drivers to 1, these impulses could
have an effect of +1%, -1% or no effect on the key
drivers. To simulate simultaneous impulses on all the
key drivers we defined an impulse vector.

impulse on C'
impulse on ED
impulse on P

zo := impulse vector :=

An impulse vector zo := (1,—1,0)” would thus be
interpreted as a positive +1% impulse of C, a negative
—1% impulse of ED and no change of P. This initial
impulse is simulated using the model’'s equation (1) for
t = 0,1,.... This is a potentially infinite sequence of
vectors x, that describe how the initial impulse is dis-
tributed through the system’s key drivers. Actually, we
see that after some iterations this impulse loses its mo-
mentum and vanishes, meaning that z, is converging to
the zero vector. For our mini-world data from above, we
reached the computer floating point limit after at most 50
iterations.

To estimate the long-term effect of an initial impulse,
we ask how the system has changed because of this
initial impulse. That is, we integrate all intermediate vec-
tors and reach a final system shift vector o

o ] 1 T
cr::/t x(t)dt%%&?;xt.

=0

For practical calculations, we evaluate the limit at the
point T = 50, where the value of x: has already fallen
below computer floating point precision.
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Figure 1: 2D projections of the final state vector space
for 68,921 impulses in [—1,1].

If we assume that in the beginning all key factors
have a nominal value of 1, then the system is at first
described by the initial state vector a = (1,1,1)7.
Then the final state vector of the system is computed
asQ:=a+o=(1,1,1)" + 0. For example, the above
impulse vector zo := (1, —1,0)7 leads in the simulation
to o = (0.2,0.5,—0.2)7, hence the final state of the sys-
tem is © = (1.2,1.5,0.8)7. This means, that the initial
impulse of (1, —1,0)” has a long-term effect on the sys-
tem, so that C rises to 1.2, ED rises to 1.5 and P sinks
to 0.8 units.
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Figure 2: Clustering final state vectors from extremal
scenarios.

Since the model system has three key drivers and an
impulse can have one of three effects on each key driver
(+1%, —1% or £0%) there are 3% = 27 different impulse
vectors. We use a fine discretization for the initial im-
pulse vectors of 0.05 units, which results in 41% = 68,921
different impulse vectors. The resulting final state vec-
tors are be plotted in a graph (see Figure 1), which then
allows to pool similar final state vectors to form scenar-
ios (see Figure 2).

We identified six different clusters, depicted by differ-
ent colors in Figure 2. The straight lines indicate the
corresponding impulse vectors that can lead to a final
state belonging to some cluster. In some cases there is
only a narrow bandwidth for the impulses, and in other
cases there is a large variety of different impulses that
all lead to a final state in the same cluster.

4.3 Interpretation

The description and interpretation of the resulting sce-
narios will be omitted here. The mini-world model of [5]
was run through the standard scenario process to cre-
ate a number of consistent scenarios. A comparison
of the enhanced method’s scenarios and the standard
method’s scenarios shows us that the scenarios gener-
ated by the enhanced method are among those of the
standard method which is to say the enhanced method
generated consistent scenarios.

The enhanced method has a number of advantages.
Whereas the standard method would interpret end val-
ues of driver C of C = 1.01 and C = 1.1 as “driver
C rises”, the enhanced model enables a more in-depth
interpretation of the results. It creates scenarios in
which the user can interpret the results of the driver’s
relative change. In the above example this would be
“C rises only marginally” and “C rises drastically”. To
cover these possibilities, the standard scenario tech-
nique would have to define “C rises only marginally” and
“C rises drastically” as projections for C, our enhanced
technique covers these possibilities, and many others,
automatically.

This result raises the question, whether the combined
matrix A is able to substitute the consistency matrix with
no detrimental effect on the scenario process. After all,
both create consistent scenarios and the combined ma-
trix allows a more in-depth interpretation of the resulting
scenarios. If this were the case, the consistency anal-
ysis could be omitted, which would result in a quicker
scenario process. True, instead of the consistency ma-
trix one has to fill in the enhanced influence matrix, but
it is usually easier to estimate the influence of one key
driver on another than to estimate the consistency of two
key driver’s projections occurring at the same time.

To answer the question whether the consistency ma-
trix can be replaced by the combined matrix, we must
analyze in more depth what exactly each matrix stands
for in the scenario process. The consistency matrix con-
tains estimates of how well two projections of different
key drivers “fit”. By “fit” we mean how likely it is, that
when one projection occurs the other will occur at the
same time. An example of a highly consistent occur-
rence would be “rising population and rising environ-
mental damage”, an example of an inconsistent occur-
rence with a low consistency value would be “rising pop-
ulation and sinking environmental damage” (if we ac-
cept that more people cause more environmental dam-
age). By estimating how likely various combinations of
occurrences are, we are using intuition to evaluate how
likely it is for various “blocks” to appear in a scenario.
A “block” is a combination of two projections of differ-
ent key drivers. By doing this for all the combinations of
projections, we are forming a network within the system.

The combined matrix also relies on intuition but eval-
uates how strongly a projection of a key driver influences
the remaining key drivers. By doing this, again a net-
work is being created. This network also shapes the
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scenarios which result from the process. These two net-
works are “related” in that they both rely on intuition to
shape the ties among the key drivers and their projec-
tions but they evaluate different aspects of these ties,
namely one consistency and the other influence. If we
accept that these are two aspects of the same system
and that evaluations based on intuition are consistent in
the sense that they do not change over time, then it is
possible to replace the consistency matrix with the com-
bined matrix.

This then results in a new process for creating sce-
narios. This process is based on the scenario process
according to Gausemeier et al. [4], but is amplified by
adding some aspects of System Dynamics.

5 RESULTS

The new process is described here step by step.

Step 1: Define the goals of the scenario project.

Step 2: What is the object which the goals refer to: the
company, a product, an industry, a technology or
a global matter of interest?

Step 3: Define the scenario-field by working out which
specific aspect or aspects of the above object the
scenarios are to be made for.

Step 4: Define the major areas which influence the as-
pect for the scenario-field.

Step 5: Within these major areas, identify drivers of in-
fluence and change. All major areas of influence
should be represented by a sufficient number of
drivers.

Step 6: Collect and define the drivers so as to avoid
misunderstandings and diverging interpretations.
A definition should include a qualitative descrip-
tion of the driver as well as suggestions how
to measure the driver and its development over
time.

Step 7: Draw up a direct influence matrix and evaluate
the influence of one driver on the others. Com-
puter software calculates the indirect influences
among the drivers and creates the indirect influ-
ence matrix. Using key figures calculated from
the direct and indirect influence matrices plot the
drivers in a system-grid.

Step 8: Chose a number of key drivers using the
system-grid as a reference. Does this choice
of key drivers represent the goals of the sce-
nario project to a sufficient extent? Once the fi-
nal choice of key drivers is made, the definition
from Step 6 must be expanded and more detail
included. Key drivers should be measurable us-
ing indicators which can show the development
of a key driver over time.

Step 9: Develop, chose and justify possible projections
of how key drivers could develop. Most key

drivers should have two to four characteristic de-
velopment possibilities.

Step 10: Draw up the definition matrix and define the
direction of the effect the projections of one key
driver would have on the remaining key drivers.
Do this for all projections of all key drivers using
the scale: 0 = no influence, 1 = slight influence, 2
= medium influence, and 3 = strong influence.

Step 11: Draw up the enhanced influence matrix. Es-
timate the magnitude of the influence of the key
driver’s projections on the other key drivers utiliz-
ing the above scale.

Step 12: Draw up the combined matrix A. Transfer
the evaluations of direction and magnitude of in-
fluence from the direction matrix and enhanced
influence matrix using the scale: 0 = no influ-
ence = £0% change, 1 = slight influence = 0.5%
change, 2 = medium influence = 1% change and
3 = strong influence = 2% change.

Step 13: Simulate the system’s behavior o for a num-
ber of different combinations of impulses. Com-
pute the final state vector Q@ = a + o, where «a
is the initial state (usually the vector (1,...,1)7).
The final state vector of the system can be inter-
preted as a vector with n dimensions, where n is
the number of key drivers in the system.

Step 14: Cluster the n vectors by computing the convex
hull of the set of all final state vectors. The clus-
ters are (small neighborhoods of) the extremal
points of the convex hull.

Step 15: Taking into account the definitions of the key
drivers from Step 8, interpret the clusters and for-
mulate these into scenarios.

Step 16: Analyze and interpret the scenarios. What
opportunities and risks do they present? How
likely are the scenarios and how strong is the ef-
fect likely to be if they become reality?

It is our ongoing research to analyze whether these
steps are applicable for other Scenario Technique appli-
cations, and how to formulate the initial simplifications
and assumptions. Should these be removed, the new
method must be slightly altered. Some simplifications
are easily removed and even have a positive effect on
the simulation by making it more realistic and more dy-
namic, e.g. including more than three key drivers, in-
corporating time lag of effects and allowing several im-
pulses to take place over time.

In general, problems arise with the categorization of
key driver’s projections. Not all drivers can be described
numerically in the form of “rises/ falls ©%”". For example,
how would one interpret “protectionism” as a projection
of the key driver “development of global trade”? One
possible solution would be to describe these types of
key drives qualitatively and simply estimate the strength
of this projection and its direction of influence on the
other key drivers, limiting the range of maximum effect
to the standard £2%. These drivers, which cannot be
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described quantitatively could thus be integrated into the
combined matrix and the simulation. In the same way,
impulses of, say +1% can be interpreted not as “1%
more protectionism” but rather “more or stronger de-
velopments towards protectionism”. Taking both these
adaptations into account, one can incorporate quantita-
tive key drivers into the simulation and the impulses.

6 SUMMARY

This paper laid the foundation for the development of
a new scenario technique. The Scenario Technique
based on Gausemeier et al. [4] was amplified by adding
aspects of System Dynamics into the scenario creation
process. This leads to a more in-depth and varied inter-
pretation of scenarios. The new process was developed
using a mini-world model consisting of three key drivers.
Several simplifications were made during the process.
The process was formalized in a step by step instruc-
tion. We demonstrated how to apply our new method to
a small mini-world example of Bossel [5]. In our future
research we aim to apply our new method to a larger
Scenario Technique application.
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