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On Gradient Formulas in an Algorithm for the
Logarithm of the Sasaki Metric

E. Nava-Yazdani, M. Hanik F. Ambellan
C. v. Tycowicz

Here we explain the computation of the gradient in the algorithm to compute
the logarithm of the Sasaki metric that is used in geomstats. It is an implemen-
tation of the method Muralidharan and Fletcher proposed in [1, p. 1030]. The
notation in this note follows their article’; all definitions can also be found there.

Setting € := 1/L, we use a re-scaled energy

E(p,u) :=

DO ™

L
D (loell® + llewnl®),

k=1

which has the same extrema as the one of Muralidharan and Fletcher. Dividing
through the number of discrete steps makes computations numerically more
stable as the length of the gradient scales only linearly with L (instead of qua-
dratically). Consequently, we obtain

VB == (V0 + Rluf, wi)oy ), (1)
VU?CE = —£ er)icwk. (2)

Note that in the paper a minus sign is missing for both gradients, which appears
when differentiating the squared norms in E.
We approximate the vectors v, as in the paper by the forward finite difference
) Lo % 7
oi g(pkg, Pit1) 3)

For consistency we also use the forward difference

i O(uhg PR) — g,
wj, A (4)
€
instead of the central difference that is proposed in [1] to approximate w,ic.
For the following note that ¢(Log(p, q),q) = —Log(q, p) for all p,q € M such
that Log(p, q) exists.

As suggested in the paper, we approximate the covariant derivative V”}i vl

1In particular, Log(p, q) € TpM for points p, g close enough in a manifold M, in contrast
to the convention in geomstats.



by a central difference

¢(’U2)+1)pi;) - ¢(v;‘;;—]7p’]£g)
2e
¢(—Log(pp 41, P1)s Pi) — ¢(Log(py_1,P)s D)
2e2

_ Log(py, Piy1) + Log(ph, P 1) 5)
2e2 '

oy
V’Uzvkw

Note that in this formula we approximate the “upper” vector v}, 41 by a backward
finite difference. The advantage over consistently using forward differences is
that we do not need a boundary condition.

The approximation of v”i w,i is done via a second-order central difference,
that is, _ _ _ ' _
¢(u}€+1,p§€) — 2uj, + ¢(up,_q,pp)

22
Inserting (3), (4), (5), and (6) into (1) and (2) then yields

: (6)

oyt~
V%wkN

v, B~ —Log(p}; Phi1) — Log(pi, Ph_1)
k 2e

R(uj,, ¢(uj,yy,p}) — up)Log(pl, Dhyq)
E b

vuLE ~ 2”2 - ¢(u}c+1vp7ig) - ¢(u2_1’p}€) .
' €
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