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Abstract

Mixed-Integer Programming is a powerful framework for modeling and solving combina-
torial optimization problems, arising from a wide range of real-world applications. For
taking the non-trivial decisions that occur during the resolution of these hard problems,
state-of-the-art solvers typically rely on a plethora of heuristics, often human-designed
and tuned over time by using experience and data. Machine Learning, in this context,
offers a promising approach to replace these handcrafted techniques with more principled
and adaptive strategies. This is why, in recent years, the combinatorial optimization com-
munity has been witnessing a rapid growth of interest in the integration of data-driven
routines into the existing optimization frameworks.
In this thesis, we propose a machine learning approach to address a specific algorithmic
question that arises during the solving process of a mixed-integer linear programming
problem, namely, whether to use cutting planes only at the root node or also at in-
ternal nodes of the branch-and-bound search tree, or equivalently, whether to run a
cut-and-branch or rather a branch-and-cut algorithm. At least to the best of the au-
thor’s knowledge, indeed, the MIP community is still suffering the lack of a satisfactory
comprehension of this specific question for general MIP problems.
Within a supervised regression framework, we develop three machine learning models,
Linear Model, Random Forest and Neural Network, for predicting the relative perfor-
mance between the two methods, local-cut and no-local-cut. Hence, by conducting an
extensive computational study over a large test bed of problems, we evaluate the pro-
duced strategies, and we show that they are able to provide, upon the existing policies,
a significant improvement to the performance of the solver.
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Introduction

Mixed-Integer Programming (MIP) is a cornerstone of Operations Research, Analytics
and Computer Science, and undoubtedly represents one of the most advanced and power-
ful frameworks in tackling the hard problems that arise from Combinatorial Optimization
(CO). Nowadays, it is used as a versatile decision-making tool in a large variety of appli-
cation domains, ranging from renewable energies [KRBA16] to virtual reality [LNL16],
from cancer detection [LZMW09] to food production [PAMAL15], from logistics [BS07]
to project scheduling [BHL+10], among many others.

Machine Learning (ML), on the other side, consists in a powerful toolbox of tech-
niques to turn massive amounts of data into valuable knowledge, conclusions and actions,
and it has witnessed, during the last decade, such a tremendous development that it has
now become a pervasive and ever-present technology in our society, employed in a broad
range of applications that spans computer vision [GDDM14] and natural language pro-
cessing [WSC+16], robotics [TMD+06] and cloud computing [Dem15], Internet of Things
[MBB+20] and medicine [GM21].

Combined together, the prescriptive properties of Mixed-Integer Programming and
the predictive capabilities of Machine Learning give rise to a powerful and forward-looking
technology that, facilitated by the rapid growth of computing power and data availabil-
ity, is conquering an ever more central role at the cutting edge of Artificial Intelligence.

In particular, one remarkable line of research that, in recent years, has been emerging
from the cross-fertilization of these two fields consists in the investigation of the potential
use of ML techniques for the improvement of CO – especially MIP – algorithms, with the
former being seen as a promising approach for replacing those handcrafted heuristics, on
which the latter heavily rely to take crucial decisions, with more principled and system-
atic strategies [LZ17, TAF20a]. This innovative and prolific area of research, commonly
referred to as Machine Learning for Combinatorial Optimization [BLP21], represents the
domain to which this thesis aims to belong and to contribute.

In this thesis, we present a machine learning approach to take a specific algorithmic
decision while solving a mixed-integer linear program, namely, whether to use cutting
planes only at the root node (no-local-cut), or also at internal nodes of the branch-
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10 Introduction

and-bound search tree (local-cut), or equivalently, whether to run a cut-and-branch or
a branch-and-cut algorithm [PR91, Mit02, Pad05]. At least to the best of the author’s
knowledge, indeed, the scientific literature is still suffering a lack of publications address-
ing this specific question for general MIP problems.

Precisely, in a supervised regression framework, we represent each problem as a vector
of features describing its combinatorial structure and mathematical formulation (static
features), as well as its computational behavior (dynamic features), and we label it with a
continuous variable specifying the relative performance between the two methods, local-
cut and no-local-cut, while running on it. Hence, over a test bed obtained by joining
several permuted copies of the Benchmark Set from MIPLIB 2017 [GHG+21], we develop
different ML models, such as Linear Model, Random Forest and Neural Network, for pre-
dicting the speedup factor between the two approaches over the input MIP instance.

The ultimate goal of the present work, in particular, is to produce an effective pre-
dictive tool that can be strictly integrated into our reference MIP solver, namely, FICO
Xpress [Xpr], in order to improve its performance. In fact, a variant of the random
forest suggested in the present work has already been implemented by the development
team of FICO Xpress; in particular, thanks to the promising results obtained after the
preliminary testing phase conducted in this thesis, the intelligent agent will represent
one of the main features to be released with the next version of Xpress [Com].

This thesis is structured as follows. We start by describing the fundamental notions
and algorithms that constitute the backbone of Mixed-Integer (Linear) Programming, in
the first chapter, and Machine Learning, in the second chapter, hence we introduce the
two subjects at the background of our study. In the third chapter, we state and motivate
the question that we want to answer, and we observe how natural an ML approach looks
as a candidate to produce an effective and efficient strategy for our decision problem,
given that such a strategy seems to be still missing from the state of the art. Hereto, we
survey the major developments of the interplay between these two disciplines, before pro-
viding a theoretical illustration of the solution that we propose. In the fourth chapter, we
formalize the ML methodology that we adopt to solve our algorithmic problem. Finally,
in the fifth chapter, we present some of the most relevant computational experiments,
conducted on our dataset to evaluate the quality of the produced models. We show, in
particular, that the random forest is able to provide, to the average running time of the
solver, a speedup of roughly 8%, which increases up to the encouraging value of 24% over
those instances of our set that are particularly hard for the solver.



Chapter 1

Mathematical Optimization

In this chapter, we introduce the basic notions of Mathematical Optimization, repre-
senting the background of this thesis. In particular, we start from the definition of
Mixed-Integer Programs, the type of optimization problems that constitute the object
of our study. Then, we describe the two fundamental methods to solve such problems,
namely, the Branch-and-Bound and the Cutting-Plane algorithm. Finally, we conclude
the chapter by illustrating the general workflow of a modern MIP solver, with a special
focus on FICO Xpress, the state-of-the-art software at the basis of our research.

1.1 Mixed-Integer Programs

A Mixed-Integer Program is defined as follows.

Definition 1.1. A Mixed-Integer Program (MIP) is the problem of optimizing a linear
function over a semi-discrete set of points, defined by a finite family of linear constraints.
In canonical form, a MIP is expressed as follows:

minimize c
T
x

subject to Ax ≤ b

x ∈ ZI ×QC
,

(1.1)

where c ∈ Qn
, b ∈ Qm

, A ∈ Qm×n and I ⊆ [n] is the subset of indices specifying the
integer variables, while C = [n] \ I indicates the continuous variables.

The function cTx is called the objective of the program, while the set FMIP = {x ∈
ZI × QC ∣Ax ≤ b} is the feasible space, and its points are called feasible solutions. A
feasible solution x∗ is optimal (or an optimum) if

c
T
x
∗
= min
x∈FMIP

c
T
x.

The restrictions forcing some of the variables to be integer are called integrality con-
straints. Without them, that is, when I = ∅, the program (1.1) is commonly called
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12 Chapter 1. Mathematical Optimization

Linear Program (LP). On the other hand, if I = [n], then (1.1) is referred to as Integer
Program (IP). Integer variables that are further restricted to the set {0, 1} are called
binary variables, and a program with only this kind of variables is known as Binary
Program (BP). Note that, with a slight abuse of notation, in this thesis we will use
the abbreviation MIP to refer to both "mixed-integer programming" and "mixed-integer
program", and similarly with LP, IP and BP.

The integrality constraints are the ones responsible for the difficulty of solving MIPs,
which are NP-hard problems. As we have seen, a special case of mixed-integer program-
ming is binary programming, and deciding the feasibility of a BP is one of the Karp’s
21 NP-complete problems [Kar72], from which it follows the NP-hardness of MIPs. On
the other hand, LPs are solvable in polynomial time by using the ellipsoid method, as
first shown in 1979 by Khachiyan [Kha79].
This thesis focuses, in particular, on programs that involve integrality restrictions, even
though LPs still have an important role, being them used as auxiliary problems by the
solving algorithms. In fact, state-of-the-art MIP solvers usually attack a MIP with an
LP-based approach, which consists in relaxing the integrality constraints and working
with the so-called Linear Relaxation of the program, whose definition is provided below.

Definition 1.2. Given a MIP as defined in (1.1), its Linear Relaxation is the LP obtained
by dropping the integrality constraints from FMIP. Precisely,

minimize c
T
x

subject to Ax ≤ b
x ∈ Qn

(1.2)

The feasible space of (1.2) is FLP = {x ∈ Qn ∣Ax ≤ b} and its points are called
LP-feasible solutions. Such a solution x̂ is an LP-optimum if

c
T
x̂ = min

x∈FLP
c
T
x.

The idea of working with the linear relaxation of the program is motivated by the fol-
lowing trivial observation: given a MIP as defined in (1.1), we have

FMIP = FLP ∩ ZI
⊆ FLP,

which means that, for an LP-optimum x̂ ∈ FLP,

if x̂i ∈ Z for all i ∈ I, then c
T
x̂ = min

x∈FMIP
c
T
x.

In other words, if the optimal solution of the relaxation satisfies the integrality con-
straints, then the MIP is solved. This fact, although simple, represents a basic idea be-
hind the two strategies at the heart of any modern MIP software, the Branch-and-Bound
and the Cutting-Plane algorithm, which will be described in the following sections.
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Figure 1.1: Geometric representation of a (5×2)-dimensional MIP. The union of the
vertical segments is FMIP, the polyhedron represents FLP, the vector and the point in
red are the direction of the objective and the LP-optimum x̂, respectively, while the green
point represents the optimum x

∗ of the MIP.

1.2 Branch-and-Bound

The Branch-and-Bound algorithm (B&B) is a general method to solve optimization prob-
lems, first proposed in 1960 by Alisa Land and Alison Doig [LD60]. In particular, its
LP-based version, introduced by Dakin [Dak65] and described in this paper, is the funda-
mental procedure in the field of mixed-integer programming, representing the backbone
of any state-of-the-art MIP solver.
Essentially, the algorithm relies on a divide-and-conquer approach: the given problem is
recursively split into two or more subproblems of the same type, until they become easy
enough to be solved directly; then, the best solution found among all the subproblems is
returned as the global optimum. This procedure, which constitutes the branching part
of the algorithm, is augmented with a bounding step: a subproblem is processed only if
it satisfies a certain condition, dictated by two particular bounds, which are maintained
during the whole process. The bounding operation allows to avoid a brute-force enumer-
ation of all potential solutions of the problem, whose number is usually exponential and
would lead to a very long running time.

The input of the algorithm is a MIP instance P , the output is either a solution of P ,
or the conclusion that P is infeasible, that is, its feasible space is empty. Beside these
two possible outputs, a problem P can also be unbounded, meaning that the objective
c
T
x can be arbitrarily decreased without violating any constraint. This case, however, is

easily detected at the first relaxation, this is why we are assuming that P is bounded.
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Algorithm 1: LP-based Branch-&-Bound
Input: an instance P as defined in (1.1). Assumption: P bounded
Output: one of the followings: 1. Infeasible: x∗ = none, u =∞

2. Optimal solution: x∗, u
Initialization: L← {P}, x∗ ← none, u←∞

1. If L = ∅ [Termination]
return x∗, u

2. Select Q ∈ L, update L← L \ {Q} [Node Selection]

3. Qrel ← linear relaxation of Q [Relaxation Solving ]
If Qrel infeasible

goto 1
x̂← optimum of Qrel, lQ ← c

T
x̂

4. If lQ ≥ u [Bounding ]
goto 1

5. C ← {j ∈ I ∣ x̂j ∉ Z} [Integrality Checking ]
If C = ∅

Update x∗ ← x̂, u← lQ
goto 1

6. Select j ∈ C [Variable Selection]

7. Q1 ← Q ∪ {xj ≤ ⌊x̂j⌋}, Q2 ← Q ∪ {xj ≥ ⌈x̂j⌉} [Branching ]
Update L← L ∪ {Q1, Q2}
goto 1

The algorithm maintains a list of open problems L, together with a vector x∗ and a
value u, where it stores the best solution found so far, called incumbent, and the corre-
sponding objective value, respectively.
The execution of the algorithm generates a search tree (Figure 1.3), where each node
represents a subproblem or, in another fashion, a branch of the search space. The root
node corresponds to the global problem P , while the leaves are either open subproblems,
or ones already processed.

As long as the list of open problems is non-empty, the algorithm chooses a node Q
and solves its linear relaxation Qrel, to obtain an LP-optimum x̂ with objective lQ (if
Qrel is feasible).
Now, before keeping processing Q, the algorithm checks the bounding condition lQ ≥ u.
This determines whether the node can be pruned, because the best objective value that
we can achieve in Q is not better than the one provided by the incumbent, or if it deserves
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to be further explored, since it might potentially supply an objective improvement.
Globally, the algorithm maintains a primal bound, given by the upper bound u, and a
dual bound, which is the minimum of the local lower bounds lQ of all the leaf nodes
Q ∈ L. The gap between these two bounds is a typical piece of information used to
monitor the progression of the execution and to quantify the quality of the incumbent;
in particular, it is called primal-dual gap and defined as follows.

Definition 1.3. Let u and l be, respectively, the current primal and dual bound during
a MIP solving process. Then, the primal-dual gap γ ∈ [0, 1] of u and l is

γ(u, l) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 if u = l = 0,

1 if u ⋅ l < 0 ∨ u = none,
∣u−l∣

max{∣u∣,∣l∣} otherwise.

Thus, the search aims to close this gap, providing a proof of optimality.
If the bounding test is passed, the algorithm checks the feasibility of x̂. If we are lucky
and x̂ turns out to be feasible, then we have found a new incumbent and we can move
to another branch of the tree.
Otherwise, the node Q enters the last phase of the process: the algorithm chooses one of
the fractional variables, say xj , and splits Q into two subproblems Q1 and Q2, by adding
once the constraint xj ≤ ⌊x̂j⌋ and once xj ≥ ⌈x̂j⌉. It is clear that the best between an
optimum of Q1 and an optimum of Q2 corresponds to an optimum of Q, since the region
{⌊x̂j⌋ < xj < ⌈x̂j⌉} does not contain any feasible solution, as shown in Figure 1.2.

x̂

x̂j

Q

x̂

⌊x̂j⌋ ⌈x̂j⌉

Q1 Q2

Figure 1.2: Branching on the fractional variable xj

It is important to mention that the pseudocode above represents only a shell of
the Branch-and-Bound algorithm, since it leaves a lot of room for freedom. In par-
ticular, two crucial decisions that are left open are the Node Selection and the Vari-
able Selection. They have a huge impact on how quickly the bounds are updated,
hence influencing the overall performance of the algorithm. Many efficient strategies,
most of them for user-specified priorities, have been developed for taking these decisions



16 Chapter 1. Mathematical Optimization

[SSR12, ABCC95, BGG+71, AKM05, AB09, BS13] (for an overview, we refer to the phd
thesis of Tobias Achterberg [Ach07b]). In particular, they are among those topics in the
field on which the research literature has recently seen a large involvement of Machine
Learning [ZJLB20, EAB+20, LZ17].

Finally, we need to clarify that, in practice, the Branch-and-Bound algorithm is not
used by the modern solvers as a standalone. In fact, the B&B skeleton is enriched with
many subroutines, such as heuristics and cutting planes, used to improve the primal or
the dual bound and to speed up the searching process. Cutting planes, in particular,
play a special role in this thesis, and will be described in detail in the following section
(for a comprehensive study of primal heuristics, we refer to the diploma thesis of Timo
Berthold [Ber06]).

P

Q

pruned

solution
found

in
process

solved

root

open

Figure 1.3: Search tree of a Branch-and-Bound execution.

1.3 Cutting Planes

Cutting-Plane methods represent a wide class of algorithms for solving mixed integer
programs, whose use was proposed during the 1950s by Ralph Gomory [Gom58].
The basic idea behind these methods is to iteratively refine the linear relaxation of the
program by adding linear constraints, until a satisfactory solution is found. These con-
straints are called cutting planes (shortly cuts), and the way in which they are constructed
is what distinguishes these methods from each other.

The algorithm takes a MIP instance P as input and returns one of its optimal solutions
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as output. As in the B&B, we are assuming that P is bounded, since the unboundedness
would be easily detected at step 0. Moreover, in describing the general Cutting-Plane
algorithm, we also assume P feasible, to avoid infinite loops in case of discrete infeasibility,
that is, the relaxation Prel is feasible, but P is not.

Algorithm 2: Generic Cutting-Plane
Input: an instance P as defined in (1.1). Assumption: P bounded and feasible
Output: an optimum x

∗

Initialization: F ← feasible space of Prel,
FMIP ← feasible space of P

0. Solve Prel and obtain LP-optimum x
∗

1. If x∗ ∈ FMIP
return x∗

2. Select inequality αTx ≤ β from set of candidates C, so that
⋄ it is valid for FMIP
⋄ it is violated by x∗

3. Update F ← F ∩ {x ∣αTx ≤ β}
4. Solve new LP and update x∗, goto 1

Thus, a cut is a linear inequality that fulfills two requirements: it is valid for the
feasible space (i.e., satisfied by all feasible solutions of the problem), but violated by the
current fractional optimum. Hence, the role of a cut is to "cut off" (or separate) the
LP-solution, that we want to reject, from the feasible region of the MIP (see Figure 1.4).

The heart of the algorithm is the cutting phase, which consists of two operations:
generating a set of valid cuts and selecting one (or more) from this set. As already men-
tioned, the cut generation is what makes the difference within this class of methods; there
exist, in particular, many types of cuts (for an overview, see [Ach07b]), even though they
can be grouped into two main categories: the one of matrix-based cuts ([Bal71], [CF96]),
that are more generic, and the one of combinatorial cuts ([BZ78], [JP82]), which are,
instead, more problem-specific. Once that, during the iteration, a set of candidates is
available, the algorithm decides which ones should be used, that is, the ones to add to the
formulation of the current problem. Taking this decision is not an easy task; moreover, it
has a significant impact on the performance of the algorithm. This is why this problem,
usually called Cut Selection Problem, has been, and continuous to be, intensively stud-
ied ([ACF07], [BCC96]). Moreover, like Node Selection and Variable Selection discussed
before, also the Cut Selection Problem has been approached, in recent years, by means
of Machine Learning techniques ([TAF20a]).

Theoretically, a cutting-plane method might be used as a standalone; for example,
the Gomory’s method was proved, by Gomory himself, to be able to solve any MIP,
defined by rational data, in finite time, that is, an optimum can be found after adding
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x
∗

x
∗

Figure 1.4: Adding a cut to "cut off" the fractional solution x∗.

a finite sequence of cuts [Gom58], [Gom60]. However, in practice, such methods alone
may be incapable to solve difficult problems efficiently.

1.3.1 Use of Cutting Planes in B&B

Modern MIP solvers integrate cutting planes into the branch-and-bound main frame-
work. The resulting hybrid algorithm, firstly formalized in 1991 by Padberg and Rinaldi
[PR91], is referred to as Branch-and-Cut (B&C).

In this context, cutting planes are usually distinguished into global cuts and local
cuts. We should say, however, that this classification is not uniformly defined through
the MIP community and the research literature is still missing a standard convention in
these regards.
In this thesis, we adopt the following terminology. The set of cutting planes, generated
during a B&C execution, is partitioned into 3 groups:

• global cuts: they are generated at the root node, to separate the global LP-optimum
from the global feasible space;

• globally valid local cuts: they are generated at an internal node, to separate the
local LP-optimum from the local feasible space, but they are also valid globally, so
they can be applied to all nodes;

• locally valid local cuts: they are generated at an internal node, to separate the local
LP-optimum from the local feasible space, and they are only valid locally, that is,
for that node and its descendants, hence they need to be deleted when the search
leaves that branch of the tree.

Global cuts are, clearly, always valid for all subproblems and can be maintained during
the whole search. Instead, the validity of a local cut, across the B&B tree, depends on
whether the generation process takes the branching decisions into account. In particular,
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there exist classes of cuts whose generation, by definition, never considers the branching
decisions, so they are always valid globally, even if they are generated locally. On the
other side, there are cuts whose generation can not disregard the variable bounds, hence,
when they are generated as local cuts, they are intrinsically valid only locally. In other
words, some cuts can only be classified as globally valid local cuts, some others only
as locally valid local cuts. In the middle, there are classes of cuts that can be locally
generated either as globally valid or as locally valid. In this case, the approach adopted
depends exclusively on the solver or the user. A survey on the different types of cuts is
proposed in [MMWW02], while a study on their validity within the B&B framework is
illustrated in [Pad05].
We note that, sometimes, it is possible to manipulate cutting planes in order to extend
their validity: there are classes of cuts that, even if generated as locally valid during the
search, can be made globally valid. Similarly, it is also possible for some types of cuts,
only valid for a particular branch of the tree, to be transferred to other branches. In
other words, their validity is not extended to the global problem, but simply tailored
to other nodes (an example on the use of this technique can be found in [WB21]). The
choice of whether to adopt such techniques to manipulate and transfer cuts from nodes
to nodes depends, again, on the solver or the user.
We clarify that, for the scope of this thesis, the difference between the two types of local
cuts is not relevant. Hence, to simplify the terminology, for the remainder of this paper
we will refer to any locally generated cut simply as local cut, regardless of its validity,
unless explicitly mentioned otherwise.

The cutting strategy, within the B&C scheme, is determined by several algorithmic
decisions, that should be taken carefully according to the problem structure. Important
issues concern the classes of cuts to use and the aggressiveness of the cutting activity:
which types of cuts should be generated? Should cuts be added at all nodes or only at
some of them? Should the cutting procedure be limited to a certain depth of the search
tree? How many cuts should be added in each cutting phase? This thesis, in particular,
addresses one specific question from this list, which will be extensively discussed in the
following chapters.
As for any other routine involved in the solving process of a MIP, designing an efficient
cutting strategy is a matter of trade-offs: on one side, cutting planes can be very effective
in improving the dual bound, on the other side, their generation does not come for free
and, moreover, their inclusion enlarges the size of the matrix, hence increasing the com-
putational effort necessary to solve the linear relaxations. An important consideration is
that, in general, cutting planes are known to be particularly powerful at the beginning of
the search, while they tend to lose their efficiency when the depth of the tree increases.
In general, it is not a good idea to generate all possible types of cuts, since usually only
some of them are really suitable for the problem to solve, while the others might rather
be time-wasting. For this reason, a hierarchy of generation routines is often adopted
[JRT95].
Moreover, cutting planes are not added at all nodes of the tree but only at some of them,
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depending on the local state or on a certain fixed frequency. The cutting activity is
normally performed more aggressively at superficial levels of the tree, while it is progres-
sively relieved at deeper levels. For example, cuts might be applied to every 2

k-th level
(default of Xpress).
In addition, a maximum depth for the cutting procedure is usually fixed, beyond which
cutting planes are no longer applied. A common strategy consists in using cuts only at
the root node; this version of the algorithm is usually called Cut-and-Branch (C&B), and
sometimes represents the preferred alternative [Mit02].
Moreover, a criterion is adopted to limit the number of cuts during a cutting phase, both
for controlling the size of the matrix and for avoiding the so-called tailing-off [PR91],
which occurs when, at some point during the loop, cutting planes no longer provide any
significant improvement to the dual bound of the current node.
Finally, another technique, used to maintain the size of the matrix reasonable, consists
in removing, from the formulation of the problem, cutting planes that are no longer ef-
fective.
For a more detailed description of the use of cutting planes and the implementation of
the Branch-and-Cut algorithm, we refer to [CMLW97, Mar01, FM05, Ach07b].

The above discussion on the cutting procedure and, especially, the distinction between
global and local cuts, play a crucial role in this thesis; in particular, the benefits provided
by the use of local cuts will be discussed and investigated in the following chapters.

1.4 Practical MIP Solving & FICO Xpress

MIP solving, in practice, consists in a complex combination of sophisticated techniques.
Besides the two algorithmic principles described in the previous sections, Branch-and-
Bound and Cutting-Plane, many other ingredients contribute to the solving process, each
of them playing a crucial role for the effectiveness of the solver. The general workflow,
adopted by all the state-of-the-art MIP solvers, is illustrated in Figure 1.5.

First of all, the input problem is manipulated by several algorithms that identify
and remove redundant rows and columns, in order to reduce the size of the matrix and
simplify the formulation of the problem. The collection of these techniques is usually
referred to as presolve.
The initial presolving step is usually followed by a heavy cutting stage, during which the
feasible region of the linear relaxation is tightened as much as possible before starting
the main B&B loop. However, as explained in Section 1.3.1, cutting planes might also
be applied deeper in the search tree.
Other important components of the solving scheme are primal heuristics, namely, meth-
ods to find a solution in a reasonable amount of time, but without any warranty of
optimality (see [Ber06]). Primal heuristics find place almost everywhere within the solv-
ing process: they might be alternated with cuts during the cutting phase, or executed
between the end of the current node and the selection of a new one. Their role is to
produce good feasible solutions and, consequently, to improve the primal bound.
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Figure 1.5: General workflow of a MIP solver.

We should clarify that the flowchart in Figure 1.5 is not exhaustive about the solving
process of a MIP; there are, indeed, other techniques that are usually employed within
a modern solver, such as domain propagation and conflict analysis, whose description,
however, goes beyond the scope of this thesis. Moreover, we should also say that, usu-
ally, MIP solvers provide access to the single components of the solving process, allowing
advanced users to manipulate them and, eventually, deactivate them completely.
An extensive description of all the components of a MIP solver can be found in [Ach07b];
inspections of the evolution of MIP computation over the years are provided both in
[Lod10] and [Bix12].

The intense usage of mixed-integer programming in a wide range of domains has mo-
tivated the need of developing efficient MIP solvers and raised the commercial interest
around the field. Today, the best software poducts for solving MIPs are developed for
commercial purposes, such as Cplex [Cpl], Gurobi [Gur], Mosek [Mos] and Xpress
[Xpr]. Valid solvers, however, are also available for academic, noncommercial uses, like
Cbc [Cbc], lpsolve [lps], Glpk [GLP], Symphony [Sym] and SCIP [SCI]. A list
of currently available tools for linear and mixed-integer programming, together with a
description of their features, is published every two years by Robert Fourer. The last
survey, at the time of writing this thesis, dates back to 2019 [Fou19].

The technology at the basis of this thesis is FICO Xpress, which represents, for us,
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both the framework of our computational study and the target of our research, whose
final goal, indeed, is to improve the overall performance of the solver itself.
Xpress is a fast, robust and scalable mathematical optimization software, representing
the core component of the Xpress Optimization Suite, developed and distributed by
FICO. Originally released in 1983 exclusively as an LP solver, Xpress is currently able
to solve a broad range of optimization problems, with mixed-integer programs being, of
course, among those. The solver can be interfaced via the command line, via a graphical
interface, as well as through a library that is callable from the major programming
platforms. Xpress offers flexible access to the internal data structures and great control
over the execution of the algorithms, allowing the user to manipulate the problem and
customize the solving process. As we will see, particularly relevant, for this thesis, is
the use of cutting planes with Xpress, where the cutting procedure is implemented as
follows.
While generating cut, the solver always tries to use all local information from the current
node, including the variable bounds. This means that, when possible, it prefers to
generate and add what we defined as locally valid local cuts (see Section 1.3.1). Moreover,
in Xpress, there is no attempt of manipulating the validity of cuts in order to adapt
them to other nodes: local cuts are simply removed from the matrix of the problem when
they are no longer valid. The solver provides a suite of controls to manage the actual
cutting scheme: cutstrategy to control the number of cuts to add in each cutting phase,
cutfreq to determine the levels of the tree where cuts should be generated, cutdepth to
set the maximum depth for the cutting activity, and some other parameters to separately
control the most-known classes of cuts. Finally, for a more advanced customization of
the use of cutting planes, different routines are available in the Cut Manager framework
to directly add cuts at specific nodes, to remove them, or to manipulate the cut pool, the
data structure used to store cutting planes during the search.
For a detailed description of FICO Xpress, we refer to the official documentation [Xpr].
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Machine Learning

Machine Learning is the study of algorithms that use experience, in the form of data, to
attain and improve the ability to perform certain tasks automatically, that is, without
being explicitly programmed. Depending on the learning paradigm and the form of data
used, machine learning is traditionally divided into three broad categories: Supervised
Learning, Unsupervised Learning and Reinforcement Learning.
In the first section of this chapter, we formalize the general supervised learning paradigm,
which represents the approach adopted in this thesis. In the remaining sections, instead,
we illustrate the three specific learning algorithms used in our research, namely, Linear
Model, Random Forest and Neural Network.

2.1 Supervised Learning

Supervised learning is the problem of inferring the relation between two variables, by
experiencing a sample set of observations that partially describes this relation.
Formally, the supervised learning framework consists of the following components.

• An input space X , whose elements are called instances. Each instance in X is
represented by a vector x = (x1, . . . , xn), whose entries are said features.

• An output space Y, whose elements are called labels. The space Y can be either
a finite set of classes or a continuous set; in the former case the problem is called
classification, in the latter it is referred to as regression.

• An unknown relationship between the two spaces, that we model via a joint prob-
ability distribution P = P(x, y) over the space X × Y. Precisely, P can be seen as
composed of two parts: a marginal distribution Px over X , which determines how
likely it is to encounter any input x, and a conditional distribution P((x, y)∣x) over
Y, which specifies the probability that the input x is labeled with the output y.

• A dataset D = {(x(i), y(i))}
i=N

i=1
⊆ X × Y, providing an empirical description of the

23
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input-output relation. The pairs in D are sampled from the distribution P, that
is, (x(i), y(i)) ∼ P for all i ∈ [N].

• A model space M = {M ∶ X ⟶ Y}, defining the form of the model that we want
to use in order to estimate the relation between X and Y. This space, especially in
statistical learning literature, is also known as hypothesis space, while its elements
are also referred to as hypothesis.

• A loss function l ∶ Y × Y ⟶ R+, used as a measure of success for the learning
algorithm, that is, to quantify the ability of the model to correctly estimate the
provided instance: for (x, y) ∼ P, l(M(x), y) measures how "far" the estimation
M(x) is from the correct label y.

The goal of a supervised learning algorithm is to approximate the relation between X
and Y, that is, to produce a model M such that M(x) ≈ y for each pair (x, y) ∼ P.
Precisely, this goal is formalized as the following minimization problem:

min
M∈M

LP(M) = min
M∈M

E(x,y)∼P[l(M(x), y)], (2.1)

where the objective LP(M) is called generalization error.
This goal, however, is not achievable directly, since the distribution P is unknown and
inaccessible. Therefore, it is attained empirically by using the available information D,
that is, by solving the following problem:

min
M∈M

LD(M) = min
M∈M

1

N

i=N

∑
i=1

l (M(x(i)), y(i)) . (2.2)

where LD(M) is said empirical error, while the process of solving (2.2) is called learning.

Now, on one hand, this formulation of the learning paradigm emphasizes the large in-
terplay between the two scientific fields at the background of this thesis, machine learning
and mathematical optimization. The former, in particular, heavily relies on the latter,
given that learning, essentially, means solving an optimization problem.
On the other hand, however, the scheme described above also highlights the element that
separates machine learning from pure optimization, namely, the desire for generalization.
Indeed, rather than performing perfectly on the observed data, the central challenge of
machine learning is to perform well on new, previously unseen data. In machine learning,
we minimize the empirical error with the final goal of reducing, as much as possible, the
generalization error. In another fashion, we try to learn, through the observed data, to
make predictions on future data; for this reason, we also refer to a learning model M as
a predictor, and to the estimated value M(x) as the prediction of M for x ∈ X .

For a more extensive discussion on the general learning theory, we refer the reader to
the popular textbook "Understanding Machine Learning: From Theory to Algorithms"
[SSBD14], which proposes detailed descriptions of the basic notions of statistical learning,
such as Empirical Risk Minimization and PAC Learning.
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2.1.1 Train/Test Set

In practical development of a machine learning system, the dataset D is split into two
disjoint subsets: one of them is used for training the model, the other for testing its
generalization abilities; accordingly, the two subsets are called train set and test set,
and denoted as Dtrain and Dtest, respectively. Moreover, the error of the model on
Dtrain is called train error, the one on Dtest is said test error ; the former represents the
empirical error, the latter is used to approximate the generalization error. Note that, in
the development of learning algorithms, the way in which the dataset is split represents a
crucial decision, which should be taken carefully according to the nature of the dataset.

2.1.2 Underfitting vs Overfitting

The problem to minimize the train error and, in the same time, to also guarantee a
low test error, leads to two fundamental notions of machine learning, underfitting and
overfitting, hence to one of the major issues faced by any learning procedure, the need
of finding the trade-off between the two.
We say that the model is overfitting the data when it performs well on the train set, but
shows an unsatisfactory performance on the test set, that is, the gap between the train
and the test error is too large. Instead, if both errors are high, then we say that the
model is underfitting, that is, it is not even able to fit the training data accurately.
The risk to underfit or overfit depends on the capacity of the model adopted, where the
capacity of a model is, informally, its ability to fit a wide variety of datasets or, more
briefly, its learning power. When the capacity is too low with respect to the problem
to solve, the model might not be able to learn the recurrent patterns in the data, hence
resulting in underfitting. On the other hand, when the capacity is too high, the model
might risk to capture noise and fluctuations in the data that deviate it from the underly-
ing structure, hence resulting in overfitting. Thus, the challenge consists in choosing the
appropriate capacity for the true complexity of the data, that is, in finding the trade-off
between under- and overfitting.

For a more formal discussion on the notion of capacity, we refer again to the field
of statistical learning [SSBD14], which provides several tools to effectively quantify the
learning capabilities of a given model, such as the well-known Vapnik-Chervonenkis di-
mension (VC dimension), a technique particularly suitable for binary classifiers [VC71].

2.1.3 Hyperparameters & K-Fold Cross-Validation

The behavior of a learning algorithm is usually controlled by a set of values called hy-
perparameters, used to specify the architecture of the adopted model and to govern the
behavior of the training procedure. Just to give an example, a typical hyperparameter of
a deep learning algorithm is the number of hidden layers of the neural network, as well
as the number of hidden units in each hidden layer (see Section 2.4).
Hyperparameters can affect the speed of the training algorithm and, even more impor-
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tantly, the accuracy of the final model. For this reason, in the development of any
learning algorithm, choosing an appropriate hyperparameter configuration represents a
crucial decision, and the problem of taking such a decision is, as the training itself, an
optimization problem, usually referred to as hyperparameter tuning (or model selection).
Clearly, the hyperparameters should be tuned before starting the actual training, that
is: a model is trained and evaluated for each hyperparameter configuration, hence, the
configuration providing the highest performance is selected and used for training a final
model. In the model selection phase, the evaluation of each model can not be done on the
test set Dtest, since this would bias the final predictor. This is why the hyperparameters
of the learning algorithm are commonly tuned over Dtrain by using k-fold cross-validation.

K-fold cross-validation is a general technique for training and evaluating a machine
learning model, commonly used when the ground dataset is not plentiful enough to be
split into two parts, hence allowing the execution of the training/evaluation process over
two disjoint sets. The procedure works as follows. The given dataset is partitioned into
k subsets (folds) of the same size (for simplicity, assume the size of the set is divisible
by k); for each fold, a model is trained on the union of the other folds and tested on this
fold. Thus, the final result of the cross-validation is obtained by averaging the results of
all validations.
In model selection, each hyperparameter setting is evaluated by using cross-validation
over the train set Dtrain, hence the setting minimizing the error is returned as the optimal
one. A pseudocode of this process is provided in Algorithm 3. The procedure takes as
inputs a set Dtrain, a space of possible hyperparameters Θ, an integer k and a learning
algorithm A. In particular, for a training set and a tuple of hyperparameters, A returns
a model trained on that set and with those hyperparameters.

Algorithm 3: Model Selection with K-Fold Cross-Validation
Input: integer k

hyperparameter space Θ
learning algorithm A

train set Dtrain = {(x(1), y(1)), . . . , (x(t), y(t))} with t/k ∈ Z

Output: optimal hyperparameter configuration θ∗ ∈ Θ

1. Split Dtrain into k folds of same size t/k: F1, . . . , Fk

2. For θ ∈ Θ:

For i← 1 to k:

M
i
θ ← A (Dtrain \ Fi; θ)

LFi (M
i
θ)← 1

∣Fi∣ ∑(x,y)∈Fi l (M(x), y)

Err(θ)← 1
k
∑i=k
i=1 LFi (M

i
θ)

3. Return θ∗ such that Err(θ∗) = minθ∈ΘErr(θ)
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After that the hyperparameters have been tuned, the configuration selected as opti-
mal is used to train a final model, this time over the whole train set Dtrain. We clarify
that not all learning algorithms have hyperparameters; obviously, in this case, there is no
need for model selection. For a more detailed description of model selection and cross-
validation we refer to [SSBD14].

In the following sections of this chapter, we will describe the three machine learning
models used in this thesis, namely, Linear Model, Random Forest and Neural Network.
In particular, we will treat regression and binary classification: in the former we will
always have Y = R, in the latter Y = {−1, 1}; the input space, instead, will always be
X = Rn.

2.2 Linear Model

A linear model is a function that involves a linear relationship between the input variables
and the output labels. Linear models represent an old class of predictive functions,
developed in the pre-computer age of statistics. They are, however, still widely used in
machine learning, being them intuitive, simple to train and easy to interpret.
Precisely, a linear model LMw,b, between the input space X = Rn and the output space
Y, is defined as

LMw,b(x) = φ (wTx + b) = φ(
n

∑
i=1

wixi + b) ,

where w ∈ Rn and b ∈ R are the parameters of the model, while φ depends on the nature
of the output space: when Y = R (regression), φ is simply the identity function, when
Y = {−1, 1} (binary classification), φ is a function that transforms continuous values into
binary, such as the sign function. In particular, a space of linear models is determined
by specifying φ.
Geometrically, the model Mw,b can be thought as the hyperplane

w1x1 + ⋅ ⋅ ⋅ + wnxn + b = 0,

whose role depends on the nature of the learning task: while, in regression, the hyperplane
is used to directly fit the data, in binary classification, it is meant as a separator of the
two classes (see Figure 2.1).

Being a parametric function, a linear model is trained by estimating its parameters
from the data, that is, by searching for a parameter configuration that minimizes the
train error. Following the scheme proposed in Section 2.1, this involves the following
steps: define a model space (by choosing a suitable φ), decide a proper loss function
to compute the error and design a procedure to solve the corresponding optimization
problem. A large number of machine learning algorithms have been developed to train
linear models. In regression, a typical learning technique is Least Squares [Leg05], while in
classification, common choices are Perceptron [Ros58], Support Vector Machine [BGV92]
and Logistic Regression [M.D44, M.D51]. In the latter, in particular, the learning model is
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x

y

x1

x2

Figure 2.1: On the left, a linear regressor fitting the data; on the right, a linear classifier
separating the two classes. Note: in the regression example, each input instance is
defined by a single feature x and labeled by the continuous label y, in the classification
case, instead, the instances are specified by two features x1 and x2, and classified as green
or red.

a function from the input space Rn to the interval [0, 1], used to predict the probability
that the input instance belongs to one of two possible classes. In other words, the
logistic regression algorithm learns a regression model, which is used, however, as a
binary classifier.

2.3 Random Forest

Firstly introduced in 1995 by Tin Kam Ho [Ho95], random forests are predictive models
commonly used in machine learning, suitable for both regression and classification prob-
lems. They represent a special case of ensemble methods, that is, methods consisting
in gathering different predictors together, in order to give rise to a more powerful one.
Precisely, in the case of random forests, the single predictors in the ensemble are decision
trees.

2.3.1 Decision Tree

A decision tree is a popular support tool for decision analysis; it consists of a set of
decision rules (if-else statements) and can be represented in the form of a tree-like struc-
ture. The first learning algorithm for decision trees was proposed for regression in 1963
by Morgan and Sonquist [MS63], then extended to classification in 1972 by Messenger
and Mandell [MM72]. Precisely, the non-leaf nodes of the tree correspond to conditional
tests over specific features from the input space X , such as xj ≤ α, where α is a certain
threshold, the branches represent the outcomes of these tests, while the leaves correspond
to target values from the output space Y. The labeling process, for a given input x, con-
sists in traversing the graph from the root node to a leaf node, following a path that is
dynamically determined by the tests performed over the features of x, that is, each node
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in the succession depends on the decision taken in the preceding node. Hence, the input
is labeled with the value stored in the leaf where the traversal ends up.
More formally, a tree model T ∶X → Y is a piecewise constant function that partitions the
feature space X into axis-aligned rectangular regions, each one associated with a certain
value in Y. With such a geometrical interpretation, the assignment procedure consists
in identifying the region of the partition where the input x falls, hence in returning the
corresponding value as the output T (x). Precisely, each edge of the tree corresponds to
a region of X , while the node receiving the edge represents a split of this region into two
subregions. An example of the assignment process of a decision tree, for a given input
instance, is illustrated in Figure 2.2.

x1 ≤ α

x2 ≤ β x4 ≤ γ

x1 ≤ δ

ye
s no

ye
s no

ye
s no

ye
s no

x1

x2

x
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=
αx2 = β

x
1
=
γ
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Input

Figure 2.2: On the left, a decision tree for a binary classification problem with two
features, x1 and x2, and two classes, red and green; on the right, the corresponding
partition of the 2-dimensional feature space. Traversing the tree to classify the input
point is equivalent to locating the region which the point belongs to.

Now, as for other machine learning models, the process of "growing" a tree, over a
given train set, can be formulated as an optimization problem, which consists in search-
ing for the tree model that minimizes the train error, defined according to a certain loss
function. It turns out, however, that solving such an optimization problem is compu-
tationally hard in several variants (see for example [HR76, HJLT96]). For this reason,
practical algorithms for training decision trees rather rely on heuristic techniques, such
as the greedy approach, where the tree is gradually grown by taking, at each node, lo-
cally optimal decisions. Clearly, such techniques are not able to guarantee the optimal
tree model for the learning problem, however, they have proved to work quite well in
practice.
Many different algorithms have been developed for efficiently growing decision trees,
both for regression and classification problems, such as ID3 [Qui86] and its extension
C4.5 from Quinlan [Qui93], CART from Breiman et al. [LBS84] and CHAID from Kass
[Kas80]. For a survey on the available techniques in decision tree learning, as well as for
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an overview of the historical developments in the field, we refer to [Loh14].

Decision trees are appreciated for their interpretability and flexibility: they are in-
tuitive, graphically visualizable and easy to explain, moreover, they can handle both
numerical and categorical data, hence they are suitable for both regression and classifi-
cation problems. On the other hand, however, they might suffer for non-robustness and
over-complexity: small modifications in the data might be reflected into large changes in
the tree, moreover, while growing, they might evolve into too elastic structures, which
are obviously prone to overfitting.
The generalization error can be reduced through the use of different mechanisms, such as
by adopting stopping criterions to prevent an excessive growth of the tree, or by pruning
it after its construction. In particular, one of the most efficient approaches to correct the
overfitting problem is a specific type of ensemble method, namely, random forest

2.3.2 Random Forest

A random forest is an ensemble of decision trees, whose outcomes are derived indepen-
dently of each other and then combined together into a single prediction. Precisely, the
output of the ensemble, for a given input, is obtained by averaging the predictions from
the individual trees (in regression), or by taking the majority vote (in classification).
The trees in the forest are grown by using a combination of two learning techniques:
bagging, short for bootstrap aggregation, and random feature selection. For a description
of these procedures we refer to [Ho95, Bre96, Bre01], while here we simply mention the
benefits provided by their use: the former allows to reduce the overall sensitivity of the
forest to noise in the training data, while the latter prevents the trees in the ensemble
from being highly correlated. Combined together, the two techniques correct the typical
habit of a single decision tree for overfitting.

To control the learning process of a random forest, the most important hyperparam-
eters are the number of trees in the bagging procedure, the number of features which
are randomly selected, and the maximum depth for the growth of each tree. Clearly,
their configuration strongly depends on the problem to solve and the size of the train
set. As for other learning algorithms, the optimal setting is usually found by means of
cross-validation.

2.4 Neural Network

An artificial neural network, or briefly neural network, is a model of computation loosely
inspired by the human brain. The study of these models, and in particular their use in
solving learning problems, delineates an entire subfield of machine learning, called Deep
Learning. The starting point of this research area dates back to 1943, when McCulloch
and Pitts published the first mathematical formulation of a biological neuron [MP43].
The first learning algorithm for this model, called Perceptron, was instead proposed in
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1958 by Rosenblatt [Ros58].
Different types of neural networks have been developed for different applications; in par-
ticular, the most common type, which is also the one used in this thesis, is the feedforward
neural network.

A feedforward neural network is defined as a tuple (G, σ,w, b), where G = (V,E)
is a directed acyclic graph (architecture), σ∶R → R is a nonlinear function (activation
function), w∶E → R is a function over the edges (weight function), and b∶V → R is
a function over the nodes (bias function). The graph, whose nodes are called neurons,
is structured as a sequence of layers L1, . . . , Ld, defining a partition of the node set,
V = ⊍dl=1Ll. In particular, L1 is called the input layer and contains as many neurons
as the dimension of the input space X , Ld is said the output layer and its size matches
the dimension of the output space Y, the internal layers are referred to as hidden layers
and consist of an arbitrary number of neurons; finally, the integer d is called the depth
of the network. Each edge (u, v) ∈ E is a connection between two neurons in two con-
secutive layers, that is, u ∈ Ll−1 and v ∈ Ll, for some l = 2 . . . , d. We assume that the
network is fully-connected, that is, each subgraph of the network, induced by any pair
of consecutive layers, is a complete bipartite graph. Note that, if desired, we can always
disconnect two neurons by fixing the weight on the corresponding edge to 0. An example
of the architecture of a feedforward neural network is provided in Figure 2.3.

Input

Hidden

Output

Figure 2.3: A feedforward neural network of depth 4, with 1 input layer of 3 neurons, 1
output layer of 2 neurons, and 2 hidden layers of 4 neurons each.

For a given instance x ∈ X , the assignment process works as follows. The instance
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is fed into the network from the initial layer, where the computational flow starts to
propagate in the forward direction. In particular, each layer receives a vector from the
previous layer, applies a certain transformation to it, and sends it to the next layer.
Hence, the process terminates when the flow reaches the last layer, which returns the
final vector as output. The fact that the information flows without feedbacks is reflected
in the property of the graph to be acyclic, and explains why these networks are referred
to as feedforward. To precisely define the computations executed during the process, we
adopt the following terminology:

• nl is the size of the l-th layer of the network, for l ∈ [d];

• v
l
i is the i-th neuron of the l-th layer, bli is the bias associated to vli, for l ∈ [d] and
i ∈ [nl];

• w
l
i,j is the weigth of the edge directed from v

l
j to v

l+1
i , for j ∈ [nl], i ∈ [nl+1] and

l = 1, . . . , d − 1.

Now, during the computational flow, each neuron vl+1
i receives a vector of values xl, sent

by the previous layer, and a vector of weights wli, carried out by the incoming edges, and
combines the two vectors into the following output:

x
l+1
i = σ

⎛
⎜
⎝

nl

∑
j=1

w
l
i,jx

l
j + b

l+1
i

⎞
⎟
⎠
.

Hence, the nl+1 outputs, produced by the neurons of the (l + 1)-th layer, are sent to
the next layer as components of the vector xl+1. In other words, a neuron is a vector-to-
scalar function and constitutes the basic computational unit of a neural network. It is, in
particular, a linear function, as described in Section 2.2. An example of artificial neuron
is illustrated in Figure 2.4. Overall, the process starts with the vector x0 received by the
first layer, corresponding to the input instance from the space X , and terminates with
the vector xd returned by the last layer, representing the output label from Y assigned
to x. Note that the input layer has no effects on its input, i.e., L(x0) = x1.

By combining together the action of all neurons in the same layer, we can interpret
each layer Ll+1 as a vecto-to-vector function Ll+1∶R

nl → Rnl+1 , defined as follows

x
l+1

= Ll+1(xl) = σ(W l
x
l
+ b

l+1),

where xl is the output of the l-th layer, bl+1
= (bl+1

i )i∈[nl+1] is the bias vector of the
(l + 1)-th layer, W l

= (wli,j)(i,j)∈[nl+1]×[nl] is the weight matrix between the two layers,
and σ is meant here has a vector function that works element-wise. Hence, with the
matrix notation adopted, we can write the neural network as a single function between
the input space X and the output space Y, obtained by sequentially combining the layers.
Precisely, for x ∈ X ,

NN(x) = (Ld ◦ Ld−1 ◦⋯L2 ◦ L1) (x) .
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Figure 2.4: An artificial neuron, the basic unit of a neural network.

In other words, a feedforward neural network consists of an alternating sequence of linear
transformations and activation functions. The latter, in particular, are responsible for
injecting nonlinearity into the network, hence they crucially contribute to the potential
of these models: without the action of the these functions, a neural network would simply
be a linear model. Many types of activation functions are available, such as the rectifying
linear unit (ReLU) and its variants, the tanh or the sigmoid ; for a survey on the differ-
ent activation functions, we refer to [Dat20]. Clearly, choosing an activation function,
suitable for the problem to solve, represents an important decision for the success of the
model.

Now, training a neural network is, conceptually, not different from training other types
of machine learning models, that is, we need to apply the learning paradigm described in
Section 2.1: define a model space, choose a loss function to compute the error, design an
optimization procedure to minimize this error over the data. Differently from other mod-
els, however, in deep learning algorithms, the error function is usually non-convex, due to
the nonlinearity of the model, and the solution space is extremely high-dimensional, due
to the complexity of the network. In other words, training a network is a hard problem;
hence, for these models, we usually renounce to optimality, and rather adopt heuristic
methods that simply drive the error to a very low value, by searching for a good, yet
suboptimal, solution.
One of the most popular class of optimizers for neural networks is represented by the
family of gradient descent algorithms, whose description, however, is out of the scope of
this thesis. A detailed explanation of the gradient descent is given in the textbook of
Goodfellow at al. [GBC16], while a very clear overview of the different types of algo-
rithms within this family is provided by Ruder [Rud17].

Important hyperparameters of a deep learning algorithms are the ones defining the
architecture of the network, namely, the number of hidden layers and the number of
hidden units for each layer. The values of these hyperparameters, as for other learning
models, are commonly set by means of cross-validation.
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For a comprehensive study of neural network models and deep learning algorithms, we
refer again to Goodfellow at al. [GBC16].



Chapter 3

A Machine Learning Strategy for
the Use of Local Cuts

In the first section of this chapter we describe and motivate the central challenge of this
thesis, that is, the development of an efficient strategy to decide whether to use local
cutting planes while solving a mixed-integer program. In particular, we observe how
naturally a machine learning approach suits the goal that we want to achieve. Hence,
in the second section, we survey the major developments provided to the young and
exciting field of research to which this thesis aims to contribute, namely, the integration
of machine learning and combinatorial optimization; in particular, we discuss the different
approaches, proposed since the beginning of this research area, to use the former in the
direction of the latter. Finally, in the third section, we provide a theoretical description of
the method that we adopt to leverage machine learning for solving the decision problem
mentioned above.

3.1 A Crucial Decision: Cut vs Not Cut

It is undoubted that the integration of cutting planes into the branch-and-bound main
framework, firstly suggested during the 80s [HCP83, VRW87], then formalized during
the 90s [PR91, BCC96, BCCN96], has represented a breakthrough in MIP computation
and played a central role in the move to the current generation of MIP solving systems.
The great impact that cutting planes have had on the evolution of MIP solvers emerges,
for example, from the experiment conducted by Achterberg and Bixby [AB08], where the
authors compared the MIP-solving performance of all Cplex versions from release 1.2,
the first with MIP capabilities, up to release 11, the newest at that time. Precisely, the
authors reported a speed-up of 22.3 from Cplex 6.0 to Cplex 6.5, the first release with
full cutting plane capability. In particular, the improvement of the software between
these two versions represents the biggest step forward in the version-to-version scale re-
ported in the paper, and was mostly provided by the introduction of cutting planes.

We have seen in Section 1.3.1 , however, that there are many possible ways to use
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cutting planes into the B&B framework, each one determined by a precise combination of
different algorithmic choices. Unsurprisingly, not all combinations give rise to a cutting
strategy that is really effective and efficient for the problem to solve. One of the first
decisions that need to be taken, while implementing the integration of cuts into the B&B,
is whether the cutting activity should be limited to the root node, or performed during
the whole search, that is, whether to apply only global cuts, or to use both global and
local ones (see Section 1.3.1).
In general, the impact that a cutting activity has on the running time of the solver
results in the sum of two opposite weights. On one side, adding cutting planes directly
improves the dual bound, hence, as a side effect, it provides a reduction of the number
of nodes to be processed; on the other side, the use of cuts requires a non-ignorable
computational effort, both for generating them and for re-solving the tightened problem
(see Section 1.3). Now, it is known that cutting planes are particularly powerful at
superficial levels, especially at the root node [AW13], while their effectiveness tends to
deteriorate together with the growth of the tree depth. This means that, while at the
beginning of the search the benefits provided by the use of cutting planes, for the great
majority of problems, outweigh the drawbacks, this trend progressively changes as the
search dives deeper, until a certain point from which it starts to reverse. This would
suggest, as a reasonable criterion, the one of choosing, for the given input instance, a
maximum depth level k, after which the cutting procedure should be stopped. There
is, however, another consideration that should be made: the use of local cuts, which are
valid, in general, only locally [Pad05], is incompatible with conflict analysis, a technique,
widely used in today MIP solvers, that consists in exploiting the information deduced
by the infeasibility of a subproblem, when this is encountered during the B&B search,
in order to produce a new constraint for the global problem [Ach07a, WBH21]. Indeed,
if the reason for the node’s infeasibility comprises some constraints that are valid only
locally, the constraint deduced by analyzing this node will be valid, in general, only
locally as well. In other words, the use of cuts at internal nodes prevents the use of
conflict analysis, and preferring the former routine over the latter is not always the most
convenient choice. For a more detailed discussion on the compatibility between these
two techniques, we refer to the paper of Berthold and Witzig [WB21]. Hence, this last
observation seems to reduce the more general question, asking for the optimal value of
k, to the more specific (binary) one, that is, whether to cut only at k = 0, or to keep
cutting even for k > 0; equivalently, whether local cuts, for the given input problem,
should be used or not: local-cut vs no-local-cut. Studying binary decision problems is, in
particular, a common trend in MIP research, as exemplified by [KLP17, BH21, BLZ18].

Now, up until the time of writing this thesis, no efficient criterion has been developed,
at least to the best of the author’s knowledge, to provide an answer to this question.
In 1997, Cordier et al. conducted a computational experiment to evaluate the relative
performance between the local-cut approach and the no-local-cut one [CMLW97]. Pre-
cisely, the authors run their solver, called bc-opt and based on the XPRESS-MP system
[Xpr], over the instances of the MIPLIB3.0 library [BCMS90] twice, once by disabling the
cutting procedure after the first branching, the other by keeping generating cuts every
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8 levels of the search tree. From the results reported in the paper, the authors drew
the following conclusion: even though there are few instances, among the ones labeled
as hard for the solver (i.e. the ones solved in more than 5 minutes), on which the local-
cut setting outperforms the no-local-cut one, for most of the instances, the no-local-cut
method is 10 to 20% faster than its competitor.
For more recent solvers, however, the scientific literature and the experience of the author
seem to contradict the conclusion provided in the paper just mentioned [CMLW97]. In-
deed, for more advanced solvers, which are clearly endowed with more complete cutting
plane techniques and, overall, with a more mature algorithmic framework, the local-cut
approach seems to dominate the no-local-cut one.
An example is provided by the experiment, conducted by Achterberg and Wunderling
in 2013 [AW13], to measure the impact of each class of cutting planes in CPLEX 12.5,
over a set of MIP instances coming from a mix of publicly available and commercial
sources. Precisely, the authors of the paper compared the default configuration of the
solver, consisting in the use of different classes of cutting planes both at the root node
and internally, against turning off each cutting plane separator individually and, finally,
against the cut-and-branch setting, which instead makes only use of global cuts. Among
the different conclusions drawn by the authors, the one, interesting for this thesis, is
that the performance of the solver, when local cuts are disabled, degrades by 23%, hence
declaring the local-cut setup, on average, more efficient than the other.
To give a more direct flavor of the relative performance between the local-cut and the
no-local-cut method, we present a study, conducted by the author of this paper, in which
the two approaches are compared on a test bed consisting of 6 permutations of each prob-
lem of the Benchmark Set from MIPLIB 2017 [GHG+21], for a total of 1155 instances 1.
Precisely, the experiment consists in running FICO Xpress 8.9 [Xpr], up to a time limit
of 7200s, on each instance of the set twice, once by cutting only at the root node, the
other by also using a local cutting procedure, as implemented in the default version of
the solver (note that, for this experiment, we use the same computational setup adopted
for the ones presented in Chapter 5, and it is described in detail in Section 5.1).
A first evaluation of the relative performance between the two competitors can be made
by partitioning the dataset into four parts, according to whether an instance is solved
or unsolved (within the time limit) by each of the two methods. Table 3.1 reports the
number of data points across the partition, where the rows refer to the local-cut approach
C, while the columns to the no-local-cut one NC.

As clearly shown by the table, the highest percentage of instances is given by the
ones that are either solved or unsolved by both methods, given that these two sets rep-
resent, together, 88% of the entire test set. Now, of the remaining instances, 4/5 could
be solved by C but not by NC, meaning that, by simply counting the number of solved
instances, local-cut is 4 times better than no-local-cut. As a second evaluation, we count
the number of instances on which one method is at least 10% faster than the other, hence
we exclude all those instances on which the two approaches are roughly equivalent. It

1The Benchmark Set comprises 240 problems; the 1400 instances in our original dataset, however,
are reduced to 1155 by a data cleaning process (see Section 5.1).
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C
NC

Solved Unsolved

Solved 747 107

Unsolved 28 273

Table 3.1: Number of instances according to whether they are solved by each of the two
methods.

turns out that C outperforms NC on 477 of these instances, representing 41.3% of the
entire dataset, while the opposite holds for 258 instances, constituting 22.3% of the same
set; on the remaining 36.4% of the test set, instead, the two methods perform similarly.
Finally, we compute the average running time (precisely the shifted geometric mean, de-
fined in (4.3)) of the two approaches over the entire dataset. It results that C can solve a
problem, on average, in 462 seconds, in contrast with 634 seconds of NC, meaning that
the former is 27% faster than the latter.
Hence, the results obtained by our study seem to confirm the conclusion drawn by Achter-
berg and Wunderling in the paper mentioned above [AW13]. In other words, if we had to
decide, between the two methods, which one to use in FICO Xpress by default, then we
would definitely choose the local-cut one. The interesting observation, however, is that
the instances that could be solved within the time limit only by NC, as well as the ones
on which NC is faster than C, represent a relevant percentage of the dataset. That is, if
we had an efficient strategy to detect whether the input problem is one of those problems
on which NC works better than C, hence to solve this problem by using the no-local-cut
method instead of the other, then we could solve 2.4% of instances more within the time
limit, and decrease the average running time, over the considered dataset, to 410 seconds,
hence improving the performance of the solver by 11%.

In conclusion, the entire discussion provided above leads to the following question:
given a MIP instance P , should we use local cuts while solving P?
Developing an efficient strategy to make this choice represents the central challenge of
this thesis. This is, in particular, where machine learning comes into play: given that, as
far as the author knows, a deep mathematical comprehension of this decision problem is
still missing, machine learning looks like a natural candidate to fill this gap of knowledge,
hence to take such a choice in a principled and structured way.

3.2 Machine Learning for Combinatorial Optimization

Machine Learning (ML) and Mathematical Optimization (MO) have had a long and fruit-
ful relationship. On one side, indeed, MO has always lied at the heart of ML and strongly
contributed to its success: optimization techniques are employed in ML not only in the
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training process, which is formulated, in most of the cases, as an optimization problem
(see Chapter 2), but also in many other phases of the entire learning cycle, such as data
preprocessing [TGH11], hyperparameter tuning [BB12] or architecture design in deep
learning [FJ18]. A survey of common optimization techniques from a machine learning
perspective can be found in [GGNS21, SCZZ20]. On the other side, the interplay between
the two disciplines has been fertile, especially in recent years, also in the other direction,
with ML tools being used in different MO applications [DHS11, MK11, CdAMJ17]. The
Combinatorial Optimization (CO) community, in particular, has witnessed, during the
last decade, a rapid growth of interest in the use of learning techniques to improve and
complement the existing algorithms. This innovative and prolific area of research is com-
monly referred to as Machine Learning for Combinatorial Optimization, and represents
the domain to which this thesis aims to belong and to contribute.

The general idea behind this line of research consists in employing ML tools to en-
hance, or replace, all those hand-crafted heuristics on which state-of-the-art algorithms
heavily rely to make crucial decisions. In particular, in this context, two reasons essen-
tially motivate the efforts for integrating ML routines into optimization frameworks. One
case is when the available solving strategies for the decision problem are effective, but
inefficient, that is, they provide acceptable solutions but require a prohibitive computa-
tional cost. ML, in this case, can help in replacing the heavy computations with a fast
approximation. The other case is when the problem is still missing a rigorous character-
ization, that is, no mathematical knowledge of the problem is available yet. ML, in this
second case, can be exploited to produce valid policies for driving the decision process.
Now, in their paper from 2021, "Machine Learning for Combinatorial Optimization: a
Methodological Tour d’Horizon" [BLP21], Bengio, Lodi and Prouvost identify three gen-
eral paradigms to integrate ML into CO algorithms.
The first of them consists in completely bypassing the entire optimization algorithm
(Figure 3.1). Precisely, the idea is to learn an ML model directly from the instance
space to the solution space, this is why this approach is referred to as End-to-End Learn-
ing. Notable contributions, all employing deep learning techniques, have been given
to this class of methods in the context of stochastic optimization [LLB+21], semidefi-
nite programming [BLBMT18] and, especially, the Traveling Salesperson Problem (TSP)
[VFJ17, BPL+17, ER18, NVBB18, KvHW19]. In mixed-integer programming, in partic-
ular, a remarkable advancement in the use of the End-to-End Learning has been provided
recently in [NBG+20], where the authors use this paradigm to develop an ML solver ca-
pable of handling not only specific classes of MIPs, but a more diverse range of real-world
problems, such as the ones contained in MIPLIB2017 [GHG+21] and the ones coming
from several Google’s internal datasets.

A more involving integration of ML into CO frameworks consists in the so-called
Learning Properties, where the ML model is used to select, before starting the actual
solve of the input problem, a suitable configuration of the solving process, hence improv-
ing the CO algorithm rather than replacing it (Figure 3.2). The execution of complex
optimization algorithms, indeed, is controlled by a (usually very large) set of parameters
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Input ML Output

Figure 3.1: The ML model completely replaces the CO algorithm.

(the ones called hyperparameters in ML), whose setup needs to be chosen carefully ac-
cording to the given problem, being it crucially responsible for the success of the solve.
For many of these parameters, however, the dependencies between the space of possi-
ble values that they can take and the space of MIP problems are not clear yet. ML,
in this context, looks like a natural candidate to fill this gap of knowledge, that is, to
detect patterns within the instance space and discover new policies to provide a better
parametrization of the solver. For example, in mixed-integer programming, ML ca be
used to estimate, beforehand, whether a Dantzig-Wolf decomposition, for a linear pro-
gram, would be able to make the solver faster [KLP17], to predict which scaling method,
again for the linear case, is the most reliable one [BH21], as well as to decide, for a
quadratic program, if the linearization procedure would be convenient [BLZ18]. Other
applications of this paradigm comprises the automatic generation of a metaheuristic in
Bipartite Boolean Quadratic Programming [KPP17], or the automatic configuration of
the search for the best algorithm in Genetic Programming [MLIDLS14]. We observe that,
in the Learning Properties paradigm, the information that the ML agent uses to take its
decision is not limited to the "static" features of the problem, such as its combinatorial
structure, but might comprise also some "dynamic" features, that is, statistics provided
by the solver itself while running on the problem, for example the decomposition statistics
used in [KLP17], or the LP information in [BLZ18].

Input ML Decision CO Output

Figure 3.2: The ML model provides a valuable piece of information to the CO algorithm.

Finally, the third paradigm to combine ML and CO can be referred to as Learning
Repeated Decisions, and consists in a full integration of the learned model into the opti-
mization framework (Figure 3.3). Precisely, in this case, the high-level optimization algo-
rithm, while running, repeatedly queries the same ML subroutine to make the same type
of decision. The ML model, in other words, is embedded into the optimization framework
to assist it along the entire process. The repetitive interaction between ML and CO makes
this paradigm particularly suitable for solving all those decision problems that usually
recur during the execution of CO algorithms, such as variable selection [LZ17, GGK+20],
cut selection [TAF20b, HWL+21], or heuristic selection [Hen18, HMW19]. The input
received by the ML agent, in this case, consists of some description of the algorithm
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state, which might also include the definition of the problem.

Input State

CO

Decision

ML

Output

CO
+
ML

Figure 3.3: The ML model assists the CO algorithm along the entire process.

Now, the Learning Properties paradigm, among the three described above, looks like
the most natural candidate for the goal that we aim to achieve in this thesis, that is,
developing an efficient policy to decide whether to use local cuts while solving mixed
integer programs. The idea, indeed, is to learn the mathematical relationship between
the space of MIP instances and the space of possible answers to our question, i.e., local-
cut or no-local-cut, in the hope of remedying the lack of comprehension that, to the best
of the author’s knowledge, the CO community is still suffering around this question. In
the following section, in particular, we provide a theoretical explanation of our solution
to the problem, while in the next chapter we describe the adopted methodology in detail.
To conclude this section, we clarify that the three paradigms described here represent
only general methodologies to make ML and CO work together, and they are neither
meant to be exhaustive nor disjoint, but just a natural way to look at the literature.

3.3 Learning to Use Local Cuts

The central challenge of this thesis, as discussed in Section 3.1, is to develop a policy to
decide whether, for each input MIP problem, local cuts should be used or not, hence to
employ this policy within the solving process to speed up the running time of the solver.
The software at the basis of our research and methodology is the state-of-the-art solver
FICO Xpress [Xpr].
The approach that we use to achieve our goal consists in considering generic optimiza-
tion problems as data points, hence in using machine learning techniques to inquire the
relevant distribution of problems to use for learning on our binary classification task.
In particular, a MIP instance is represented by a n-dimensional vector of features, each
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one describing a particular property, or characteristic, of the problem. The domain of
possible answers to our question is S = {C,NC}, with C and NC representing, as in
Section 3.1, the local-cut method and the no-local-cut one, respectively. Our ultimate
goal is to produce a binary classifier M ∶Rn → S that, hopefully, is able to predict, for
each given problem, whether C is faster than NC or vice versa, hence to use this clas-
sifier as a subroutine of the solver. In other words, we are, evidently, in the context of
the Learning Properties paradigm (Figure 3.2), that is, we want to use an ML agent to
configure, before the actual solve, the parameter that allows to activate or deactivate the
local cutting procedure.
In particular, the ML subroutine is inserted into the workflow of the solver after the pre-
solving process and the global cutting loop, but before the first branching, as illustrated
by the flowchart in Figure 3.4. Our decision, indeed, does not need to be taken right at
the beginning of the solve, but can wait until the moment in which the search leaves the
root node and starts to explore the tree internally. This allows us to use, for our choice,
not only the problem itself, such as its combinatorial structure, but also the information
produced by the solver during all the process preceding the first branching.

Input
Presolving

&
Global Cuts

ML

Decision:
Local Cuts?

Branch
&

Bound

Branch
&

Cut

Output

No

Yes

Root Node

Figure 3.4: The ML agent is responsible for deciding, at the end of the root node, whether
the cut generator should be deactivated or not.

Hence, right before leaving the root node, the ML agent looks at the state of the
problem and makes its prediction, according to which the parameter for the local cut-
ting procedure is configured. Precisely, if the model predicts that C will be faster than
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NC, the solve proceeds with the branch-and-cut scheme, while in the other case, the
solve continues with the branch-and-bound one. We clarify, however, that we are only
interested in deciding whether cutting planes should be used locally or not, hence in
impacting the behavior of the solve only for this specific aspect. We rely instead on the
default configuration of Xpress for all other decisions required by the solve, hence for
the implementation of the usual subroutines that take part in the solving process, such
as presolving techniques, primal heuristics, conflict analysis, the global cutting loop as
well as the local cutting procedure, when C is chosen to be the solving method. In other
words, both the methods NC and C consist in the default run of Xpress, they only differ
from each other in the fact that, in the former, cutting planes are deactivated before the
first branching, while in the latter, the cut generator is kept activated also at internal
nodes. Precisely, all the parameters that control the local cutting procedure executed in
the C method, such as the maximum tree depth at which the cutting activity is stopped,
the types of cuts that are generated, the frequency at which cuts are added during the
search and, in general, the aggressiveness of the cutting routine (see Section 1.3.1), are
left, again, in their default configuration.

In a supervised learning framework, we train and test 3 ML models, a Linear Model
(LM), a Random Forest (RF) and a Neural Network (NN), each one providing a different
policy for our decision. The rigorous formulation of the learning problem, as well as the
methodology adopted in our approach, are described, in detail, in the following chapter.
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Chapter 4

Methodological Approach

In this chapter, we provide a detailed description of the methodological approach that
we adopt to answer the question stated in Chapter 3. In particular, we subdivide our
approach into 4 steps. In the first two phases, we design the features and define the
labels, hence we frame our decision problem as a supervised learning task (see Chapter
2). In the following two steps, instead, we describe the process that we run to construct a
suitable dataset for our ML application, hence we explain how, on this set, we develop and
evaluate our solution to the problem. The proposed methodology can be implemented
for any MIP solver S (assuming that it supports both the C and the NC configuration)
and any problem set P ⊆ P, where P denotes the space of all MIP problems. Note
that, although in this thesis we make use of different solvers and problem sets, most of
our computational study is developed by using the Benchmark Set from MIPLIB 2017
[GHG+21], denoted as Miplib17, and FICO Xpress 8.9, denoted as Xpr8.9, hence we
consider this setting as our default one.

4.1 Feature Design

Features, in machine learning, are independent variables providing a representation of
the input instance that is fed into the ML model. In other words, they constitute the
information which the model looks at to make its prediction (see Section 2.1).

The objects that we need to represent, in our case, are mixed-integer programs. To
this aim, for the given solver S, we describe a problem p ∈ P, both in its mathematical
formulation and in its computational behavior, by means of 32 features x1, . . . , x32, that
should condense the relevant pieces of information leading to an algorithmic discrimina-
tion between C and NC. The resulting feature space is denoted by FS ⊆ R32, and the
feature vector of p by xpS ∈ FS.
A comprehensive description of our feature space FS, together with the definition of each
individual feature, is provided in Table 4.1, where we adopt the following notation. Given
a MIP problem p ∈ P, we denote by m the number of its rows and by n the number of its
columns, hence by A ∈ Rm×n, b ∈ Rm and c ∈ Rn its constraint matrix, right-hand side
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vector and objective vector, respectively. Moreover, we denote by A′ the set of absolute
values of the non-zero entries of the matrix A, and similarly for the vectors b and c.
Precisely,

A
′
= {∣Ai,j∣ s.t. Ai,j ≠ 0}(i,j)∈[m]×[n],

b
′
= {∣bi∣ s.t. bi ≠ 0}i∈[m],

c
′
= {∣cj∣ s.t. cj ≠ 0}j∈[n].

The number of remaining rows and columns after the presolving process, instead, are
denoted by m̃ and ñ, respectively. Finally, we consider the following objective values at
the root node: the objective value at the initial relaxation (Initial Bound), at the end of
the cutting loop (Dual Bound) and at the incumbent (Primal Bound), if already avail-
able, and we indicate them as α, β, and γ, respectively. In particular, to better describe
FS, we define a double categorization of the features adopted. Firstly, we classify each of
them as either Static or Dynamic: the former represent the problem in its mathematical
formulation and combinatorial structure, hence they are completely solver-independent,
the latter, instead, describe the computational properties of the problem, hence they are
clearly solver-dependent. Moreover, we divide the static features into 4 groups, corre-
sponding to different components of the problem formulation, such as Basic, Variables,
Constraints and Numerics. More precisely, the first group provides some basic statistics
about the problem, such as the size and the sparsity of its matrix, as well as the pres-
ence of eventual symmetries. The second and third group, instead, describe the variable
composition and the constraint composition of the problem, respectively, hence provide
a representation of its combinatorial structure. For the definition of each constraint class
listed in Table 4.1, we refer to the MIPLIB 2017 website [Mip]. Finally, the last group
of static features describes the order of magnitude of the problem data in the constraint
matrix, right-hand side vector and objective vector. The dynamic features, instead, are
split into 2 groups, corresponding to the different stages of the problem solve, that is,
Preprocessing and Global_Cuts, in which the solve is not yet affected by our decision.
Precisely, the former group describes the effect of the presolver on the problem, by pro-
viding some basic information about the presolved matrix, while the latter quantifies the
impact of the global cutting loop, by measuring the gaps at the root node among the
different objective values, as well as the gap closure, a commonly used metric to evaluate
the effectiveness of cutting planes.

To conclude this section, we observe that all features defined in Table 4.1 are contin-
uous variables, except the one that describes the symmetries of the problem, x23, which
is instead a binary variable. Moreover, we clarify that, for our learning experiments,
we might not use the precise feature values as they are defined in Table 4.1, since we
might need to rescale and normalize them across the particular dataset adopted. This is
a common practice and a necessary step in every machine learning application, generally
performed during the data preprocessing phase. A description of the transformations
that we use to preprocess our data is provided in Section 5.1.
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4.2 Label Definition

Labels, in supervised machine learning, are the target values that the ML model, by
looking at the features of the input problems, tries to predict. They provide, during the
training phase, the pieces of information necessary to supervise the learning model, hence
to correct its behavior and to drive it towards an acceptable performance (see Chapter 2).

In our case, the labels should communicate to the learner which one of the two
methods, between C and NC, is the more efficient one, for all MIP instances in our
dataset. Now, even though our final model should work as a binary classifier, we actually
train it as a regressor, hence we design our output space as a continuous set, rather than
a binary one.
For a MIP problem p ∈ P and a MIP solver S, there are different pieces of information
that we could use to quantify the performance of S in solving p with the two configurations
C and NC, such as the number of tree nodes explored or the peak amount of memory
consumed, the time to optimality or the primal-dual integral [Ber13]. However, through
our model, we are mostly interested in improving the solver in terms of running time; this
is why, in defining the labels that supervise the training process, we take into account
solely the time to optimality, while we use the other measurements in the testing phase,
in order to compare the produced models in terms of different metrics, hence to evaluate
them more exhaustively. Precisely, we define the labels as follows.

Definition 4.1. Given a solver S and a problem p ∈ P, let Timeφ(p) be the running
time of S while solving p with configuration φ ∈ {C,NC}.
We define the label of p, and we denote it by ypS, as the speedup factor between TimeC(p)
and TimeNC(p), rescaled by means of the logarithmic function log2. Precisely,

y
p
S = Speedup(p) = log2 (

TimeC(p) + 1

TimeNC(p) + 1
) ∈ R.

Note that the runtimes of the two methods are both augmented by 1, to mitigate the impact
of very small numbers, as well as to prevent the division by zero. We observe that the
speedup is negative when C is faster than NC, that is, when TC < TNC, it is positive
otherwise; when the speedup is 0 (or close to 0), then the two methods are equivalent (or
roughly equivalent).

Figure 4.1 depicts the distribution of the speedup factors, for our default solver Xpr8.9
1, over our default problem set Miplib17∗ (that will be defined in Section 4.3). The two-
color gradient scale, used to fill the histogram, reflects the continuous speedup values
over the instances of our dataset, with the nuances of red and blue indicating C and NC,
respectively. In other words, the colors of the bins varies continuously, from left to right,
between plain red, representing those instances where C is substantially better than NC,
to plain blue, corresponding to the opposite situation. Around 0, instead, the bins are

1Each solve is executed up to a time limit T = 7200s, within the computational environment described
in Section 5.1
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filled with the tone of green that derives from the interpolation between the C- and the
NC-color, hence indicating that, on those instances, the competition between the two
methods results in a tie.
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Figure 4.1: distribution of the speedup factors over Miplib17∗, computed with Xpr8.9
and colored continuously according to the speedup value.

Figure 4.2, instead, displays the runtime of C and NC plotted against each other. In
other words, the points of the scatter plot correspond to the pairs (TimeC(ps),TimeNC(ps)),
obtained by running Xpr8.9 1 over each instance ps ∈ Miplib17∗ (that will be defined
in Section 4.3). Again, the color of the points reflects the relative performance of the
two methods, hence it varies continuously, from the upper-left corner of the plot to the
lower-right one, between plain red, representing those instances on which C and NC reach
their minimum and maximum runtime, respectively, and plain blue, corresponding to the
opposite situation. Along the diagonal y = x, instead, the color of the points results from
the interpolation of the two colors at the extremes, indicating that, on these points, the
two methods perform similarly.

Now, with the features designed in Section 4.1, and the labels defined in this section,
we can formulate our decision problem as a regression problem, where the task is to
produce, for a solver S, a model

MS∶FS⟶ R, (4.1)

that for each input vector xpS approximates the speedup factor ypS between the two runs,
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Figure 4.2: instance-by-instance comparison between the runtimes of the two methods
overMiplib17∗, computed with Xpr8.9 and colored continuously according to the speedup
value.

C and NC, of the solver S over p ∈ P, that is,

M(xpS) ≈ y
p
S.

In conclusion of this section, we observe that, in preliminary phases of our study,
we also considered different ML formulations for our decision problem, other than the
one described here. In particular, we substituted the speedup factor of the running time
with the speedup factor of the primal-dual integral, as well as we learned the classes C
and NC directly, hence switching from a regression framework to a classification one. In
particular, the results obtained from the latter approach turned out to be particularly
relevant, this is why we decided to report them in Section 5.4. However, the best results
could be observed by using the labels and the problem formulation illustrated in this
section; this is why, in this thesis, we consider this methodology as the default one.

4.3 Data Collection

Data represents the foundation of machine learning and the primary resource consumed
by any learning algorithm. This is why data collection, i.e., the process of gathering
meaningful information for the learning goals, represents a building block of any ML ap-
plication. In what follows, we illustrate the procedure that we use to gather the raw data,
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on which applying our methodology and conducting our computational experiments.

Precisely, for the given solver S and problem set P, the procedure of gathering such
data can be described as follows. Firstly, we apply 6 random permutations to the el-
ements of P, each one associated to a seed s = 0, . . . , 5 (with 0 corresponding to the
identity permutation), in order to enlarge and diversify our ground set of problems. We
denote the expanded set by P∗, and each of its elements by ps, which we refer to as an
instance of our problem set, where p ∈ P and s = 0, . . . , 5. Note that the 6 instances pro-
duced from p, p0, . . . , p5, although mathematically equivalent, can have a very different
computational behavior, as shown in [LT14]. Then, from each instance ps, we extract all
necessary data that we need to conduct our research. In particular, we start by collect-
ing, from ps, the solver-independent information that we use to describe the formulation
of the problem and its mathematical properties, necessary for computing the static fea-
tures. Then, we run the solver S over ps twice, once with the local-cut configuration
C, the other with the no-local-cut one NC. From these runs, in particular, we retain
the relevant data, this time solver-dependent, that we use to describe the computational
behavior of the problem at the root node, where the solve is not yet influenced by our
choice, necessary for the dynamic features, as well as to describe the amount of resources
consumed by each of the two approaches C and NC, that we need for computing the
labels and evaluating the learners .

Now, from the collected raw information, we compute the features and the labels for
each instance ps in our test bed P∗, as described in Sections 4.1 and 4.2, respectively,
hence we construct the set of features-label observations:

D (S,P) = {(xpsS , y
ps
S ) ∶ ps ∈ P∗} ⊆ FS× R,

that we use as the ground dataset for the development of our data-driven approach. Note
that, to simplify the notation, in the remaining of this chapter we refer to the dataset
D (S,P) simply as D, and to the individual instances (xpsS , y

ps
S ) simply as (xps , xps).

4.3.1 Data Split

As usual in machine learning, we do not use the entire dataset D for the training process,
but from it, we detach a subset of data that we use, in the testing phase, to evaluate
the generalization capabilities of the learned models (see Chapter 2). In our case, in
designing a valid split criterion for D, we take into account the particular structure of
our ground problem set P∗. In particular, we use the permuted problems of P (seeds
s = 1, . . . , 5) for the train set, while for the test set we use the original ones (seed s = 0).
Precisely, let

P∗train = {ps ∈ P∗ ∶ s = 1, . . . , 5} and P∗test = {ps ∈ P∗ ∶ s = 0}

be the set of train instances and test instances, respectively. Then, we define

Dtrain = {(xps , yps) ∶ ps ∈ P∗train} and Dtest = {(xps , yps) ∶ ps ∈ P∗test},
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as our train set and test set, corresponding to roughly 83% and 17% of the dataset D,
respectively. Figure 4.3 represents, again, the scatter plot of the pairs of runtimes of the
two competitors, computed with Xpr8.9 2 over Miplib17∗; this time, however, the points
are colored by membership: in yellow the instances in Dtest, in green the ones in Dtrain.
We observe that, in preliminary experiments, we considered also different criteria for
splitting our dataset; among the others, however, we found out that the data split de-
scribed here is the one that guarantees the best results.
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Figure 4.3: an instance-by-instance comparison between the runtimes of the two methods
over Miplib17∗, computed with Xpr8.9 and colored categorically according to the set
membership.

4.4 Training & Testing

Model training is the core step of any machine learning application, and corresponds to
the phase in which the actual model is built up from the available data. Model testing,
instead, is the stage that immediately follows the training, and consists in evaluating the
learned model on previously unknown data, in order to assess its generalization abilities,
hence to check if it is ready to perform the desired task.

2 Each solve is executed up to a time limit T = 7200s, within the computational environment described
in Section 5.1
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The model that we want to build is the predictor defined in (4.1). To this aim, we
consider 3 machine learning models, a linear model (LM), a random forest (RF) and a
neural network (NN), hence we train and test them over our dataset D as follows.

4.4.1 Training Methods

We perform the training of our models in the R programming language [R C13], where
we encode our train set into an R data frame, with rows given by the entries of the set,
while columns corresponding to the feature and label variables x1, . . . , x32, y. Within the
R environment, in particular, we call this set train.set, and we specify the role of the
variables, in the learning process, by defining a formula f through the following line of
code:

f← y ∼ x1+ . . . +x32.

Hence, we train our models as follows.

Linear Model: to train LM, we use the function train, provided by the add-on package
caret [Kuh20], called with the parameter method set to "lm". Precisely, we perform the
training by running the following code snippet:

LM← train(f, data = train.set, method = "lm").

Random Forest: similarly, we train RF by means of the caret function train, this time
by setting the parameter method to "rf". In this case, however, we also run a model
validation process, in order to select a suitable number of decision trees to employ within
the ensemble (see Section 2.3.2). Precisely, to tune this model’s hyperparameter, we use
the trainControl tool, again provided by caret, with method set to "cv" and number
to 5, in order to perform, over the train set, a 5-fold cross-validation with randomly
generated folds (see Section 2.1.3). In other words, we learn RF by executing the following
code snippet:

train.control← trainControl(method = "cv", number = 5)

RF← train(f, data = train.set, method = "rf",

trControl = train.control).

The code above produces a random forest with 500 decision trees, which is the value
selected by the model validation process for this hyperparameter.
Neural Network: for training NN, instead, we use the neuralnet function from the
add-on package neuralnet [FGW19]. In particular, we train a neural network with a
single hidden layer and 10 hidden units (see 2.4), and as stopping criteria for its training
process, we set the function parameters stepmax to 1e7 and threshold to 0.2, where
stepmax represents the maximum number of iterations of the learning algorithm, while
threshold provides a threshold for the partial derivatives of the error function. Precisely,
we train NN by running the following code:

NN← neuralnet(f, data = train.set, hidden = c(10),

stepmax = 1e7, threshold = 0.2).
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4.4.2 Testing Methods

Once that our models are trained from the data, they are ready to be tested, so that
their quality can be evaluated. Now, from a machine learning perspective, one way
to assess the performance of a learner, over a given observation (x, y), is to measure
the squared error between the observed label y and the predicted label M(x), that is,
(M(x)− y)2. The performance of the model can be then averaged over a certain test set
T by computing the Mean Squared Error (MSE ), in order to test the model on multiple
instances, hence to obtain a more robust evaluation of its quality.

Definition 4.2. Given a ML model M and a test set of observations T , we define the
Mean Squared Error of M over T as

MSE(M) = 1

∣T ∣ ∑
(x,y)∈T

(M(x) − y)2
.

From an optimization point of view, however, we are mostly interested in quantifying
the effectiveness of our model when this is deployed in practical MIP solving. This is
why, in the testing phase, other than considering the standard ML metrics, we also,
and especially, rely on those metrics that are commonly used to evaluate optimization
algorithms, such as the running time (Time) and the primal-dual integral (PDI ) [Ber13],
the peak memory usage (Memory) and the number of explored nodes (Nodes), In order
to capture the quality of the learner from the solver perspective, however, we firstly need
to involve it, as a heuristic, in the solving process. To this aim, we need to convert
the trained regressor, which predicts the relative performance between C and NC, into
a binary classifier, in order to make it able to directly discriminate between the two
methods. Hence, we fix a threshold τ ∈ R for the predicted speedup factor, and we
use it as a switch between the two methods. Precisely, given a problem p ∈ P, the
method for solving p is chosen, according to the predicted speedup factor M(xp), as
follows: if M(xp) ≤ τ , we solve p with the local-cut configuration C, otherwise, we use
the no-local-cut one NC, where xp is the feature vector representing p (Figure 4.4).

x M

C

NC

M(x) ≤ τ

M(x) > τ

Figure 4.4: The decision process for the feature vector x.

Now, let Prφ(p) be the performance of the solver while running over the problem p
with strategy φ ∈ {C,NC}, where Pr is any of the optimization metrics mentioned above,
i.e., Pr ∈ {Time,PDI ,Memory ,Nodes}. Then, the performance of the ML strategy M
over the problem p is

PrM(p) = {PrC(p), if M(xp) ≤ τ
PrNC(p), if M(xp) > τ,
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where xp is the feature vector representing p, while τ is the threshold chosen for discrim-
inating the two methods.
When the model is evaluated in terms of optimization metrics, we average its performance
over multiple instances by using the Shifted Geometric Mean (Shm).

Definition 4.3. Given a strategy φ, a test set of MIP problems T ⊂ P and a performance
metric Pr ∈ {Time,PDI ,Nodes,Memory}, we define the Shifted Geometric Mean of φ
over T , with metric Pr, as

ShmPr(φ) =
⎛
⎜
⎝
∏
p∈T

(Prφ(p) + S)
⎞
⎟
⎠

1
∣T ∣

− S,

while S is a hyperparameter called shift, whose value is set according to the chosen metric
Pr.

Within the optimization community, in particular, the Shm is a widely used evalu-
ation method to assess the performance of any optimization solver over a collection of
problems. The reason that motivates the use of the Shm consists in its insensitivity to
both very large and very small outliers, which turns out to be particularly advantageous
when averaging widely spread-out values, as the performance measurements of an opti-
mization solver over a given test set usually are.

We conclude this section by observing that all the metrics defined above will be used,
in various places, while reporting the results of our computational experiments. However,
since the central goal of this thesis is to improve the running time of the solver, we will
evaluate our strategies mostly in terms of running time over the individual instances, and
in terms of shifted geometric mean of the running times over multiple instances. Hence,
we consider this evaluation method as our default one.
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Chapter 5

Computational Experiments

In this chapter, we present the most significant experiments conducted during our com-
putational study. In particular, in Section 5.1, we specify the computational environment
in which we run our data collection process (see Section 4.3), hence we describe the pre-
processing steps that we execute to obtain a suitable dataset for our experiments. Then,
we start the presentation of our study by discussing, in Section 5.2, the quality of the
learned models in terms of several heterogeneous metrics, both from a machine learning
and from an optimization perspective, hence we illustrate a first, general and compre-
hensive evaluation of our approach. In Section 5.3, instead, we focus on the runtime of
the solver, by providing a closer assessment of the impact that our decision has on the
solving process. In Section 5.4, we describe and evaluate the most significant one among
the alternative methodologies that we attempted, during the preliminary phases of our
research, to formulate and solve our decision problem, namely, classification. In partic-
ular, we show of the superiority of the regression formulation over the classification one,
hence we justify our choice of using the former as our default approach. In Section 5.5,
instead, we describe our feature selection process, in which we investigate the predicting
power of our features with respect to the output variable. Finally, in Section 5.6, we test
the robustness of our method with respect to the underlying solver, that is, we repeat
the evaluation of our heuristic solution by using different releases of the FICO Xpress
software.

5.1 Computational Setup & Data Preprocessing

In Section 4.3, we show how to generate, for a given MIP solver S and MIP problem set
P, a dataset D (S,P) of features-label observations (xpsS , y

ps
S ), with ps ∈ P∗, while in

Section 4.4, we describe how to apply, on this set, our training and testing methods for
the development and the evaluation of our heuristics.
In particular, for the offline computational study presented in this chapter, we use two
datasets, D (Xpr8.9,Miplib17) and D (Xpr8.11,Miplib17), constructed from the Bench-
mark Set from MIPLIB 2017 [GHG+21], denoted as Miplib17, using two different releases
of FICO Xpress: our default one Xpress 8.9, denoted as Xpr8.9, and the more recent
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one Xpress 8.11, denoted as Xpr8.11. During the data collection process, in particular,
each run is executed, for both solvers, on a 2x Intel E5-2640 v4 CPU @ 2.4Ghz with 20
cores, equipped with 32 GB RAM and running a Red Hat Linux 9 as operating system,
and with a fixed time limit of two hours, T = 7200s, after that the run is stopped and
the best solution found so far is returned.
Now, before splitting the two sets as described in Section 4.3.1, hence conducting the
experiments presented in this chapter, we perform a data preprocessing phase, in order
to prepare the two datasets for our computational study. Precisely, our data preprocess
consists of the following steps.

Sanity Check. First of all, we check the correctness and consistency of our data,
hence we generate, for each of the two datasets, two different versions, according to
the two different criteria adopted for designing the features in the groups Variables and
Constraints (see Table 4.1). Precisely, in one case, we compute these features by using, in
terms of comparable statistics, an inclusive criterion: each binary variable is also counted
as an integer one, i.e. Binaries ≤ Integers, any set partitioning constraint is also
counted as a cardinality one, i.e. SetPartitioning_Const ≤ Cardinality_Const, any
set packing constraint is also counted as a binary packing one, i.e. SetPacking_Const ≤
BinaryPacking_Const, and so on and so forth. Vice versa, in the other case we use a
disjunctive criterion, which instead produces an exclusive relation between comparable
classes of statistics. The experiments presented in this chapter are conducted on the
inclusive version of our datasets; note that, however, the obtained results are nearly
invariant under switches between the two versions, that is, the same conclusions can be
drawn if our experiments are conducted by using the other version.
Data Cleaning. In the second phase of our preprocess, we execute a data cleaning
procedure, during which we filter out all the observations that do not provide relevant
information to our study. Precisely, from each of the two datasets, we exclude the record
(xpsS , y

ps
S ) of ps ∈ Miplib17∗ if:

• the solver S, in at least one of the two configurations, C or NC, runs out of memory
while solving ps;

• the solver S, regardless of the two configurations, C and NC, solves ps already at
the root node, before entering the search tree;

• the optimal objective value of the first relaxation of ps, due to numerical inaccuracy,
differs between the two runs of S, C and NC.

Feature Scaling. In Section 4.1, we describe the 32 features used to represent each
MIP problem. Before starting our learning experiments, however, we need to re-scale,
for each solver S, some of these features, in order to normalize, across each of the two
datasets, the magnitudes and ranges of values of all independent variables, hence to
make sure that none of them intrinsically dominates over the others. This is a common
practice in machine learning and, in our case, it is particularly necessary for the success
of the training algorithms of the linear model and the neural network. Precisely, for each
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feature

f ∈ {Rows, Columns, PresolRows, PresolColumns,
Coefficient_Oom, RightHandSide_Oom, Objective_Oom},

and for each instance ps ∈ Miplib17∗, we replace fpsS , in the feature vector xpsS , with the
transformed value

Transform(fpsS ) =
f
ps
S −minFS

maxFS−minF S
,

where FS = {f qtS ∣ qt ∈ Miplib17∗}. Note that, in this way, we have all features ranging
within the interval [0, 1], except the feature Symmetries, which is instead a binary one
(see Table 4.1).

Now, Xpr8.9 is the only solver that we use for the first 4 experiments of this chap-
ter (Sections 5.2 to 5.5), while Xpr8.9 and Xpr8.11 are used, together, only in the last
experiment (Section 5.6), in which we compare the quality of our approach between the
two solvers. Consequently, we denote as D the dataset on which we conduct the first 4
experiments, and as D8.9 and D8.11 the datasets on which we conduct the last experi-
ment. More precisely, D consists of the preprocessed observations of D (Xpr8.9,Miplib17)
corresponding to the instances that survived solely the data cleaning process of Xpr8.9,
while D8.9 and D8.11 consist of the preprocessed observations of D (Xpr8.9,Miplib17)
and D (Xpr8.11,Miplib17), respectively, that survived the data cleaning processes of
both Xpr8.9 and Xpr8.11. In this experiment indeed, in order to obtain correct and
non-misleading results, we need to make sure that the ground set of instances is con-
sistent between the two datasets. Precisely, the instances in the test bed of D and the
ones in the test bed of both D8.9 and D8.11 are listed in Table A.1 and Table A.2 in the
appendix, respectively.

To conclude this section, we list few further details to complete the introduction of
the computational study presented in this chapter:

• in order to mitigate the impact of the randomness affecting the algorithms that
we use for training RF and NN (the training process of LM is deterministic) and
to produce more accurate results, we repeat each of the experiments presented in
this chapter for 10 random seeds, hence we aggregate the results over the different
repetitions;

• as competitors against the learned models, we consider the following two strategies:
Always_Cut, which chooses the method C for all input problems, and Never_Cut,
which, conversely, always chooses the method NC. Moreover, we also take into
account the best possible strategy, denoted by Oracle and corresponding to the
one that always selects the optimal method between C and NC, hence representing
the best that we can achieve.
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5.2 Baseline Evaluation

In this section we present some baseline learning experiments, designed to provide a gen-
eral and extensive evaluation of our approach. More precisely, we train our three models,
LM, RF and NN, on the train set Dtrain, hence we evaluate them, by means of different
evaluation methods, on both the test set Dtest, to obtain an unbiased estimation of their
generalization capabilities, and on the train set Dtrain, to check any occurrence of over-
fitting.

First of all, we assess the quality of our approach from a machine learning perspective,
hence we evaluate the learned models in terms of a commonly used "machine learning
metric", namely, the mean squared error (MSE ) (Definition 4.2). The results of this
evaluation are displayed in the bar plot in Figure 5.1.
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Figure 5.1: the mean squared error of our learners, computed over both the train set
Dtrain and the test set Dtest.

A first consideration that we can make is that, among the three models, RF is clearly
the most performant one, being it better than NN and LM by roughly 7% and 67% on the
train set, and by roughly 27% and 53% on the test set, respectively. Moreover, in all
models, we can observe a performance degradation from Dtrain to Dtest. As we know,
however, this is a typical and expected ML phenomenon, and depends on the fact that
the instances in Dtest are completely unknown to the learners, unlike the ones in Dtrain

which, instead, have already been seen during the training phase. More precisely, the
gap between the train and test error is more evident in the random forest and, especially,
in the neural network, for which it can be interpreted as an indication for overfitting.
In the linear model, conversely, the rise in the prediction error, from Dtrain to Dtest, is
almost irrelevant; we note however that, for this model, the MSE is particularly high,
in comparison with the other two models, on both evaluation sets, meaning that, rather
than overfitting, LM is clearly underfitting the training data, that is, the linear model is
neither able to fit the test set nor the train set.
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Now, as discussed in Section 4.4.2, other than measuring the average error that our
models make when predicting the speedup factor, we are particularly interested in assess-
ing their efficiency when they are directly employed in practical MIP solving, that is, in
quantifying the contribution that they provide to the average performance of the solver.
To this aim, we now test the learned strategies in terms of some common "optimization
metrics", such as the running time (in seconds, up to T = 7200s) and the primal-dual
integral [Ber13], the number of branch-and-bound nodes and the peak memory usage (in
kilobytes), namely, Time, PDI, Nodes and Memory, respectively. In Table 5.1 we re-
port the results achieved by our models, our competitors and the best possible strategy,
for each metric and on each set. Precisely, in the cases of Time and PDI, we compute
the Shm with shift set at 10 over the entire train and test set; in the cases of Nodes
and Memory, instead, we compute the Shm with shift set at 1000, and only over those
instances that are solved within the time limit by all competing strategies, in order to
avoid incorrect and misleading results 1. Finally, in the last two columns of the table,
we report the improvement provided by the best of our models to the performance of
the solver (Imp), in comparison with the better of the two competitors, as well as the
reduction provided by this model to the performance gap between this competitor and
the perfect oracle (Gap). For each row, in particular, the numerical results, shown for
the improvement and for the gap reduction, are highlighted in green or red, according
to whether the better between our competitors, in red, is beated by the best among our
strategies, in green.

By looking at Table 5.1, we can immediately observe that Always_Cut, between our
two competitors, is certainly the more performant one, being it, on both sets, better than
the other by roughly 27% in Time and 15% in PDI, and by almost 47% in Nodes and
7% in Memory, hence confirming the results obtained with CPLEX 12.5 by Achterberg
and Wunderling ([AW13]), as well as the ones obtained with Xpress 8.9 by the author
of this thesis, both discussed in Section 3.1 and both leading to the same conclusion: at
least for modern solvers, the local-cut method C, on average, dominates the no-local-cut
one NC. In other words, if Always_Cut and Never_Cut were the only available strategies
to take the C/NC decision, then we would definitely choose the former. However, by
looking at the results scored by our models, and in particular at the ones achieved by RF
and NN, we can immediately realize that a better choice is actually possible.

In terms of Time, when compared against Always_Cut, the random forest provides a
speedup of roughly 8.5% on the train set and of 3.3% on the test set, hence reducing the
gap, between the runtime of our main competitor and the best achievable one, by 3/4 and
1/3 on the two sets, respectively. A similar behavior can be observed in NN, although this
model is slightly less performant than RF. In contrast, LM can not provide a significant
contribution to the running time of the solver; it shows, indeed, results very similar to

1Let nA and nB, with nB < nA, be the number of nodes explored by solvers A and B while running
over a certain problem P , respectively. Now, suppose that, on this problem, A could achieve optimality
while B ran out of time; then, in this case, comparing the two solvers over P , in terms of Nodes, would
be misleading, since B would be declared the winner, even though A, over P , actually performed better.
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Set Metric LM RF NN Always_Cut Never_Cut Oracle Imp (%) Gap (%)

Time 464.51 427.91 433.38 467.92 642.56 414.75 -8.55 -75.25

PDI 84.67 79.50 80.87 84.39 99.62 76.21 -5.79 -59.78

Nodes 23150 22363 23148 22694 43554 20363 -1.46 -14.2

∼
T
ra
in

Se
t
∼

Memory 1131764 1103129 1092546 1152738 1246085 1008815 -5.22 -41.82

Time 442.42 420.09 420.83 434.61 593.21 384.72 -3.34 -29.10

PDI 81.44 78.13 78.72 79.26 93.66 72.03 -1.43 -15.63

Nodes 20685 21243 21303 19903 37813 17920 +3.93 +39.44

∼
T
es
t
Se

t
∼

Memory 1081879 1037462 1057593 1086532 1157677 943191 -4.52 -34.23

Table 5.1: the performance of the competing strategies, measured in terms of different
optimization metrics and aggregated by means of the Shm over both sets, together with
the contribution provided to the solver by our models.

the Always_Cut’s ones, meaning that this model is not really able to distinguish those
instances on which the NC approach might work better than the other, but rather it is
very prone to select C in the majority of cases.
Similar considerations can be made by looking at the PDI, even though, in this case, the
contribution provided to the solver is less significant than the one observed in Time.
In contrast, the results obtained in terms of Nodes seem to contradict the ones observed
in the two metrics previously discussed. Indeed, with an improvement of less than 1.5%
and a gap reduction of less 15%, the Nodes performance of our solver is, on Dtrain, al-
most unaffected by the use of our models, while it is even weakened by them on Dtest,
where we can observe a 4% degradation and a 40% gap increment in the average node
consumption. This tendency, however, is explainable by the following fact: the use of
cutting planes, as discussed in Section 3.1, has the main advantage of improving the dual
bound, hence to increase the chances of pruning, consequently to reduce the number of
explored nodes. This is why, when measured in terms of Nodes, the Always_Cut strat-
egy, which always chooses, by definition, the local-cut approach C, tends to dominate
its competitors. Moreover, this explains also why, in terms of Nodes, the weakest of our
models, LM, is very close to the other two on the train set, while it is even better than
them on the test set. As already mentioned, indeed, the linear model tends to imitate
Always_Cut, hence, as a consequence, it shows a more competitive performance when
evaluated in terms of Nodes.
Nevertheless, the degradation in the average Nodes performance of the solver, caused
by the introduction of our models, is not reflected in the average amount of memory
consumed during the solve. If we compare the competing strategies in terms of Memory,
indeed, we can confirm the trend that emerged for Time and PDI, that is, the learned
policies evidently contribute to the quality of the solver, with RF, in particular, providing
an improvement of around 5% and a gap reduction of more than 1/3 on both sets.



5.2. Baseline Evaluation 63

A last, yet very interesting consideration, can be made by looking at the change in the
performance of the learned models from the train set to the test set. Indeed, we can
clearly observe that, if our strategies are tested directly in the context of practical MIP
solving, they score better results on Dtest rather than on Dtrain, in evident contrast to
what shown by the MSE evaluation and, more in general, to what is the typical ten-
dency in machine learning. The contradiction here, however, is only apparent, and can
be resolved by the following argumentation: our solver tends to lose performance from
Dtest to Dtrain, given that, according to the adopted split criterion (Section 4.3.1), the
former only contains the original instances of our dataset D (seed 0), while the latter
consists of the remaining randomly permuted ones (seeds 1 to 5). In short, Dtest is easier
to solve, if compared with Dtrain. This behavior, in particular, mainly depends on two
reasons: the use, in Xpress, of structure-detection algorithms that assume a "natural"
input sequence of the problem, and the increase, during the solving procedure, in the
number of cache-misses when the problem is permuted. In other words, the observed
phenomenon does not have any machine learning nature, but rather an optimization
and, more in general, computational one. This is confirmed by the results scored by our
competitors and by the best possible strategy. As we can see, indeed, the advance in
the solver performance, from Dtrain to Dtest, can be observed also in Always_Cut and
Never_Cut, as well as in Oracle, even though these strategies are not machine-learned,
but rather human-designed. If we ignore the absolute performances, and we look only
at the improvement and the gap reduction, we can again recognize the usual, expected
behavior of any machine learning application. Indeed, the contribution provided to the
solver evidently decreases from Dtrain to Dtest, that is, our models tend to lose efficiency
on previously unobserved instances.

Now, to provide a more detailed prospect of the contribution given by our approach,
we compare the most competitive among our models, RF, against our main competitor,
Always_Cut, on the entire dataset D and on different brackets of this set, as well as on
the subset of the affected instances. Precisely, for two given solvers, a bracket of a set of
problems is defined as follows.

Definition 5.1. Given two solvers A and B, a set of problems T and a fixed time limit
T , the bracket [t1, t2] is defined as the subset of T consisting of the instances satisfying
the followings:

• they are solved (within the time limit T ) by either A or B;

• the runtime of the slower between the two solvers is, on them, between t1 and t2.

for t1 ≤ t2 ≤ T .

Usually, the right-hand side of each bracket is fixed at the time limit, i.e., t2 = T ,
while the left-hand one is increased progressively, so to define a hierarchy of subsets
of T of increasing difficulty. In our case, we consider the brackets of our dataset D
obtained by fixing t2 at our time limit 7200, hence by assigning to t1 the following
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values: 0, 1, 10, 100, 1000, 2000. The subset of the affected instances, instead, consists
of the ones that are solved by at least one of the two competitors, and for which these
competitors make opposite choices, i.e., the ones on which RF decides to not cut. In other
words, these are the instances on which the behavior of the solver, working with the C
configuration by default (Always_Cut), is directly modified by the use of the learned
heuristic (RF).
On each of the considered sets, we compute, for both RF and Always_Cut, the number
of solved instances and the Shm of the running times, hence the improvement provided
to the solver by the former, when compared against the latter. The results of this
comparison are reported in Table 5.2, where "All" and "Affected" denote the entire D
and the subset of affected instances, respectively. Note that "Affected" is, by definition, a
subset of [0, 7200], and that the difference between "All" and [0, 7200] is that the former
includes all the available instances, while the latter includes only those instances which
are solved by at least one of the two strategies. In particular, the number of instances
that, out of the entire D, are solved (within the time limit) by both RF and Always_Cut,
by none of them, and by one of them but not the other, are 852, 281, 22, respectively;
these numbers, of course, sum up to 1155 = ∣D∣ (see Table A.1).

RF Always_Cut

Bracket Instances Solved Time Solved Time Imp. (%)

All 1155 872 426.59 854 462.16 -7.70

[0, 7200] 874 872 167.22 854 186.55 -10.36

[1, 7200] 865 863 172.53 845 192.65 -10.44

[10, 7200] 753 751 257.15 733 290.20 -11.39

[100, 7200] 470 468 750.73 450 874.37 -14.14

[1000, 7200] 226 224 2198.42 206 2703.86 -18.69

[2000, 7200] 150 148 2893.07 130 3805.64 -23.98

Affected 310 308 132.45 290 180.63 -26.67

Table 5.2: comparison between RF and Always_Cut , on different brackets of D.

As we can see from Table 5.2, RF is able to solve 18 instances more than Always_Cut.
Moreover, on the entire dataset D, RF provides to the average runtime of the solver a
7.7% speedup, which, however, increases to more than 10% on the instances that are
solved by at least one of the two competitors ([0, 7200]), showing that the number ob-
tained on the whole D is dampened by the fact that almost 25% of the instances of this
set can not be solved, within the time limit, by any of the two strategies. The percentage
of improvement keeps increasing together with the hardness of the evaluation set, until
reaching an encouraging value of 24% on the most difficult among our problems. Finally,
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by restricting the test bed of the comparison to the affected instances, that is, the ones
for which RF chooses NC rather than C, hence the ones on which we are, in effect, modify-
ing the solver’s behavior, we can observe a very promising improvement of more than 26%.

Conclusions

The results shown in this section suggest the following encouraging conclusions. While
the linear model is not really able to discriminate, instance by instance, between the two
methods C and NC, evidently due to the fact that our decision problem is too complex to
be solved by a linear regression, the neural network, and in particular the random forest,
prove to be valid policies for the algorithmic decision that we want to take. The random
forest, in particular in terms of running time, is effectively able to provide significant
benefits to the average performance of FICO Xpress, especially over those instances
that are particularly hard for the solver.

5.3 Evaluation With Different Thresholds

This section is meant to provide a closer and visual assessment of the impact that our
learned solution has on the performance of the solver, in particular on its average running
time, whose speedup represents, as we know, the primary objective of our research. Pre-
cisely, the experiment that we propose consists in manipulating a crucial hyperparameter
of our decision process, namely, the threshold used to mark the separation between the
two choices, local-cut and no-local-cut, hence in observing the changes in the performance
of the solver, in order to realize how influential our decision is able to be.

As described in Chapter 4, the method selection problem has been modeled as a
regression problem, where the ML models predict the speedup factors between the run-
times of the two methods C and NC, instead of predicting directly one of them. Hence,
to take the final choice, we fix a threshold for the predicted speedup, representing the
switch between the two methods. In other words, this threshold is what we use to turn
the regression into a classification.
Precisely, given a feature vector x, the modelM predicts the speedup factorM(x), which
is then compared with the threshold τ ; hence, according to this comparison, the final
choice for x is taken (see Figure 4.4).
The value of τ indicates how much we are inclined to discriminate one method in favor
of the other. By definition (see 4.1), the speedup factor is negative when C is faster than
NC, positive otherwise; if it is zero, or near zero, then the two methods are equivalent,
or roughly equivalent. Hence, the tuned value for the threshold is τ = 0; by untuning it,
instead, we introduce some skew in our decision.
By observing the change in the performance of the learned strategies, produced by mov-
ing the threshold towards the negatives or the positives, we can evaluate the impact of
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our decision on the efficiency of the solver.

In this experiment, we run Algorithm 4 twice for each of our three models, LM, RF
and NN. In particular, the models are trained on the train set Dtrain and evaluated, in the
terms of runtime, on the entire dataset D. Finally, the array chosen for the thresholds is

V = [i/10, for integer i ∈ [−40, 40]],

that is, the sequence of values between −4 and 4 with a step of 0.1. Note that, although
the speedup factors over D span across a much larger range, the interval [−4, 4] contains
more than 90% of them.

Algorithm 4: Evaluation With Different Thresholds
Input: ML model M ,

array of threshold values V ,
sets Dtrain, D

Output: array S ∶ S[i] = (Shm of M over D with threshold V [i])
Initialization: TC ← [runtime of C over x, for x ∈ D],

TNC ← [runtime of NC over x, for x ∈ D],
P, S ← [ ], [ ]

1. Train M on Dtrain [Training ]

2. For x ∈ D: P [x]← predicted speedup M(x) [Predicting ]

3. For i← 1 to len(V ) [Threshold Tuning ]

3.1. TM ← [ ]
3.2. For x ∈ D [Classification]

If P [x] ≤ V [i]: TM[x]← TC[x]
Else: TM[x]← TNC[x]

3.3. S[i]← Shm over TM [Evaluation]

4. Return S

Figure 5.2 shows the results of the experiment. The y-axis represents the output
S (Shm of Time), while the x-axis refers to the input V (threshold). The continuous
curves are the Shm of the learned strategies; precisely, the three tones of green, from the
darkest to the lightest, refer to RF, NN and LM, respectively. The dashed lines in the three
shades of blue, again from the darkest to the lightest, are instead the perfect Oracle and
our two competitors, Always_Cut and Never_Cut .

We can immediately observe how the Shm of our models converge to Never_Cut,
on the left, and to Always_Cut, on the right. As already mentioned, by moving the
threshold to the negatives, we bias the decision towards the method NC. For example, if
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the threshold is fixed at τ = −2, then we choose NC not only when the predicted speedup
is larger than 0, but also when it falls between −2 and 0, even though, in this case, we
should have chosen C. The smaller the value of τ , the more prone we are to choose NC,
that is, we tend to imitate the behavior of Never_Cut, and this explains why the curves
convergence to this strategy on the negative side. A similar argument holds for the other
side, where the curves converge to Always_Cut.
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Figure 5.2: threshold tuning over D

It is by looking at the behavior of the curves around zero, however, that we can grasp
how influential our decision can be on the performance of FICO Xpress.
In particular, the linear model remains quite close to Always_Cut, hence confirming
the trend observed in Section 5.2, that is, LM is not really able to distinguish the C
instances from the NC one, but it can simply recognize that the former works better in
the majority of cases, hence it is prone to always chose this one. The other two curves,
instead, reach their minimal values below the line of Always_Cut, showing that RF and
NN are effectively able to contribute to the solver and to reduce the gap between the best
of our competitors and the best that we can achieve. More precisely, RF provides a 7.7%
speedup and a 67.6% gap reduction to the runtime of the solver.

Conclusions

The bar plot displayed above suggests the following encouraging conclusion: if we had
to choose between always cutting and never cutting, then we would certainly choose the
former, being it evidently the better of the two solutions; an even better one, however, is
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to decide, instance by instance, whether to cut or not by means of our learned policies,
that is, to let the neural network and, especially, the random forest make their choices,
since they have shown, on the considered dataset, to be definitely able to speedup the
running time of the solver.

5.4 Classification Experiments

During the preliminary phase of our project, we implemented and tested different ap-
proaches for the algorithmic decision that we want to take. In particular, among the
various alternatives that we considered, the problem formulation described in Chapter
4 proved to be the most successful one, this is why, in the end, we adopted this as our
default methodology. Not every one of the rejected approaches, however, could be as-
serted as completely ineffective, with few of them being indeed able to achieve acceptable
results. In this section, we describe one of these alternative methodologies that we be-
lieve to be particularly worth discussing, i.e., the classification approach, hence we test
and compare it against the regression one, whose evaluation is illustrated in Section 5.2,
in order to show the superiority of our default methodology, hence to motivate our choice.

Undoubtedly, the most natural way to approach our problem is to formulate it as
a classification learning task, given that, as described in Section 3.1, the problem itself
consists, precisely, in taking a binary algorithmic decision. Indeed, instead of learning
to predict the speedup factor between the runtimes of the local-cut and the no-local-cut
method, then converting the learned regressor into a binary classifier by means of our a
threshold t, that works as a switch between the two methods, we could learn to directly
predict one of the two classes, C and NC.
Precisely, for this experiment, we substitute, in each observation of our default dataset
D, the speedup factor defined in (4.1) with either one of the two classes −1 and 1, with
the former representing C while the latter NC, according to which of the two methods
is the faster one on the corresponding problem. More formally, we define the class of a
given problem p as

c
p
S = {−1 if TimeC(p) ≤ TimeNC(p),

1 otherwise.

Then, on Dtrain, we train again the three machine learning models, linear model (LM),
random forest (RF) and neural network (NN), this time, however, in their classification
version. Precisely, in the R programming language, we perform the trainings of LM and
RF by means of the train function provided by the caret package [Kuh20], with method
"lda" ("linear discriminant analysis") and "rf", respectively, while for NN, we use the
neuralnet function provided by the neuralnet package [FGW19], similarly to what
described in Section 4.4.1.
As evaluation method, we compute the performance of a learned classifier M over a



5.4. Classification Experiments 69

problem p, in terms of runtime, as

TimeM(p) = {TimeC(p) if M(xpS) = −1,

T imeNC(p) if M(xpS) = 1,

where xpS is the feature vector representing p. Finally, we aggregate the results, obtained
over a set of multiple instances, by using the shifted geometric mean (Shm), with shift
set at 10. As explained in Section 5.1, in this experiment we have S= Xpr8.9.

In Table 5.3 we report, on both Dtrain and Dtest, the results achieved by the three
classifiers and the ones, already discussed in Section 5.2, scored by the three regressors
and their main competitor, as well as by the best possible strategy. Moreover, to compare
the classification approach against the regression one on both sets, we highlight, in green,
both the numerical result corresponding to the best among the six learned strategies, i.e.,
the three regressors and the three classifiers, and the improvement and the gap reduction,
reported in the last two columns, provided by this model.

Set Version LM RF NN Always_Cut Oracle Imp (%) Gap (%)

Regression 464.51 427.91 433.38
467.92 414.75

-8.55 -75.25

∼
T
ra

in
Se

t
∼

Classification 462.22 435.00 439.61 -7.04 -61.91

Regression 442.42 420.09 420.83 -3.34 -29.10

∼
T
es

t
Se

t
∼

Classification 428.23 432.54 431.81

434.61 384.72

-1.47 -12.79

Table 5.3: comparison between regressors and classifiers, in terms of the Shm of the
runtime over D.

As clearly shown by the table, the classification approach is able to guarantee positive
results, and to represent an acceptable solution method for our decision problem. The
three classifiers, indeed, are all able to perform better than their competitor on both sets
and to guarantee some improvement to the average runtime of the solver. It is evident,
however, that the classification approach is not able to compete with the regression one.
The random forest and the neural network clearly suffer from the alternative formula-
tion of our problem. Similarly to each other, indeed, they lose performance by roughly
1.5% on the train set, while on the test set, the percentage of performance deterioration
rises to the disappointing value of 3%. The only one, among the learned models, that
seems to benefit from the classification formulation is the linear model, with the linear
classifier showing, in comparison with its regression counterpart, stronger generalization
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capabilities. This observation, however, is not really significant, since the linear model
shows an unsatisfactory performance already in regression.
By comparing the six learners, i.e., the three regressors and the three classifiers, among
each other, we can realize that, on both sets, the random forest regressor is clearly the
best of them, immediately followed by the neural network regressor. These two regres-
sors represent, indeed, the most competitive and promising heuristics produced by our
approach, and provide evidence of the superiority of the regression method over the clas-
sification regressor.

Now, two main argumentations explain why the regression approach actually outper-
forms the classification one, even though the latter should be, intuitively, more suitable
for the decision problem that we want to solve, given the nature of the problem itself.
First of all, since the central goal of our study is to speed up the solving process of
Xpress, we are evaluating our approach in terms of runtime, that is, we are comparing
the three regressors and the three classifiers, against each other, in terms of a regression
metric, for which the regressors naturally tend to work better. If we repeat the compar-
ison by using, this time, any classification metric, we can clearly observe the opposite
trend. This is confirmed by Figure 5.3, where we report the performance of our mod-
els, over the entire dataset D, in terms of accuracy, defined as the number of correctly
classified instances over the total number of instances.
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Figure 5.3: when compared in terms of a classification metric (over the entire dataset
D), each classification model outperforms its regression counterpart.

Secondly, the quality of our models mostly depends on how they behave on those
instances on which the performances of the two methods significantly diverge from each
other, rather than on the ones on which the two methods perform similarly, i.e, the bor-
derline instances. That is, a wrong prediction on an instance with a high speedup factor
impacts the performance of our model much more negatively than a wrong prediction on
a borderline instance. Now, the regression training, unlike the classification one, is driven
especially by the relevant cases, rather than by the ignorable ones, that is, the regressors
focus their learning power on those cases on which a good performance is decisive. This



5.5. Feature Selection 71

was confirmed by a minor experiment that we conducted in our study (not reported in
this thesis), in which we performed a misclassification analysis of our models, both in re-
gression and classification. From the results of the experiment, we could observe that the
regressors tend to fail especially on those instances with a speedup very close to 0, while
for the latter we could observe exactly the opposite situation. This is why the regression
models, in terms of runtime, tend to outperform their classification counterparts.

Conclusions

The classification methodology proves to be a valid solution approach for our decision
problem, being it able to produce competitive models that can improve, or at least not
damage, the average performance of the solver. This approach, however, is evidently not
able to outperform the regression one, given that, among the six learned strategies, the
most competitive ones remain the regression version of the random forest and the neural
network. This, in particular, motivates our preference for the regression formulation over
the classification one, hence justifies our choice of selecting the former as our default
methodology.

Now, as a consequence of the results observed from the first three experiments pre-
sented in this chapter, we can definitely conclude, at the end of this section, that the
linear model can not really provide any contribution to the solver, being our decision
problem, evidently, too complex to be solved by a linear approach. The neural network,
instead, represents a valid solution to the problem, being it able to produce valid policies
that can effectively contribute to the improvement of the solver. Despite the capabilities
demonstrated by this model, however, it is undoubted that the random forest is, espe-
cially in regression, the most competitive one among the three learners, as shown by all
evaluations presented so far.
To simplify the discussion, in the remaining of this chapter we will focus solely on the
random forest, unless explicitly mentioned otherwise.

5.5 Feature Selection

Feature selection is the process of identifying and selecting, among the originally consid-
ered features, the most relevant and consistent ones for the variable(s) to predict. The
feature selection procedure represents a fundamental building block of modern machine
learning workflows, and it is motivated by several reasons, such as:

• simplifying the adopted model and improving its interpretability, other than de-
creasing the training time;

• reducing overfitting, hence enhancing the generalization capabilities of the learner;

• preventing the curse of dimensionality [Bel61];
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• reducing the computational cost of the feature extraction process for future real-
world deployments of the produced model;

• more in general, refining the overall understanding of the problem, by recognizing
those pieces of information which the response variable(s) especially depends on.

For us, the last two of the motivations listed above are particularly relevant, that is,
by including a feature selection step into the development pipeline of our ML solution,
we aim at a both practical and theoretical goal. On one side, indeed, we want to re-
duce the number of attributes used to describe our input instances, in order to relieve
the computational effort necessary to extract them, given that the ultimate goal of the
present work is to integrate the final predictive tool into the FICO Xpress solver, where
the extraction process needs to be executed online, i.e., during the actual MIP solve. On
the other side, we want to achieve a stronger comprehension of our problem, as well as
of the relations among the pieces of information that we have available.

In the experiment proposed in this section, we develop a method to measure, from the
model’s perspective, how explanatory each input variable is for the output one. Then,
we re-train the model several times, each time by using a reduced number of features,
selected among the most important ones, hence we re-evaluate the model and we observe
how its performance reacts to the feature reduction, in order to understand how hardly
our feature set can be reduced, hence to check whether the feature extraction process, in
the deployment of our solution, can effectively be simplified.
In particular, after training our random forest on the train set Dtrain by using the orig-
inal set of features, we perform a feature ranking process in which we assign a score to
each predictor, in order to measure how informative this is for the decision to take or,
more briefly, to quantify its predictive power. Precisely, the relevance of an attribute is
measured as the mean decrease in impurity [Lou15], that is, in terms of the depths in the
trees of the ensemble where the attribute is used for the node splits, with the rationale
that the more superficially an attribute is used in a decision-tree, the larger the number
of samples that it affects, hence the more influential it is for the decision to take. More
specifically, we perform the ranking procedure by means of the varImp function provided
by the caret package [Kuh20], hence we obtain a scoring of our features consisting of
non-negative scalar values that sum up to 1. The results of the feature ranking procedure,
for our model RF, are displayed in the bar plot in Figure 5.4, where the 32 attributes are
listed, top-to-bottom, in decreasing order of importance.

From the bar plot, it seems that our random forest, in taking its decision, is par-
ticularly influenced by the basic information on the matrix of the problem, as well as
its computational behavior, rather than its combinatorial structure. Among the first
positions in our feature ranking, indeed, we find the features describing the size and the
sparsity of the matrix, Rows, Columns and NonZeros, the size of its presolved matrix,
hence the activity of the presolver, PresolRows and PresolColumns, as well as the gaps
between the different objective values at the end of the root node, hence the impact of
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Figure 5.4: importance of our features from the RF perspective.

the global cutting loop, PrimalInitial_Gap, PrimalDual_Gap, DualInitial_Gap and
Gap_Closure. The dynamic information about the problem, in particular, clearly domi-
nates the static one, that is, the discrimination between the two methods heavily depends
on the behavior of the underlying solver on the problem, rather than on the structure of
the problem itself.

Now, in the second part of this experiment, we repeat the training/testing process
of our model several times, each time by using only the n most important features,
for n = 32, 28, 24, 20, 16, 12, 8, 4, selected according to the feature importance ranking
displayed in Figure 5.4. In other words, we recursively reduce our feature set by 12.5%,
hence we observe the impact of the reduction on the quality of our model. Figure 5.5
depicts how the performance of the random forest, measured in terms of the Shm of the
runtime over our dataset D, changes after each iteration of our feature reduction process.

As clearly shown by the plot, the RF performance slightly improves after the reduction
of the features. Precisely, the minimum Shm value is reached by the model trained on
the 8 most important features; this model, in particular, is roughly 1% faster than the
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Figure 5.5: The change in the performance of the random forest over D during our feature
reduction process.

one trained on the original feature set. This shows that our random forest is able to
preserve its quality even when it is forced to learn over a significantly reduced amount
of information. This, in particular, allows for an effective simplification of our problem
formulation, as well as for a substantial mitigation of the feature extraction process, that
needs to be executed online once that the model is deployed for practical MIP solving.

Conclusions

From the experiment presented in this section, we can draw the following conclusions.
On one side, our model seems to react very well to our feature reduction process, hence
allowing for a substantial decrease in the amount of information necessary for an effective
discrimination between the two methods, which turns out to be particularly convenient
in the deployment stage. On the other side, however, in order to correctly make our
choice, the computational behavior of the problem can not be ignored, that is, the de-
cision that we are investigating seems to significantly depend on the particular solver in
use. A question that naturally arises, at this point, is whether the model, trained for
one solver, can be transferred and adapted to different solvers, without losing its com-
petitive performance. This question represents one of the motivations for the experiment
presented in the following section, in which we will investigate how the quality of our
approach changes from one solver to another.
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5.6 Evaluation With Different Solver Releases

The methodological approach described in Chapter 4, hence the solution provided to
the decision problem defined in Chapter 3, have been implemented, basically, for FICO
Xpress 8.9 (Xpr8.9 ), representing our main technological support. With the research
project formalized in this thesis, however, we have the higher ambition of developing, for
the mentioned problem, a powerful and more general solving tool that, independently of
the particular version of Xpress in use, can be permanently integrated into the solver
framework in order to contribute to its improvement. A question that arises naturally,
in these terms, is whether the encouraging results, achieved by our approach for Xpress
8.9, can be confirmed also for other, especially more recent, releases of the same software.
This question, in particular, is further motivated by the results obtained from the feature
selection experiment discussed in Section 5.5, where we observe that our predictive model
RF significantly depends on those features representing the behavior of the solver on the
input instance. More precisely, with the experiment presented in this section, we aim at
answering the following questions.

• Can our approach be entirely re-implemented for another solver version, without
altering the quality shown for our default version?

• How does the efficacy of our solution, implemented for a certain solver release,
change when it is transferred to a different release, that is, when the underlying
solver undergoes a significant change between the training and testing phase of our
model?

In order to answer these questions, we consider two versions of Xpress, namely,
Xpr8.9, our default release, and Xpr8.11, the second most recent one at the time of
writing this thesis. In particular, we train our random forest once on D8.9

train and once on
D8.11
train, hence we evaluate each of the two produced strategies on both D8.9 and D8.11,

where D8.9 and D8.11 are, as described in Section 5.1, the datasets collected by running,
on our ground problem set, the two solvers Xpr8.9 and Xpr8.11, respectively.
In other words, the experiment consists in training/evaluating our random forest, once
by keeping the solver unchanged, and once, instead, by switching it between the two
phases. More precisely, by training and testing our model with the same solver, we
aim at discovering whether our solution can be entirely re-implemented in a different
solver release, without observing any loss in its quality, hence at answering the first
of the two questions listed above. By changing the solver between the training and
the testing phase, instead, the goal is to find out whether the trained heuristic can be
eventually transferred, without negative consequences, from one solver release to another
or, equivalently, to test its robustness with respect to the solver, hence to answer the
second question. The results of the experiment are reported in Table 5.4.

As shown by the upper side of the table, our approach proves to be a valid one even
for other versions of Xpress. The random forest, indeed, is able to guarantee, to the
more recent release of the software, the same positive contribution that provides to the
older one. The same considerations, however, can not be made when the predictive tool is
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Train/Test RF Always_Cut Oracle Imp (%) Gap (%)

8.9/8.9 399.45 435.39 384.45 -8.26 -70.56

8.11/8.11 375.74 407.87 364.05 -7.88 -73.32

8.9/8.11 401.05 407.87 364.05 -1.67 -15.58

8.11/8.9 427.00 435.39 384.45 -1.93 -16.48

Table 5.4: The performance of the random forest when it is trained and tested by using
the same solver, as well as when it is transferred from one solver to another.

transferred from one solver to another, that is, when it is designed for one solver version,
but then employed for a different one. As shown by the lower side of the table, indeed,
when trained for Xpress 8.9 but tested for Xpress 8.11, as well as in the opposite
situation, the improvement and gap reduction provided to the solver by our random
forest roughly deteriorate from 8% to 1.5%, and from 70% to 15%, respectively.
One possible explanation of the observed phenomenon is that the decision that we want
to take simply can not disregard the solver in use. In particular, this is consistent with
the results observed in Section 5.5, that is, the information about the mathematical
formulation of the input problem is not enough to effectively discriminate between the
two methods C and NC. In other words, the decision that we want to take heavily
depends on the underlying solver, hence the model loses performance when this solver is
substituted with a different one. A second interpretation is that the optimistic results
reported in the upper side of the table are slightly heightened by the occurrence of
overfitting; in this side indeed, unlike in the lower one, the model is evaluated on a
relevant percentage of instances that have already been seen during its training. Despite
this quality deterioration, however, we observe that the learned heuristic is still able to
improve the solver upon the existing strategies.

Conclusions

The experiment presented in this section demonstrates that the quality of our solution
can be replicated also for another, more recent release of FICO Xpress. When, instead,
our model is transferred between different solver versions, it suffers an evident quality
deterioration. Even in this case, however, the model is still able to provide the solver
with a positive contribution. In other words, our random forest has the potential to
be generalized across different solver releases, meaning that it can be implemented and
integrated into the software permanently, that is, it does not need to be re-trained in
each development cycle. This represents, undoubtedly, a very promising conclusion of
this experiment.
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In this thesis we provided a data-driven answer to a critical algorithmic question that
arises during the solving process of a mixed-integer linear programming problem, namely,
whether to use a branch-and-cut or rather a cut-and-branch algorithm. To the best of
the author’s knowledge, the MIP community is still suffering the lack of a satisfactory
comprehension of this specific question for general MIP problems.

In particular, we stated and discussed the decision problem representing the object
of the present study, local-cut vs no-local-cut, and we showed that the policy consisting
in always choosing the local-cut method (always cutting), although outperforming, on
average, its counterpart (never cutting), is far from being the optimal strategy for our
decision. Hence, we learned to discriminate between the two methods by developing,
within a supervised regression framework, three machine learning models, Linear Model,
Random Forest and Neural Network.

The results obtained from our computational study, conducted on a large test bed of
MIP problems with Xpress 8.9, led to the following conclusions. The linear model is
not really able to discriminate between the two approaches, local-cut and no-local-cut,
evidently due to the fact that our decision problem is too complex to be solved by a lin-
ear regression. The neural network and especially the random forest, instead, represent
valid policies for the decision that we want to take. When compared against our main
competitor, i.e., always cutting, the random forest is able to provide to the runtime of
the solver, averaged over the considered dataset, a 7.7% speedup. This improvement, in
particular, increases to the encouraging value of 24% when the evaluation is restricted to
those instances that are particularly hard for the solver. The random forest, moreover,
guarantees a 68% reduction in the solver performance gap between the always cutting
strategy and the best possible one, that is, the "perfect oracle" that always makes the
optimal choice between the two methods, local-cut and no-local-cut, hence representing
the best that we can achieve. In other words, if always cutting and never cutting were
the only available strategies for our decision, then we would certainly choose the former,
being it the better solution between the two. An even better solution, however, is to
make our random forest decide, instance by instance, when to use local cuts and when,
instead, to refrain from it. Finally, the random forest is able to preserve its competitive
performance even when it is trained over a reduced number of features, hence allowing
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for an effective simplification of our problem formulation, as well as when it is designed
and evaluated for Xpress 8.11, hence showing that the quality of our solution can be
replicated also for another, more recent release of the same software. When, instead,
the underlying solver undergoes a significant change between the training and testing
phase, that is, when the trained model is transferred from one solver version to another,
it evidently suffers a quality deterioration. However, even in this case, our model is still
able to improve the solver performance upon the existing strategies.

The promising results achieved in our study demonstrate the possibility to learn in-
telligent algorithms for taking crucial decisions that arise from practical MIP solving.
In fact, a variant of the random forest suggested in this thesis has already been imple-
mented by the development team of FICO Xpress, and will represent one of the main
features to be released with the next version of the solver. There are, however, many
potential sources of improvement, in contemporary optimization frameworks, that a ma-
chine learning approach particularly suits, hence many fruitful directions in which the
interplay between these two disciplines might evolve.
For example, one direct extension of the present work consists in learning to choose, for
the input problem, the maximum depth of the B&B search tree in which the cutting pro-
cedure should be stopped, rather than choosing only whether to deactivate the procedure
after the root node or not, hence in generalizing our binary decision to an integer one.
More in general, the methodology proposed in our study can be potentially extended to
all those decision problems that fall into the context of algorithm configuration (or solver
parameter tuning), such as the problem of deciding which presolving techniques to apply
or the one of configuring the details of the underlying linear solver. In these problems,
machine learning can help in predicting, before starting the run or at some specific point
during the run itself (as in our case), the most performant parameter configuration for
the given MIP instance, hence providing the solver with greater flexibility and adaptivity.

Beyond the specific lines of research encouraged by our study, we strongly believe that
the technology resulting from the hybridization of machine learning and combinatorial
optimization will be playing an ever more leading role in pushing forward the state of
the art of Artificial Intelligence.



Appendix A

Ground Problem Sets

In this chapter, we report the composition of the ground problem set of D, used for the
experiments presented from Section 5.2 to 5.5, and the ground problem set of both D8.9

and D8.11, used instead for the experiment presented in section 5.6. Precisely:

• Table A.1 reports the instances from Miplib17∗, that survived the data cleaning
process of solely Xpr8.9 ;

• Table A.2 reports the instances from Miplib17∗, that survived the data cleaning
process of both Xpr8.9 and Xpr8.11.

In both tables, the column "Name" refers to the name of the problems from Miplib17,
while "Freq" specifies the number of permuted instances that Miplib17∗ contains for the
corresponding problem.
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