
Takustraße 7
D-14195 Berlin-Dahlem

Germany
Konrad-Zuse-Zentrum
für Informationstechnik Berlin

T. BAUMEISTER, F. CORDES

A new Model for the free energy of
solvation and its application in protein

ligand scoring

ZIB-Report 04-51 (October 2004)





A new Model for the Free Energy of Solvation and its
Application in Protein Ligand Scoring

Timm Baumeister, Frank Cordes

Abstract

A new and time efficient model to evaluate the free energy of solva-
tion has been developed. The solvation free energy is separated into an
electrostatic term, a hydrogen bond term, and a rest-term, combining
both entropic and van der Waals effects. The electrostatic contribution
is evaluated with a simplified boundary element method using the par-
tial charges of the MMFF94 force field. The number of hydrogen bonds
and the solvent excluded surface area over the surface atoms are used
in a linear model to estimate the non-electrostatic contribution. This
model is applied to a set of 213 small and mostly organic molecules,
yielding an rmsd of 0.87kcal/mol and a correlation with experimen-
tal data of r=0.951. The model can be applied as a supplementary
component of the free energy of binding to estimate binding constants
of protein ligand complexes. The intermolecular interaction energy is
evaluated by using the MMFF94 force field.
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Introduction

Solvation and desolvation of biomolecules play a key role for a variety of
important biological processes. For lipid bilayer assembly and protein fold-
ing, as well as protein-protein and protein-ligand interactions, the struc-
tures are stabilized by a reduction of hydrophobic interface area between the
molecules and water [1, 2]. Modelling these interactions has become increas-
ingly important with the growing application of virtual screening methods
for computer aided pharmaceutical drug design. Estimating the interaction
energy between a target and a specific ligand (the so called scoring) is the
critical part of a screening algorithm in terms of quality and speed. Dif-
ferent levels of complexity can been applied to the scoring problem, such
as QSAR [3] and rough models of surface and chemical complementarity
(Pharmacophore) [4], or knowledge based scoring functions [5]. Most widely
used, however, are methods that partition the free energy of binding into
physically independent contributions. These components can either be pa-
rameterized empirically or modelled with semiemprirical methods like force
field energy calculations. As part of a docking application developed at
the Konrad Zuse Institute Berlin (ZIB) [6], the intermolecular energy be-
tween protein and ligand is calculated using the Merck Molecular Force Field
MMFF94 [7]. Solvation effects are not considered explicitly in this model.
As the change of solvation free energy due to desolvation of the interface area
between protein and ligand can be a significant contribution to the binding
energy, an additional model for this component needs to be developed.

Modelling the free energy of Solvation

Theory

Partitioning the free energy of solvation

The complex nature of the solvation process has led to the application of
a wide range of different models. The free energy of solvation is commonly
decomposed into an electrostatic, a van der Waals, a hydrogen-bond, and
an entropic component.

Water, with its high dipole moment, serves as a constant dielectric. This
electrostatic component is completely enthalpic and negative, as the reori-
entation of water molecules and the resulting reaction field decreases the
strength of the overall field of the molecule. This component is most of-
ten described by applying continuum electrostatics and solving the poisson
equation, whereby the inside of the molecule is either modelled quantum
mechanically or itself by a constant dielectric [8]. Methods that employ the
finite element [9] or the boundary element approach [10] have been devel-
oped. Wide application has found the generalized born method [11, 12], a
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generalized combination of the born and the onsager equations which are
valid for spherical ions and dipoles, respectively.

Apart from this continuum component, the remaining contributions are
locally confined to the interface area between solute and solvent and are
therefore also called first solvation shell components.

The prime example for the entropic component is the hydrophobic effect
between hydrocarbons. At room temperature, the positive free energy is
nearly exclusively due to a decrease in entropy [13]. The molecular origin
of this effect is still slightly controversial [14]. The most widely accepted
explanation is that water molecules have to reorientate themselves around
the molecular surface to maximise the number of possible hydrogen bridges.
The accompanied decrease in entropy makes a smaller contribution to the
free energy of solvation than the enthalpy increase which would be required
for a breakup of the hydrogen bonds between the water molecules. This
model explains observations, that for nearly planar molecular surfaces 3/4
of the hydrogen bridges are kept, while geometrically only a value of 1/2
would be expected [15]. Due to the computational costs of entropies derived
from thermostatistical sampling, nearly all scoring functions methods use
hydrophobicity parameters like atomic solvation parameters first described
by Eisenberg [16].

Hydrogen Bridges can form between water molecules and atoms of the
solute. Their strength depends on the type of the atoms which take part, the
angle of binding and the local dielectric constant. Usually, their strength
is in the range of −10 to −40kJ/mol [17]. This enthalpy, however, does
not equal the contribution to the free energy of solvation. The reason is
that such hydrogens usually replace existing hydrogen bonds between water
molecules that find themselves broken due to the inserted interface area
with the solute. Nevertheless, they are not thermodynamically neutral, and
empirical models estimate the contribution of each solute-solvent hydrogen
bridge to be in the range of −2.5 to −7.5kJ/mol [18].

Van der Waals component comprises interactions between permanent
and induced dipoles of the molecule. The scale of this interaction therefore
depends on the polarizability of the electron density around the involved
atoms and is proportional to r−6. Because of the sharp decrease with dis-
tance it is usually sufficient to only consider the interactions with molecules
in the first solvation shell and the strength of these interactions is roughly
proportional to the size of the molecular surface.

Boundary Element Method

The boundary element method can be applied to the solvation problem if the
simplification is made that only two distinct dielectric environments exist.
The problem can then be reformulated on the boundary surface between
these environments. By starting from Gauss’s Law of electrodynamics and

3



the continuity principle, it can be shown that the following equation holds
[10]:

σ − f

∮
s

σs · (r − rs)n
(r − rs)3

ds = f

Natoms∑
i

qi · (r − ri)n
εin(r − ri)3

(1)

where sigma is the surface charge density, q are the partial charges of the
atoms of the solute, the integral is over the complete boundary surface of
the solute, and f is a constant whis is

f =
εin − εout

2π(εin + εout)

with the dielectric constant for the inside and the outside of the boundary
surface being εin and εout, respectively.
The problem of solving the Poisson equation is therefore transformed into
the problem of solving the integral equation 1 for σ. With known σ, the
field and the potential can be derived and the reaction field energy is

∆Gelec =
1
2

Natoms∑
i=1

qi

∮
S

σH − σV

‖ri − rs‖ds (3)

where σH and σV are the surface charges in solvation and in the gas phase.
To solve equation (1) numerically for σ, the boundary surface has to be
discretised into boundary elements with the surface charge densities σk, the
normals nk, and the areas Ak:

σk − f

NBE∑
j

σj · (rk − rj)nk

(rk − rj)3
Aj = f

Natoms∑
i

qi · (rk − ri)nk

εin(rk − ri)3
(4)

If NBE is the number of boundary elements, equation (4) yield a system of
NBE linear equations for σk.

(I − fK) σ = e (5)

where I is the unity matrix, σ is the vector of the surface charge densities,
e is the vector of the field caused by the atomic partial charges, and K is
the coefficient matrix. The elements of e are :

ek = f

Natoms∑
i

qi · (rk − ri)nk

εin(rk − ri)3
(6)

The coefficients of K are:

Kkj = f
(rk − rj)nk

(rk − rj)3
Aj (7)
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This equation if evidently not valid for the diagonal elements (i = j). Zauhar
[10] set these elements to zero. A more robust semianalytical approach has
been introduced by Purisima [19] where the diagonal elements are a linear
combination of nondiagonal elements:

Kkk = 2π −
NBE∑
j �=i

Kjk
Aj

Ak
(8)

For equations (6)-(8) all variables are known and thus the system of equa-
tions (5) can be solved for σ.

Atomic Solvation Parameter

The similarity between the macroscopic effect of surface tension and the
microscopic hydrophobic effect, has let to a application of surface tensions
for evaluating solvation energies [20, 21]. Eisenberg and McLachlan [16]
first introduced hydrophobicity parameters on the basis of atomic surfaces.
The solvation free energy is obtained by multiplying an atom type specific
parameter with the surface area which are associated with the respective
atom types.

∆Gsolv =
numAtomTypes∑

i=1

ASP (atomtypei) · SASA(atomtypei) (9)

The parameters are determined by linear regression with experimental data.
The original idea behind atom based parameters was that they can ac-

count for atom specific effects, including electrostatic effects. Although this
has proven to be only partially true, atom based parameters still have an-
other important advantage. As the vdW radii of the atoms which are needed
to compute the surface areas are ambiguously, a parameter per atom type
can rescale the area and thus act as an empirical correction to the experimen-
tally determined van der Waals radii which are used for surface calculation.

Molecular Surface

The previously described methods require the molecular surface for compu-
tation. There are three common definitions of the boundary surface.

The van der Waals (vdW) surface of a molecule is the outer hull of the
intersecting atomic spheres whose dimension is defined by the van der Waals
radius of the respective atoms. The other two surface definitions take the
dimension of the solvent molecules into account. The solvent is modelled as
a spherical molecule. For water this is an acceptable approximation with
the van der Waals radius of a water molecule being r ≈ 1.4Å.

The definition of the solvent accessible surface (SAS) [22] is equal to that
of the van der Waals surface except that all spherical radii are expanded by
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the van der Waals radius of the solvent molecule. The computed surface
describes the center of the first solvation shell.

At 1

At 2

At 3

Solvent-

Molecule

vdW surface

SA surface

SE surface

Figure 1: schematic representation
of vdW, SA und SE surfaces

The solvent excluded surface
(SES, also called ‘Connolly Surface’
or ‘ Molecular Surface’) [23] is the
contact surface if a sphere with the
van der Waals radius of the solvent
molecule is ‘rolled’ over the van der
Waals surface of the solute molecule.
The inner volume of this surface
is therefore the volume into which
no part of a solvent molecule can
intrude.

Methodology

For parameterizing, testing, and refin-
ing our models we used a set of 213
small and mostly organic molecules,
whose free energy of solvation is ex-
perimentally known. The set is a sub-
set of the molecules that were used by Chambers to parameterize his SMX
models [24].

For the computation of the electrostatic component the boundary ele-
ment method, as described in the previous section, has been used.

The linear system of equations is solved by carrying out Gauss-Seidel
iteration. The convergence criterion was a deviation of less than 5cal/mol
between two successive iterations, except if stated otherwise.

For the set of small molecules this method was well applicable. For
surfaces of binding site dimensions, however, the demand of computing time
becomes too large. We therefore simplified the method by using only a single
iteration, which means that the mutual influence among the water dipoles
is neglected. The resulting field energy is always more negative than the
real value. To obtain the reaction field energy, the value is rescaled with a
constant factor. This simplification assumes that the effect of influence of
the dielectric onto itself scales with the size of the molecular field. To test
this hypothesis we used the set of small molecules to compare the results
of our method with the exact result when using unlimited iterations with a
convergence criterion. The method uses a full atom model of the molecule.
Both vdW and SE surfaces have been tested. For the final model the SE
surface was chosen to represent the boundary surface.

First solvation shell effects were separated into a term which accounts for
hydrogen bonds and a rest-term. Both terms use a unified atom model. The
hydrogen bond term relates the number of hydrogen donors and acceptors
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which have a nonzero solvent excludes surface to the respective free energy
by assuming a linear relationship. Hydrogen donor and acceptor atoms
are defined by the Merck Molecular Force Field. The remainder of the
solvation free enthalpy includes both the entropic component and the van
der Waals component. Both are proportional to the surface area and can
thus be approximated with a set of atomic solvation parameters. As surface
representation the solvent accessible surface has been used.

Hence, the complete solvation free energy is evaluated as a combination
of three different processes:

1. Evaluate the reaction field energy with the simplified BE method and
rescale it with a constant factor

2. Compute the number of hydrogen donors and acceptors and rescale it
with a constant factor.

3. Evaluate the energy as given by the ASP set.

Two surfaces have to be generated in the process. The boundary element
method requires the triangulated solvent excluded surface using a complete
atom model. The other two methods require the analytical solvent accessi-
ble surface using a unified atom model. The surfaces were generated with
the help of the visualization and molecular modelling systems Amira and
AmiraMol [25].

The individual components of the model were first tested separately to
gain more information about the applicability and problems of each single
model. Quality was measured by Pearsons correlation r with experimental
data. All linear regressions were carried out through the origin.

Results and discussion

BE method

The implementation of our BE method was tested by comparing the results
with theoretical values. For a charge at the center of a spherical cavity,
the energy can be computed with the Born equation [26]. The charge was
set to one, the triangle edge length to 0.2Å, and the dielectric constants
to εout = 78.5 and εin = 1. The radius was increased in steps of 0.1Å in
the range between 1.0Å and 2.0Å. The relative error of the reaction field
energy was 0.66%. To put this result into context we used the finite elements
Poisson-Boltzmann solver APBS [27]. With the parameterization that was
delivered as part of the package we obtained a relative error of 2.40%. The
main disadvantage of the finite element method is that the discretization
of the problem includes a set parameters for describing the grid box size,
the spacing, and boundary conditions. For the BE method only the triangle
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Figure 2: Mean CPU time per molecule t (in sec) and correlation coefficient
r in relation to the triangle edge length (in Å) for the ZIBBE Method.

edge length (or the related ’points per area’) has to be used which is directly
related to the accuracy of the method.

The time complexity of the BE method depends on the number of bound-
ary elements NBE : The evaluation of the matrix has the complexity O(N2

BE)
which is the same as that of the Gauss-Seidel iteration. The memory de-
mand for storing the matrix is 4∗N2

BE if single precision floats are used. For
a globular molecule with radius r the surface, and thus NBE , increases with
r2. Both computing time and memory usage thus grow with r4 which un-
derlines the necessity to optimize the discretization of the surface. To get a
reasonable estimate for the necessary accuracy of the surface triangulation,
we used our test set of small molecules and evaluated the energy for edge
lengths of the triangles ranging from 0.1 to 1.5 Å. The resulting correlation
between the respective data set and the data set with the highest accuracy
can be considered to be a measure of quality and is shown in Figure 2. Also
shown is the required time in seconds per molecule. For our test set, the
correlation is nearly perfect for edge-lengths up to 0.5 Å and starts to drop
off significantly for edge lengths over 1.0 Å. A reasonable value should be
chosen in this range. For out further use of the BE and the simplified BE
method we have chosen an edge length of 0.7 Å, unless stated otherwise.

Our simplified BE method is based on the assumption that the effect of
influence of the dielectric onto itself scales with the size of the molecular field.
To test this hypothesis we used the set of small molecules to compare the
results of our method with the exact result when using unlimited iterations
with a convergence criterion. We found a correlation between the two sets
of results of r=0.996 which is sufficiently high to justify the simplification.
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1-chloro-2,2,2-trifluoroethyl-
difluoromethyl-ether

acyclic alkanes

aliphatic
amines

alcohols

amides

aliphatic
amines

Figure 3: Correlation between experimental free energy of solvation and the
value obtained with the ZIBBE method.

As an alternative simplification of the BE method, we tested the idea of
Totrov to join all triangles of an atom into a single boundary element [28].
Our test for 213 small molecules only resulted in a correlation of 0.904 with
the values of the complete method.

The method was applied with a triangle edge length of 0.7Å, a dielectric
constant for the interior of the molecule of εin = 2, and for the outside of
the molecule of εout = 78.3. Convergence criterion was a deviation of ∆G
from the last iteration of less than 5cal/mol.

The boundary element method only accounts for the electrostatic com-
ponent of the solvation free energy. In spite of this limitation there should
still be a clearly visible correlation between the electrostatic component and
the experimental values for the free energy of solvation. Figure 3 shows the
scatter plot of the relation and the obtained correlation with experimental
date is 0.812 for both the full and the simplified BE method.

One of the problems of the BE method is the ambiguity of the molec-
ular surface. Most methods in literature use the vdW surface as boundary
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surface, mainly because of the simplicity of its computation. Our results
show that the method yields better results for the SE surface. When using
the vdW surface, we obtain a correlation coefficient of only r = 0.775 for
both methods. The cause for this significant difference can most likely be
found in small crevices that occur in the vdW surfaces. If these crevices are
smaller than the diameter of a water molecule, they should be considered to
be part of the solute rather than the solvent, which is only the case when
using the SE surface.

ASP

Atomtyp r ASP

CH 1.55 -2.1
CYL 1.75 21.4
CA 2.00 -9.9
N 1.55 -86.2
OYL 1.4 -76.5
OH 1.4 -73.7
S 2.00 -12.3
F 1.46 4.2
CL 1.76 -3.2
BR 1.87 -7.0
I 2.03 -5.7

Table 1: Parameteri-
zation of the ZIBasp1
model. Radii in Å and
ASP in cal/molÅ2

Many molecular modelling packages use atomic
solvation parameters as the only method for
evaluating the free energy of solvation. For very
restricted sets of molecules this can be quite suc-
cessful. As an example, Cramer showed in his
review that for a set of 26 very simple organic
molecules the ASP set of Ooi et al. had a cor-
relation of r=0.967 with experimental data. We
evaluated the values anew with our own ASP
implementation and Oii’s parameters and found
a similar result of r=0.969. To judge the trans-
ferability of this ASP set, we extended our test
to the complete test set except those molecules
which contain elements not included in Ooi’s
ASP set. For these 159 molecules we obtained a
correlation of 0.482. The model yields unsatisfy-
ing results especially for highly charged species
like aldehydes and nitro-hydrocarbons. For alde-
hydes we obtain strong positive deviations. This
is due to the high ASP values for acylic carbons
of 427 cal/molÅ2. Carbons in this position carry a high partial charge and
thus one would, expect from a physical point of view, that their asp should
be negative to account for the electrostatic component. Nitrohydrocarbons
on the other hand show a strong negative deviation. This is due to the
strongly negative ASP for oxygens and nitrogens. It can be concluded that
electrostatic effects of oxygens and nitrogens are weighted too highly in this
parameterization, an error which is partly compensated by the absurdly high
parameter for acylic carbons.

We parameterized a new ASP set with our complete set of 213 molecules
by supplementing the 7 Oons atoms types with four halogen atom types for
Fluorine, Chlorine, Bromine, and Iodine. For each of these types the SAS
was computed and the results were fitted with experimental data by using
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equation 9 for the regression through the origin

∆Gsolv =
11∑
i=1

ASP (atomtypei) · SASA(atomtypei) (10)

The parameters ASP (atomtypei) are shown in table 1 and the results
of the fit are shown in figure 4.

nitro-
hydro-
carbons

alkanes

Figure 4: Correlation between ZIBasp1 result and experimental free energy
of solvation

The correlation of this parameterization with experimental data is
r=0.746. The high ASP for acylic carbons of the oons parameterization
has been decreased by about factor 20, while on the other hand the quality
for uncharged species has decreased.
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Combined Model

Koef.

PCM 0.721
h-num -2.511
C 0.010
C=O 0.054
CB 0.001
N 0.286
O 0.177
F 0.153
S 0.194
Cl 0.132
Br 0.082
I 0.071

Table 2: ZIBSM1
parameterization

Our final model combines the two methods described
in the previous sections. As atom type definitions for
the ASP set, all 29 atom types of the Merck force-
field were used that were contained in the test set.
The basis for the computation of the molecular sur-
face can be the complete molecule or a unified atom
model where hydrogen atoms are neglected. A com-
plete atom model has the advantage that the effect of
hydrogen bonds can be modelled explicitly with the pa-
rameters for the involved hydrogen atoms while for a
complete atom model this has to happen either over
the associated donors and acceptors or by adding an-
other explicit hydrogen bond term. We found that
the disadvantage of the complete atom model is a high
sensitivity to conformational changes. As most sur-
face area of the heavy atoms is covered by hydrogens,
any conformational change concerning the hydrogens
can increase these areas by a high factor, thus lead-
ing to a lack of stability for the associated parameters.

Element r

H 1.30
C 1.90
N 1.50
O 1.50
F 1.75
S 1.60
Cl 1.60
Br 1.75
I 1.95

Table 3: Optimal
van der Waals
radii

We found that the best correlation with the least
number of parameters could be reached when using a
unified atom model together with an explicit considera-
tion of hydrogen bridges. Therefore, we used the number
of atoms defined as hydrogen donors and acceptors by
the force-field which had a nonzero surface area and used
it as a descriptor in our linear model. We reduced the
number of atom types by analyzing the mutual correla-
tion of surface areas and similarities between the param-
eters. The final model includes 10 atom types: Carbonyl
carbons (C=O), aromatic carbons (CB), other carbons
(C), as well as nitrogen, oxygen, fluorine, sulfur, chlorine,
bromine, and iodine.

∆Gsolv =
10∑
i=1

ASP (atomtypei) · SASA(atomtypei)

+ p(hNum) · hNum

+ p(zibpcm) · Ezibpcm.

The van der Waals radius of the elements was optimized by analyzing
the correlation with experimental data in dependance of the vdW radius of
the individual atoms. The radii were increased in steps of 0.05Å. Table 3
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shows the results.
Table 2 shows the resulting parameterization of the complete model.

Figure 5 shows the correlation between the predicted values and the exper-
imental values in a scatterplot.

Figure 5: Solvation free energy, as predicted with the ZIBSM method, plot-
ted against experimental values
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Solvation model as a scoring function

Theory

Free energy of binding

The strength of association between a protein and a ligand can be described
thermodynamically by an association constant ka or the related inhibition
and dissociation constants ki and kd.

ka = k−1
i = k−1

d =
[P’L’]
[P] [L]

(11)

The free energy of binding can be derived as

∆Gbind = −RT · ln ka (12)

Another related measure is the binding affinity A which is defined as A =
−∆G.

The change of the binding free energy can be driven by a decrease of
enthalpy or an increase in entropy.

∆Gbind = ∆H − T∆S (13)

The free energy is a state function and can be divided into arbitrary
partial processes. This is used to separate ∆G into components which can
be modelled separately.

1. Intermolecular interaction: Decrease of enthalpy due to electrostatic
and vdW interaction between the molecules

2. Intramolecular energies: Increase of enthalpy due to a change of inter-
nal energies of the molecules during binding.

3. Solvation component: Increase of entropy of water due to desolvation
of the interaction surface between the two molecules as well as a de-
crease in enthalpy due to a decrease of electrostatic and dispersive
interactions between the molecules and the solvent.

4. Conformational Entropy: Decrease of entropy due to complexation
and the related decrease of of freedoms of translation, rotation and
vibration as well as a freezing of bond torsions.

Using this model ∆Gbinding can be written as

∆Gbinding = ∆Ginteraction + ∆Gconformation + ∆Gsolvent + ∆Gentropy (14)
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The components ∆Ginteraction and ∆Gconformation can be estimated by
the minimum energy conformation of a force field approach under the as-
sumption that the energetic minimum conformation is a good statistical
representative for the conformational ensemble. ∆Gsolvent +∆Gentropy need
to be modelled separately. In the following section we will neglect ∆Gentropy.

Evaluation of the free energy of binding in solvation

The free energy of binding in solvation ∆GS
bind can be decomposed into

contributions which correspond to the in-vacuo binding ∆GV
bind and the

solvation of the seperate molecules and the complex.

L
V

P
V

+

L
S

P
S

+

ÄGsolv

P
ÄGsolv

L

ÄG
bind

S

ÄG
bind

V

PL
S

PL
V

ÄG
solv

PL

In solvation

In vacuo

Figure 6: Berechnung von ∆GS
bind

Figure 6 show the de-
pendance of ∆GS

bind on
the components which
can be evaluated directly.
LV , LS , PV and PS stand
for the ligand and the pro-
tein in vacuum and in
their solvated form. LPV

and LPS denote the com-
plex in the two environ-
ments.

If it is possible to evaluate the solvation free energy for the Protein
∆GP

solv, the ligand ∆GL
solv and the complex ∆GLP

solv, all terms are known to
evaluate ∆GS

bind:

∆GS
bind = ∆GV

bind + ∆GLP
solv − ∆GP

solv − ∆GL
solv (15)

Methodology

For parameterization we used a set of 66 protein ligand complexes of the
protein ligand database (PLD) [29, 30]. At the time of this study the PDL
contained some inconsistencies between enthalpies and binding constants.
We derived all experimental binding enthalpies from the given binding con-
stants using equation 12.

Evaluation of the MMFF interaction energy

First the interaction energy as given by the Merck Molecular Force Field
has to be computed. Before binding the two molecules have intramolecular
energies of ∆GP

intra and ∆GL
intra. During binding both protein and ligand

change their conformation in a way that maximizes the interaction energy.
Hence, a part of the negative intermolecular energy is compensated by an
increase of intramolecular energy. After binding the complex has the in-
tramolecular energy ∆GPL

intra and the intermolecular energy ∆GPL
inter. The
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enthalpy of binding can thus be obtained by subtracting the increase of
intramolecular energies from the decrease of intermolecular energy.

∆Gbind = ∆GPL
inter + ∆GPL

intra − ∆GP
intra − ∆GL

intra (16)

The 4 components are approximated by local minima of the internal
energy E, one for each single molecule and one for the complex.

∆Gbind ≈ EPL
inter + EPL

intra − EP
intra − EL

intra (17)

Ideally a global optimization should be applied. For efficiency reasons we
used the conjugate gradient method as a local minimization method. This
procedure can be justified for the complex whose PDB structure should be
very near to the MMFF minimum structure. Minimizing the ligand and the
protein starting from their structure in the complex can on the other hand
easily lead into the trapping problem where the algorithm gets stuck in a
local minimum.

Our results for the 3 minimizations in fact are unreliable, and the change
of intermolecular energy of the single protein and the protein in the complex
can be numerically so high that the other components are negligible. The
consideration of conformation flexibility therefore leads to errors which seem
to outweigh the advantages of such a procedure. Hence, we did not consider
conformational flexibility of the protein in our study and thus equation 17
can be simplified to

∆Gbind = EPL
inter + ELC

intra − EL
intra (18)

where ELC
intra is the intramolecular energy of the ligand in the complex.

Due to this simplification only two energy minimizations are required: one
for the ligand and one for the complex.

For minimization, we used a conjugate gradient method, implemented in
accordance to the algorithm given in [31]. The following convergence criteria
were used:

|Eintra
i − Eintra

i−1 | < .01kJ/mol

∧ |Einter
i − Einter

i−1 | < .01kJ/mol

∧ ‖ gi ‖< 1kN/mol

where Eintra
i is the intramolecular energy of the i-th step of the iteration,

Einter
i is the energy of the noncovalent interaction between protein and lig-

and and gi is the gradient. For minimizing the ligand without the protein
the first criterion was omitted.

The computation of the noncovalent interaction is the component that
determines the requirement in CPU time, as it has to be computed for all
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atom pairs. To limit the computational demand we have choosen a cutoff
for noncovalent interaction between atom i and j of

9990 · |qi · qj | + 10 <‖ ri − rj ‖

where q is the partial charge and r the position of the atom. As the protein is
kept rigid during computation all noncovalent interactions between protein
atoms can be omitted.

Results and Discussion

MMFF94

The implementation of the force field and the minimization algorithm has
been validated using 10 reference structures of known MMFF minimum
energy by applying small perturbations of 0.1Å to the minimum structure.
After minimization, the original structures with the corresponding minimum
energies were again obtained.

The minimization of the complexes results in the intermolecular energies
between protein and ligand. Table 8 shows the obtained values. Some of the
complexes have positive binding energies which is caused by a larger increase
of internal energy of the ligand than decrease of intermolecular interaction.
These are cases of the trapping problem as in the worst case scenario the
minimization should remove the ligand from the target resulting in a zero
interaction energy and zero change in conformational energy.

Component r

Eintra -0.288
Eelec 0.055
Evdw 0.649
Etotal -0.064

Table 4:

Table 4 shows the correlation between the com-
puted components of the binding enthalpy and the
experimental value of the free energy of binding. A
significant correlation can only be found for the van
der Waals component of the force field. The elec-
trostatic component is completely uncorrelated. It
might be argued that the protein ligand interaction
is largely governed by van der Waals interactions
but the results show that numerically the electro-
static component outweighs the van der Waals com-

ponent. In order for this theory to be true one of the following thesis should
be valid:

1. The electrostatic component in the MMFF model is overestimated by
a large factor

2. the electrostatic component is compensated by another component
which is not yet considered in the model

Such a component could be the electrostatic component of the free energy
of solvation which we will discuss in the following section. A reason for the
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overestimation of the electrostatic component by the MMFF model could be
the electrostatic shielding due to polarization. The force field computes the
Coulomb interaction in vacuo with a dielectric constant of ε = 1. Polarizable
groups inside of the molecule (ε ≈ 2 − 4) as well as the surrounding water
ε ≈ 80 can result in a strong reduction of the interaction. This effect can
partially find consideration in our model by dividing ∆Gelec by a mean
dielectric constant. The simplest way to do this is to include the seperated
form of noncovalent interaction in the linear model such that the regression
parameter will account for this effect. We carried out a linear regression
with three independent variables Eelec, Evdw und Eintra. With r=0.669
the increase in correlation over the pure van der Waals model is negligible.
The components Eintra and Eelec are taken out of the model by very small
regression parameters, for example 0.0018 for Eelec while Evdw is scaled
with 0.1451. Thus, the electrostatic component is scaled down by a factor
of about 80, in relation to the vdW component, which is significantly higher
than the value of the mean dielectric constant should be.

Including the solvation model

Deskriptor r

PCM -0.078
H-Num 0.441
C 0.591
C=0 0.169
CB 0.412
N 0.269
O 0.545
F 0.112
P -0.119
S 0.044
∆Gzibsm1 -0.078
∆SES 0.626

Table 5:

We will first apply the solvation model as a separate
scoring function. Table 5 shows the correlation be-
tween each of the descriptors and the experimental
value for ∆Gbind.

There is no significant correlation between the
total ZIBSM1 parameter and experimental results.
As already shown for the Merck force field, it is nec-
essary to separate the model into its individual com-
ponents. Of all components the changes of solvent
accessible surface area of carbon and oxygen atoms
have the best correlation. The change of these sur-
face areas are largely proportional to the van der
Waals interaction. To investigate these connections
we used the sum of all changes of surface areas as a
new descriptor which results in a correlation of 0.626
with ∆Gexp and of 0.797 with the van der Waals
component of the Merck force field. The electro-
static component of the simplified BE method shows

no correlation which is comparable to the results obtained for the intermolec-
ular Coulomb interaction of the Merck force field.

We now want to answer the question whether the electrostatic interac-
tion between the molecule and the electrostatic solvation component cancel
each other out. The correlation between the two values is r = 0.837. Con-
sidering the statistical deviations of the intermolecular Coulomb energies
due to the trapping problem of the minimization this is a very high value.

18



Deskriptor r σ sign.

(Constant) -16.820 4.282 .000
Eelect .006 .003 .028
Evdw .147 .048 .003
Eintra .001 .003 .644
PCM .018 .011 .125
H-NUM -.405 .357 .262
C -.007 .016 .653
C=O -.254 .106 .020
CB .009 .028 .761
N .082 .129 .529
O .166 .059 .007
Cl .333 .237 .166
P -.644 2.106 .761
S .974 .293 .002

Figure 7: Ergebnisse und Parametrisierung der ZIBscore1 Scoringfunktion

Thus, both components in fact seem to scale linearly and cancel each other
out at least partially. We parameterized the complete model with its 13
descriptors. Table 7 shows the results. The new scaling factor between
electrostatic MMFF interaction energy and the van der Waals component
is now 0.147/0.006 ≈ 20 which is a appropriate value for a mean dielectric
constant.

The RMSD between the predicted value and the experimental value is
9.41kJ/mol, the correlation is r = 0.797. The crossvalidated correlation
coefficient is r2

cv = 0.543 and thus considerably smaller than r2 mit 0.634.
Thus, the parameterization of the model should be repeated with a larger
amount of experimental data in the future.

Other non-solvation components

Apart from the interaction enthalpy and the change in solvation free en-
ergy the remaining entropic components are not explicitly considered in our
model. These are the loss of entropy due to the loss of freedoms of trans-
lation rotation and vibration of the two molecules as well as the freezing of
bond torsions in the complex

By combining thermostatistical argumentation with experimental data,
Yu [32] concludes that the contribution of the change of translational and
rotational entropies for association per subunit is G◦

tr = 0 ± 5RT . In the
case of protein ligand docking two subunits aggregate and the contribution
is therefore ∆Gtr = 0± 5RT . Hence, the entropic contribution due to a loss
of freedoms of translation and rotation is both small and independent of the
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properties of the molecules. This component is thus implicitely modelled by
the constant of the regression.

To estimate the effect of torsion freezing the conformation flexibility of
the single molecules and the complex needs to be analyzed. Some scoring
function which have been parameterized with experimental data estimate
this contribution per fixation of a torsion as about 1.4kJ/mol [33, 34]. This
component depends on the size of the ligand, as larger ligands will cause
a higher number of side chain fixation of the protein and can become sig-
nificant for larger ligands. We will consider this component in one of our
future studies. For the moment we wish to point out that this component
is partly accounted for by the atomic solvation parameters, as the number
of frozen bonds can be considered to be roughly proportional to the change
of the solvent accessible surface area of the two molecules.
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Conclusion and outlook

We have applied one ASP model from the literature and 3 newly developed
models to a set of 213 small molecules. Table 6 shows the cross-correlation of
the predicted values. While the new ASP parameterization ZIBASP1 shows
a significant improvement over the Oons model, it still fails for strongly
charged molecules. It has been shown by Juffer [35] that the prediction of
different ASP sets does not only differ in magnitude but also in sign. Our
results underline that ASP sets are only appropriate to estimate the com-
plete free energy of solvation for uncharged species. A pure electrostatic
term shows a better correlation while failing for uncharged molecules like
hydrocarbons. The combination of the two models and an additional hydro-
gen bond term leads to a good agreement with experimental data (ZIBsm1)
proving that an independent modelling of the underlying physical effects of
solvation can yield excellent results.

Exp Oons ZIBasp1 ZIBpcm1 ZIBsm1

Exp 1.000 0.509 0.746 0.812 0.951
Oons 0.509 1.000 0.679 0.488 0.553
ZIBasp1 0.746 0.679 1.000 0.763 0.796
ZIBpcm1 0.812 0.488 0.763 1.000 0.839
ZIBsm1 0.951 0.553 0.796 0.839 1.000

Table 6: cross correlation table for experimental free energies of solvation
and the values predicted by the 4 models

The 3 newly developed models ZIBASP, ZIBBE, and ZIBSM have been
implemented as a part of the visualization software Amira [25]. In our
implementation of the model the required processor time is in the range of
one second per molecule on a common desktop PC. The rmsd of the model
is 0.8kcal/mol and therefore only slightly worse than that of the more costly
SMX models of Chambers [24].

The intermolecular energy between protein and ligand has been esti-
mated with the Merck Molecular Force Field. For energy minimization we
used a conjugate gradient method. For a set of molecules we obtained pos-
itive binding energies which are caused by a trapping of the conformation
of the complex in local minima. There is no significant correlation between
the energies. Charifson found in a comparative study of 13 scoring functions
that the scoring with the MMFF94 energy belonged to the group with the
worst hitrates [36]. Charifson also used a conjugate gradient method with a
rigid protein.

As an alternative scoring function we used our solvation model ZIBSM1.
In its original form which was parameterized for small molecules the corre-
lation is similarly bad.
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By separating the MMFF or solvation energies into their individual phys-
ical components the correlation becomes significant, while the dominating
contribution is the van der Waals component. The correlation between elec-
trostatic interaction energy and the electrostatic component of the solvation
energy is large, thus indicating a partial elimination of the two components.
This is a common problem of models which rely on the partition of the free
energy. If strongly correlated contributions are sufficiently high, a high pre-
cision for their computation is needed, as small inaccuracies can outweigh
the scale of those components which determine the process.

The combination of the solvation model with the MMFF model results in
a correlation of r = 0.797 and a rmsd of 9.41kJ/mol. As a comparison, the
knowledge based scoring function Bleep reaches a correlation of r = 0.624
for our parameterization set. With only one parameter (the van der Waals
component of the MMFF force field or the total change of solvent accessible
surface area) we obtain a better correlation. The scoring functions with a
test set of more than 50 molecules which were listed by Gohlke have an rmsd
between 6 and 10kJ/mol [37].

The computational effort of each scoring is high due to the energy min-
imization (in the range of one hour). Without the minimization only about
half a minute is needed. As the solvation model reacts less sensitively to con-
formational changes it should be seperately used for an initial rough scoring
while the complete model should only be applied to the final conformation.

The development of an additional solvation term for protein ligand scor-
ing has been done as part of the development of a docking suite at the
Konrad Zuse Institute Berlin [6]. For the future development several prob-
lems need to be addressed:

• High computational effort: This method will be part of a hierachical
scoring scheme. For the early phases of the conformational search
simpler methods like knowledge based scoring functions will be used.

• Trapping: Global optimization like simulated annealing or genetic al-
gorithm [38, 34] need to be implemented.

• Entropic contributions: A model for the remaining entropic contribu-
tions needs to be developed.

• Anticorrelation of components: Further mutual compensations be-
tween components need to be investigated. Eventually an empirical
scoring function which is not directly based on the Merck force field
has to be developed to combine such contributions into single terms.
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Appendix

Results of the solvation models

Gexp oons zibasp1 zibpcm1 zibsm1

brominated hydrocarbons

1-bromobutane -0.41 -0.94 -0.85 1.36
1-bromopentane -0.08 -1.01 -0.87 -0.23
1-bromopropane -0.56 -0.88 -0.86 -0.57
2-bromopropane -0.48 -0.85 -0.79 -0.52
bromobenzene -1.46 -2.31 -1.85 -1.59
bromoethane -0.70 -0.82 -0.90 -0.79
bromomethane -0.82 -0.79 -0.99 -1.09
dibromomethane -2.11 -1.21 -1.97 -2.33
p-dibromobenzene -2.30 -2.45 -1.39 -1.67
tribromomethane -1.98 -1.59 -2.41 -2.80

rmsd 0.56 0.48 0.66

chlorinated hydrocarbons

1,1,1-trichloroethane -0.25 -0.72 -1.81 -0.60
1,1,2-trichloroethane -1.95 -0.74 -3.33 -2.06
1-chloropropane -0.27 -0.57 -1.31 -0.58
2-chloropropane -0.25 -0.55 -1.22 -0.48
3-chloropropene -0.57 -0.56 -1.64 -0.79
chlorobenzene -1.12 -1.99 -1.97 -1.25
chloroethane -0.63 -0.50 -1.38 -0.84
chloroethene -0.59 -0.50 -1.06 -0.21
chloromethane -0.56 -0.44 -1.51 -1.22
dichloromethane -1.36 -0.57 -2.77 -2.12
e-1,2-dichloroethene -0.76 -0.62 -1.27 -0.24
o-dichlorobenzene -1.36 -1.87 -1.97 -1.37
p-dichlorobenzene -1.01 -1.82 -1.75 -1.04
trichloroethene -0.39 -0.72 -1.45 -0.18
trichloromethane -1.07 -0.68 -3.28 -1.93
z-1,2-dichloroethene -1.17 -0.60 -2.21 -1.38

rmsd 0.55 1.12 0.41

fluorinated hydrocarbons

1,1-difluoroethane -0.11 0.07 -2.60 0.45
fluorobenzene -0.78 -1.67 -1.85 -0.19
fluoromethane -0.22 -0.07 -1.88 -0.02

rmsd 0.53 1.84 0.48
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iodinated hydrocarbons

1-iodobutane -0.25 -0.92 -0.60 -0.36
1-iodopentane -0.12 -0.99 -0.62 -0.20
1-iodopropane -0.59 -0.86 -0.61 -0.54
2-iodopropane -0.46 -0.83 -0.56 -0.50
diiodomethane -2.49 -1.15 -1.47 -2.32
iodobenzene -1.73 -2.26 -1.84 -1.72
iodoethane -0.72 -0.80 -0.64 -0.75
iodomethane -0.89 -0.76 -0.70 -1.03

rmsd 0.66 0.44 0.10

other halo

1,1,1,3,3,3-hexafluoropropan-2-ol -3.77 -1.48 -5.09 -2.74
1,1,1-trifluoropropan-2-ol -4.16 -2.15 -4.36 -3.51
1,1,2-trichloro-1,2,2-trifluoroethane 1.77 -0.18 -2.26 1.39
1-bromo-1,2,2,2-tetrafluoroethane 0.52 0.01 -3.52 0.37
1-bromo-1-chloro-2,2,2-trifluoroethane -0.13 -0.30 -3.50 -0.36
1-bromo-2-chloroethane -1.95 -0.95 -2.07 -1.85
1-chloro-2,2,2-trifluoroethane 0.06 0.13 -3.33 0.32
1-chloro-2,2,2-trifluoroethyl-difluoromethyl-ether 0.11 -0.09 -6.24 -1.48
2,2,2-trifluoroethanol -4.31 -2.25 -4.88 -3.76
2,2,2-trifluoroethyl-vinyl-ether -0.12 -0.22 -3.73 -0.82
bis(2-chloroethyl)sulfide -3.92 -1.25 -3.49 -2.53
bromotrifluoromethane 1.79 -0.09 -1.57 1.77
chlorodifluoromethane -0.50 0.03 -3.41 0.00
chlororfluoromethane -0.77 -0.21 -2.86 -0.98
p-bromophenol -7.13 -5.19 -4.35 -6.20
tetrachloroethene 0.05 -0.86 -0.88 1.33
tetrafluoromethane 3.11 0.63 -1.59 2.96

rmsd 1.55 3.12 0.76

alkene

1-butene 1.38 1.86 -0.49 -0.76 0.47
1-hexene 1.68 2.32 -0.62 -0.76 0.80
1-pentene 1.66 2.09 -0.56 -0.76 0.64
2-methylpropene 1.16 1.86 -0.50 -0.74 0.50
cyclopentene 0.56 1.91 -0.51 -0.84 0.45
ethene 1.27 1.39 -0.37 -0.76 0.08
propene 1.27 1.64 -0.44 -0.75 0.29
trans-1,3-butadiene 0.61 1.82 -0.48 -1.51 -0.12
trans-2-pentene 1.34 2.09 -0.56 -0.62 0.76

rmsd 0.77 1.76 2.07 0.84
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alkine

1-butyne -0.16 1.84 -0.49 -0.91 0.26
1-hexyne 0.29 2.3 -0.61 -0.88 0.62
1-pentyne 0.01 2.07 -0.55 -0.88 0.45
ethyne -0.01 1.37 -0.36 -0.91 -0.11
propyne -0.31 1.62 -0.43 -0.98 -0.01

rmsd 1.89 0.53 0.89 0.35

arene

anthracene -4.23 -2.75 -3.41 -4.66 -3.00
benzene -0.87 -1.75 -2.17 -2.49 -1.57
ethylbenzene -0.80 -0.33 -1.84 -2.50 -1.05
m-xylene -0.84 0.41 -1.53 -2.52 -0.95
naphthalene -2.39 -2.25 -2.79 -3.67 -2.37
o-xylene -0.90 0.1 -1.64 -2.54 -1.00
p-xylene -0.81 0.41 -1.53 -2.52 -0.95
toluene -0.89 -0.67 -1.86 -2.52 -1.27

rmsd 0.95 0.87 1.52 0.53

branched alkane

2,2,4-trimethylpentane 2.85 2.6 -0.69 0.00 1.58
2,2-dimethylpropane 2.50 2.04 -0.54 0.00 1.13
2,4-dimethylpentane 2.88 2.49 -0.66 0.00 1.47
2-methylpentane 2.52 2.31 -0.61 0.00 1.33
2-methylpropane 2.32 1.86 -0.49 0.00 0.99

rmsd 0.37 3.23 2.62 1.32

cycloalkane

cis-1,2-dimethylcyclohexane 1.58 2.4 -0.64 0.00 1.44
cyclohexane 1.23 2.04 -0.54 0.00 1.15
cyclopentane 1.20 1.89 -0.50 0.00 1.02
cyclopropane 0.75 1.57 -0.42 -0.36 0.54
methylcyclohexane 1.71 2.25 -0.60 0.00 1.31

rmsd 0.74 1.88 1.39 0.22

unbranched alkane

butane 2.08 1.88 -0.50 0.00 1.00
ethane 1.83 1.42 -0.38 0.00 0.66
heptane 2.62 2.59 -0.69 0.00 1.52
hexane 2.49 2.36 -0.63 0.00 1.35
methane 2.00 1.16 -0.31 0.00 0.47
octane 2.89 2.83 -0.75 0.00 1.70
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pentane 2.33 2.13 -0.56 0.00 1.18
propane 1.96 1.66 -0.44 0.00 0.83

rmsd 0.36 2.85 2.3 1.19

aliphatic amines

azetidine -5.56 -1.66 -2.42 -2.47 -3.92
butylamine -4.29 -4.49 -4.42 -2.62 -4.46
diethylamine -4.07 0.8 -1.33 -2.02 -3.40
dimethylamine -4.29 -0.77 -1.84 -2.47 -4.35
dipropylamine -3.66 1.29 -1.44 -2.35 -3.29
ethylamine -4.50 -4.96 -4.30 -2.75 -5.14
methylamine -4.56 -5.77 -4.56 -2.81 -5.33
n,n-dimethylpiperazine -7.58 1.77 -1.01 -5.25 -6.31
n-methylpiperazine -7.77 -0.36 -2.09 -4.65 -7.45
pentylamine -4.10 -4.26 -4.49 -2.62 -4.29
piperazine -7.40 -2.69 -3.28 -3.97 -7.98
piperidine -5.11 -0.27 -1.88 -2.20 -3.63
propylamine -4.39 -4.73 -4.37 -2.61 -4.61
pyrrolidine -5.48 -0.66 -1.97 -2.46 -4.15
trimethylamine -3.23 1.62 -0.61 -1.83 -2.50

rmsd 4.56 3.17 2.3 0.85

amide

ethanamide -9.71 -6.99 -8.07 -5.34 -7.88
n-methylacetamide -10.00 -0.5 -3.94 -4.86 -7.28

rmsd 6.99 4.44 4.77 2.32

aromatic amines

2,4-dimethylpyridine -4.86 -1.48 -2.70 -4.43 -4.18
2,5-dimethylpyridine -4.72 -1.49 -2.71 -4.34 -4.09
2,6-dimethylpyridine -4.60 -0.81 -2.30 -4.27 -3.82
2-ethylpyrazine -5.51 -4.65 -4.50 -6.46 -7.00
2-methylpyrazine -5.57 -5.23 -4.64 -6.63 -7.64
2-methylpyridine -4.63 -2.57 -3.02 -4.40 -4.45
3-methylpyridine -4.77 -3.3 -3.46 -4.51 -4.73
4-methylpyridine -4.94 -3.24 -3.42 -4.57 -4.76
aniline -5.49 -8.44 -6.37 -5.34 -7.20
pyridine -4.70 -4.46 -3.82 -4.92 -5.31

rmsd 2.35 1.55 0.53 1.06

nitrile

benzonitrile -4.10 -6.5 -5.41 -4.13 -3.08
butanonitrile -3.64 -3.95 -4.05 -4.15 -3.01
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ethanonitrile -3.89 -4.5 -3.99 -4.48 -3.83
propanonitrile -3.85 -4.15 -3.97 -4.16 -3.27

rmsd 1.26 0.69 0.42 0.67

nitrohydrocarbons

1-nitrobutane -3.08 -13.19 -6.77 -4.80 -2.92
1-nitropropane -3.34 -13.42 -6.71 -4.80 -3.12
2-methyl-1-nitrobenzene -3.59 -14.48 -7.67 -5.68 -4.07
2-nitropropane -3.14 -12.45 -6.28 -4.33 -2.71
nitrobenzene -4.12 -16.82 -8.50 -5.41 -3.96
nitroethane -3.71 -14.2 -6.89 -6.00 -4.40

rmsd 10.65 3.67 1.72 0.41

other hcno

2-methoxyethanamine -6.55 -5.89 -4.93 -4.23 -7.35
morpholine -7.17 -2.06 -2.56 -3.76 -6.53
N-methylmorpholine -6.34 0.2 -1.41 -3.66 -5.19

rmsd 4.81 4.01 2.84 0.89

alcohol

1,2-ethanediol -9.30 -11.55 -5.63 -5.95 -9.76
1-butanol -4.72 -4.46 -3.07 -2.98 -4.26
1-heptanol -4.24 -3.76 -3.25 -2.99 -3.75
1-hexanol -4.36 -4 -3.19 -2.99 -3.92
1-octanol -4.09 -3.53 -3.31 -2.99 -3.58
1-pentanol -4.47 -4.23 -3.13 -2.99 -4.09
1-propanol -4.83 -4.81 -3.06 -2.92 -4.32
2-methyl-2-propanol -4.51 -3.65 -2.73 -2.63 -3.81
2-propanol -4.76 -4.27 -2.83 -2.86 -4.25
cyclopentanol -5.49 -4.25 -2.98 -2.78 -4.02
ethanol -5.01 -5.05 -3.00 -2.97 -4.55
m-crescol -5.49 -7.9 -4.75 -4.98 -5.87
methanol -5.11 -5.78 -3.12 -3.11 -5.05
o-crescol -5.87 -6.59 -4.23 -4.87 -5.82
p-crescol -6.14 -7.9 -4.75 -4.99 -5.89
phenol -6.62 -8.92 -5.05 -4.89 -6.15

rmsd 1.21 1.82 1.82 0.57

aldehydes

benzaldehyde -4.02 8.22 -4.69 -5.35 -4.35
butanal -3.18 8.81 -3.38 -3.87 -2.71
ethanal -3.50 9.93 -3.16 -4.10 -3.29
octanal -2.29 9.73 -3.64 -3.89 -2.08
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pentanal -3.03 9.02 -3.44 -3.91 -2.57
propanal -3.44 8.59 -3.32 -3.87 -2.91

rmsd 12.3 0.66 1.01 0.39

acids

butanoic acid -6.36 -6.41 -6.42 -6.65 -7.78
ethanoic acid -6.70 -7.15 -6.82 -4.82 -6.41
hexanoic acid -6.21 -5.84 -6.68 -4.51 -5.24
pentanoic acid -6.16 -6.52 -6.65 -6.91 -7.88
propanoic acid -6.47 -6.76 -6.68 -7.38 -8.46

rmsd 0.33 0.32 1.26 1.41

ester

butyl ethanoate -2.55 -0.11 -4.57 -4.29 -4.61
ethyl ethanoate -3.10 0.2 -3.19 -2.62 -3.02
ethyl methanoate -2.65 8.77 -4.33 -4.79 -4.69
methyl butanoate -2.83 0.95 -3.02 -2.72 -3.08
methyl ethanoate -3.32 -1.42 -4.23 -3.87 -4.47
methyl hexanoate -2.49 1.08 -3.14 -2.75 -2.54
methyl methanoate -2.78 7.41 -4.57 -5.12 -5.41
methyl octanoate -2.04 1.12 -3.61 -2.81 -2.26
methyl pentanoate -2.57 0.86 -3.08 -2.75 -2.68
methyl propanoate -2.93 -1.64 -3.99 -3.95 -4.27
pentyl ethanoate -2.45 1.2 -3.47 -2.80 -2.64
propyl ethanoate -2.86 0.39 -3.22 -2.54 -2.76

rmsd 5.24 1.17 1.14 1.24

ether

1,2-dimethoxyethane -4.84 -0.44 -1.65 -3.22 -4.54
1,4-dioxane -5.05 -1.45 -1.83 -3.57 -4.97
anisole -1.04 -2.68 -2.74 -3.06 -3.20
diethylether -1.76 1.55 -0.76 -1.93 -1.86
dimethyl ether -1.92 -0.04 -1.05 -2.16 -2.73
methylisopropylether -2.01 1.05 -0.93 -1.88 -2.02
methylpropylether -1.66 0.99 -0.97 -2.01 -2.08
t-butylmethylether -2.21 1.33 -0.90 -1.75 -1.67
tetrahydrofuran -3.47 0.02 -1.19 -2.11 -2.47

rmsd 3.17 1.94 1.11 0.88

ketone

1-phenylethanone -4.58 -1.41 -4.64 -5.24 -4.65
2-heptanone -3.04 1.39 -2.93 -3.43 -2.13
2-hexanone -3.29 1.21 -2.87 -3.43 -2.30
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2-octanone -2.88 1.55 -3.50 -3.58 -1.97
2-pentanone -3.53 0.98 -2.81 -3.43 -2.49
3,3-dimethybutanone -2.89 0.94 -2.73 -3.08 -2.11
3-pentanone -3.41 1.28 -2.25 -3.32 -2.29
4-heptanone -2.93 1.06 -3.21 -3.22 -1.94
5-nonanone -2.67 2.03 -2.80 -3.44 -1.61
butanone -3.64 0.26 -3.29 -3.38 -2.80
cyclopentanone -4.68 0.3 -3.51 -3.60 -2.93
propanone -3.85 0.14 -3.24 -3.61 -3.14

rmsd 4.29 0.61 0.51 1.00

other hco

2-methoxyethanol -6.77 -5.93 -3.61 -4.15 -6.85
2-propen-1-ol -5.08 -4.84 -3.05 -3.70 -4.92
butenyne 0.04 1.83 -0.48 -1.20 0.02
m-hydroxybenzaldehyde -9.51 1.64 -7.47 -8.12 -9.23
p-hydroxybenzaldehyde -10.48 1.71 -7.45 -8.05 -9.16

rmsd 7.44 2.35 1.9 0.61

sulfide

diethyl disulfide -1.63 0.12 -1.50 -1.75 -0.17
diethyl sulfide -1.43 1.06 -0.99 -1.83 -0.92
dimethyl disulfide -1.83 -0.8 -1.52 -1.81 -0.70
dimethyl sulfide -1.54 0.21 -1.00 -1.90 -1.56
dipropyl sulfide -1.27 1.5 -1.12 -1.78 -0.50
hydrogen sulfide -0.70 -3.05 -1.79 -1.17 -2.75
thioanisole -2.73 -1.69 -2.38 -2.71 -2.01

rmsd 1.99 0.53 0.33 1.14

thiols

1-propanethiol -1.05 -0.53 -1.39 -1.50 -1.86
ethanethiol -1.30 -0.76 -1.32 -1.53 -2.08
methanethiol -1.24 -1.19 -1.32 -1.41 -2.18
thiophenol -2.55 -3.23 -2.79 -2.32 -2.68

rmsd 0.51 0.2 0.3 0.73

other

amonia -4.29 -14.44 -9.42 -3.71 -6.23
hydrazine -9.30 -18.11 -11.82 -5.37 -8.69
water -6.31 -16.95 -7.26 -5.65 -8.88

rmsd 9.9 3.35 2.32 1.89

total rmsd 4.1 1.87 1.75 0.87
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Table 7: Number of hydrogen donors and acceptors (h-Num),
experimental free energy of solvation (Gexp) and values com-
puted with the 4 models (all values in kcal/mol). For each
type of molecules an rmsd is given under the individual data.

Results for the protein ligand complexes

PDB ∆Gexp ∆Ginta ∆Gelec ∆GvdW ∆GZIBscore1

1a07 -22.82 272.06 -1464.39 -36.21 -31.24
1aaq -47.98 379.73 -400.24 -123.72 -55.56
1abe -40.11 73.14 -477.50 -15.59 -35.53
1abf -30.97 85.37 -419.67 -19.04 -36.57
1anf -31.13 204.17 -523.29 -13.13 -37.72
1apb -33.26 74.11 -382.66 -36.24 -33.66
1apt -53.68 563.09 -2523.12 -81.33 -45.32
1apu -43.98 496.76 -327.50 -122.21 -37.71
1apv -51.34 282.58 -455.47 -111.07 -47.41
1apw -45.64 245.56 -385.08 -118.95 -47.89
1ba8 -51.34 471.39 -846.10 -79.91 -36.95
1bap -39.19 62.33 -465.09 -24.31 -33.10
1c83 -19.23 183.67 -2502.01 31.01 -35.47
1cbs -41.07 144.41 -316.35 -96.97 -33.07
1cho -60.28 4397.74 -961.63 -185.50 -59.65
1ejn -32.51 263.02 -120.74 -63.51 -42.43
1epo -45.40 662.36 -574.88 -97.90 -46.75
1fkf -55.37 384.60 -167.33 -121.85 -42.31
1fkg -36.86 316.55 -67.05 -109.09 -35.09
1hbv -36.34 508.86 -280.58 -115.04 -40.14
1hew -34.23 656.74 -515.16 -56.73 -32.96
1hsb -51.67 386.17 -1105.76 -17.11 -40.00
1htf -46.21 184.50 -255.71 -110.27 -46.17
1hvi -57.50 209.08 -365.75 -196.19 -61.86
1hvj -59.67 190.75 -260.70 -210.81 -61.57
1hvk -57.73 271.30 -311.25 -206.82 -56.87
1hvl -51.40 245.66 -284.93 -204.03 -60.46
1hvr -54.25 180.56 -291.39 -180.25 -49.69
1jao -33.78 236.43 890.57 -12.11 -29.20
1jap -26.95 291.00 -1021.92 -35.12 -31.27
1mmp -35.60 152.51 -365.23 -74.82 -35.48
1mmq -51.34 266.11 -211.38 -88.70 -36.92
1nco -44.34 1297.47 -113.08 -140.93 -51.82
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1nnb -22.83 347.20 -883.15 -8.47 -37.26
1ppk -43.70 480.25 -432.14 -99.71 -37.71
1ppl -45.03 455.81 -350.45 -138.71 -44.95
1qbu -58.43 327.88 -283.89 -156.20 -55.29
1rbp -38.33 337.08 -50.75 -153.28 -43.34
1rgk -24.59 211.80 -449.56 25.96 -22.92
1stp -71.47 195.01 -477.07 -34.05 -38.76
1thl -36.63 237.77 -246.19 -72.19 -37.71
1tmn -41.67 944.27 -721.96 -53.97 -35.24
1tng -16.75 49.99 295.30 -26.71 -17.84
1tnh -19.22 34.52 221.71 -23.27 -22.88
1tni -9.69 101.12 247.10 -15.11 -21.76
1tnj -6.15 61.22 271.81 -10.51 -17.64
1tnk -8.50 114.80 248.29 -13.70 -18.08
1tnl -10.70 80.87 299.94 7.26 -15.93
1uvs -30.81 500.84 -32.66 -130.03 -36.28
1uvt -43.60 259.71 -54.83 -116.39 -37.82
2cmd -26.10 305.06 -2129.85 35.01 -24.75
2er6 -41.22 1265.01 -519.48 -95.87 -45.99
2gbp -43.36 124.31 -511.34 4.10 -31.05
2h4n -49.65 89.63 -129.78 -49.39 -45.55
2ifb -30.97 182.62 -277.02 -45.68 -35.35
3cpa -22.13 201.33 -970.22 -29.63 -33.74
4er4 -38.78 904.71 -7821.44 -43.05 -40.29
4hvp -34.85 1444.33 -711.19 -49.39 -38.42
4sga -18.65 278.18 -683.25 -56.34 -24.33
5abp -37.94 100.06 -494.97 -27.33 -39.34
6abp -36.34 147.01 -477.90 -15.87 -33.52
6tmn -28.82 425.45 -397.44 -86.13 -37.33
7dfr -42.21 494.92 -856.81 -20.34 -22.62
7hvp -54.94 1394.28 -544.64 -130.49 -55.27
9abp -45.70 69.59 -531.95 -20.39 -39.16
9hvp -47.64 451.59 -349.26 -162.02 -54.61
Table 8: Experimental free solvation enthalpy ∆Gexp, change
of conformational energy of the ligand computed with
MMFF94 ∆Gintra, electrostaic interaction ∆Gelec, and van
der Waals interaction ∆Gvdw, as well as estimated free energy
of binding of the ZIBscore1 model (all values in kJ/mol)
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