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Abstract 

The finite element discretization of many elliptic boundary value problems 
leads to linear systems with positive definite and symmetric coefficient ma
trices. Many efficient preconditioned are known for these systems. We 
show that these preconditioning matrices can also be used for the linear 
systems arising from boundary value problems which are potentially indefi
nite due to lower order terms in the partial differential equation. Our main 
tool is a careful algebraic analysis of the condition numbers and the spectra 
of perturbed matrices which are preconditioned by the same matrices as in 
the unperturbed case. 
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1. Introduction 

The finite element discretization of many elliptic boundary value problems 
leads to linear algebraic systems 

Ax = b (1.1) 

with positive definite and symmetric coefficient matrices A. The most 
simple example of such a boundary value problem is the Laplace equation 

- Au = / (1.2) 

with boundary conditions 
u = 0 (1-3) 

on a sufficiently regular sub domain of the R 2 or the R s . 

Often systems like (1.1) are solved by applying a conjugate gradient type 
method implicitly to a preconditioned system 

j 3 - i / J A ß - i / 2 y = B-i/2b . ( 1 4 ) 

Many efficient preconditioners B are known. Examples are different types 
of multigrid methods [7,3], methods based on incomplete factorizations of 
the coefficient matrix [l] or domain decomposition methods [4,5,11]. 
Typically all these methods get into trouble for equations like 

- Au + qu = f (1.5) 

with a self adjoint lower order term forcing indefiniteness of the correspond
ing linear system 

{A + M)x = b .. (1.6) 

For a direct application to (1.5) expensive modifications to these iterative 
methods can be necessary. In addition for parameter dependent equations 
the matrix M in (1.6) can change very often, whereas A remains fixed. In 
this paper we show that the resulting problems can be avoided by using 
the preconditioning matrices B arising from (1.1) also as preconditioners 
for the linear system (1.6). 

Our approach is based on two observations. First, that the spectral condi
tion number of 

B-lf*{A + M)B-1'2 (1.7) 

can be estimated in terms of the condition number of the unperturbed 
matrix 

B-^AB-1'2 . (1.8) 
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/The constant depends only on the stability properties of the boundary value 
0blem and of its discretization, not on the preconditioner B. Secondly, 

«id tb-te is our main argument, the eigenvalues of the matrix (1.7) cluster 
, the interval bounded by the minimum and the maximum eigenvalue of 
he •a&t'fix. (1.8). The number of eigenvalues of the matrix (1.7) outside 

e ry fixed small neighborhood of this interval is bounded independently 
f fae choice of the finite element space. 

t̂jg f emainder of this paper is organized as follows: In Section 2 the basic 
j.gbraic estimates are derived. This section does not refer to the origin of 
he jix^Tlces- I11 Section 3 the connection with the finite element discretiza-
• on is established. Section 4 deals with the consequences for Krylov-space 
. ^ods and contains a simple example. 
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2. The Basic Algebraic Estimates 

We begin with some notations. Let 

n 

(z>y) = X)x«w ( 2 1) 

be the Euclidean inner product of two vectors x, y € R n and let 

|*| = (x , * ) 1 / 8 (2.2) 

be the induced Euclidean norm. The associated matrix norm 

| A | = m a x | A x | (2.3) 
1*1=1 

is the spectral norm. The spectral condition number of an invertible square 
matrix A is 

K(A) = m | A - 1 | . (2.4) 

I denotes the identity matrix. Let Ai, A 2 . . . , An > 0 be the eigenvalues of 
the symmetric and positive definite (n x n)-matrix A. Assume 

Axi = XiXi , (xi,xj) = 6ii, (2.5) 

for t,y = l , . . . , n . Then the symmetric and positive definite (n x n)-
matrices A* are given by 

Alx = y£tyx>Xi)xj • (2.6) 
3=1 

In the remainder of this section we fix two symmetric positive definite 
(n x n)-matrices A and B. In the application that we have in mind and as 
mentioned above, A is a discretization matrix of an elliptic boundary value 
problem and B a preconditioner for A. Define 

. [x, Ax) _ (x, Ax) , _. 
a = min ) ' ( , ß = max ; ' ; . (2.7) 

xyio (x,Bx) *#o (x,Bx) v ' 
Note that a is the minimum and ß the maximum eigenvalue of the precon
ditioned matrix B'^AB-^* , and that 

£ = K{B-^2AB-^2) . (2.8) 

Assume that A + M is another symmetric (n x n)-matrix, typically a dis
cretization matrix of a modified boundary value problem with M repre
senting a lower order part of the differential operator. Our question is: 
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What can be said about the spectral condition number and the eigenvalue 
distribution of 

B-l'2{A + M)B-1'2 , (2.9) 

quantifying the efficiency of B as a preconditioner for A + Ml 

We remark that for B~l = HHT the symmetric matrices (2.9) and 

HT(A + M)H (2.10) 

are similar and have the same eigenvalues. This is proved using the orthog
onality. of Bll2H. 

We begin our analysis with: 

Lemma 1 Assume that A + M is nonsingular. Then 

K(B-V2(A + M)B-1'2) < K{I + A-xl2MA-xl2)K{B~rl2AB-xl2) (2.11) 

Proof: For all nonsingular (n x n)-matrices Ai,Az one has 

K{AXAI) < K(AI)K{A2) . 

Therefore 

KiB-^iA + M)B-ll2) 

< KiB-^A1'2)^ + A-^MA-V^KiA^B-1'2) . 

Using 
\C\ = \CT\ ,\C\2 = \CTC\ 

one gets 
K(B-1I2A1I2)K{A1I2B-X'2) = K^B-^AB-1'2) , 

and the proposition follows. 

To state our first result we need the energy norm 

\\x\\l = (x,Azy'2 = \A1'2x\ 

and its dual norm 

| | / | | _ 1 = m a x ( / , x ) = |A-1 /Vl • 

Theorem 1 Let A + M be nonsingular, and assume 

(x, {A + M)y) < cxllslMyllx , x,y e R n , 

and 
||(A + A f ) - 7 l | i < « * l | / | | - i , / e R n . 

Then 
K{B-^2(A + M)B'1'2) < acjKiB-WAB-1'*) . 

m 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 
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Proof: Because of 

and 

N|l=|lv||l=l 
= max {A-^x, {A + M)A~1/2y) 

M=lvl=i 
= II + A-^MA-1^ 

max ||(A + M ) ~ 7 | | i 

= max lA^iA + My'A^A-^f} 

KJ + A-^MA-1 /2)-1! 

we have 
K{I + A~V2MA-1/2) < c lC2 . 

The theorem now follows from Lemma 1. • 

R e m a r k : The symmetry of M does not enter into the proofs of Lemma 
1 and Theorem 1. 

Now we examine the eigenvalue distribution of the matrix (2.9). 

The eigenvalues Ai < A2 < . . . < An of an arbitrary symmetric (n x n)-
matrix S are given by the min-max characterization 

Am = min max (x, Sx) (2.17) 
dimU=m x€ü,|*|=lV 

and for m = 2 , . . . ,n by the max-min characterization 

ATO = max min (x, Sx) , (2.18) 

where U and V, respectively, run over all subspaces of R n and "V"1- is the 
orthogonal complement of "V with respect to the Euclidean inner product. 
We refer to [6,10,12]. 

L e m m a 2 Let H\ < Hz < ... < pn be the eigenvalues of the symmetric 
matrix 

Q = I + A-^MA-1'2 (2.19) 

and Ai < Ax < . . . < An be the eigenvalues of 

B-1'2{A + M)B-1'2 . 

Then for all indices m with \im > 0 

ctßm < Am < / W (2.20) 

where a and ß are given by (2.7). 
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Proof: Let Z i , Z : , . . . , z R b e a n orthonormal basis of the R n with 

Qxk = fikxk , k = l,...,n . 

For m = 1 , . . . , n we set 

€m= span {*!,. . . ,xm} . 

For the proof of the lower estimate we define the spaces 

ym = {B-^A^y\ye£m} 

and utilize 
V^ = {B>"A-V>y\y € # ) . 

By the max-min characterization (2.18) of Xm,m > 2, we have 

Am > jnin (x,B-ll2[A + M)B-ll2x) 

= min (A^B-^QA^B-^x) 
*ev, 

I«I=» 

X 
- 1 

mm (y, Qy) 

| B » / a ^ - i / a , | = i 

Assuming /xm > 0 one gets 

{y,Qy) >^m|y|2>A*m min \z\ 
| B » / S A - » / 3 , | = l 

for all y € £±_x with {B^A-^yl = 1 . Therefore 

Aro > nm min ^ S - ^ x l 2 

1-1=1 

= ^ m i n f i , ^ - 1 / 2 ^ ^ - 1 / 2 ! ) 
«eR" 

= Hmoc . 

Similarly, for H\ > 0, the characterization 

A! = min (z, B~ll2{A + M JB"1 '8*) 
«eR™ 
| x | = l 

leads to 
Ai > li\a 

This proves the first part of the lemma. 



For the proof of the second estimate we introduce the spaces 

Um = {B1<iA-1»y\ye£m} . 

The min-max characterization (2.17) of the eigenvalues Xm gives 

Am < maX{x,B-1/2[A + M)B-^2x) 
'*?=*? 

= jmxiA^B'^^QA^B-^x) 
*€U 
1*1=1 

= max {y,Qy) . 
yccm 

If ßm > 0 , 
{y,Qy) < ßm\y\2 < t*m max \z\2 

| B l / < « - l / 2 ; , | = l 

for all y E £m with \Bll2A~ll2y\ = 1. This estimate leads to the desired 
upper bound 

Am < ^ m a x l ^ / ^ - ^ x l 2 

*€R 

1*1=1 

= fimmsx(x,B-1/2AB-^2x) 
, €R" 
1*1=1 

= V-mß • 

Now we can prove our second main theorem. 

T h e o r e m 2 Assume 0 < 6 < 1 and 

X] dimker(A - AM) < m . (2.21) 
|A|<l/f 

TTien at most m eigenvalues A of the matrix 

B-1'2{A + M)B-1'2 

are located outside the interval 

(1 - S)a < A < (1 + 6)ß . (2.22) 

Proof: In the notations of Lemma 2 one has for fi^l 

{Q - ixl)x = 0 

if and only if 

(A + -l—M)A-1'2x = 0 . 



Therefore 

] T dimker(Q - fil) = J2 dimker(A - AM) 
\1-H\>S 0<|A|<l/tf 

or 
1 — 6<fii<l + 6, J = m 1 + l , . . . , n - m 2 , 

with mi + m2 < m. By Lemma 2 

(1 - 6)a < A, < (1 + 6)ß , i = mx + 1 , . . . , n - m2 , 

follows. • 

R e m a r k : For the application of Theorem 2 the matrix A + M does not 
need to be nonsingular. 

Similarly as in Theorem 2 one can estimate the number of eigenvalues of 
the matrix (2.9) less than (1 — 6)a, greater than (l + 6)ß or less than zero. 
Note that by Sylvester's law of inertia the number of eigenvalues less than 
or equal to zero of the matrix (2.9) is independent of the choice of the 
preconditioner B. 

Our last theorem allows to give upper bounds for the number m in (2.21) 
for indefinite matrices M. 

Theorem 3 Let N be a symmetric (n x n)-matrix with 

± [x,Mx) < {x,Nx) , x e R" . 

Assume 6 > 0 and 

J2 dimker(A -XN)<1 . (2.24) 
0<A<1/* 

Then 
J2 dimker(A - AM) < 21 . (2.25) 

|A|<1/« 

Proof: Because of 

(x, A-^MA-^x) < {x,A-ll2NA-ll2x) , x e R n , 
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and the min-max characterization (2.17), the fc-th eigenvalue of A ll2NA xl'' 
is greater than or equal to the fc-th eigenvalue of A~xl2MA~ll2. Therefore 

Y, dimker(A-AM) 
0<A<1/* 

= X ) d i m k e r ( A _ 1 / 2 M A _ 1 / 2 - ^ J ) 
< ^dimketiA-^NA-^-fil) 

H>8 

= ]T dimker(A-AJV) . 
0<\<1/S 

Replacing M by — M one gets 

J2 dimker(A - AM) 
-1/«<A<0 

= J2 dimker(yl +AM) 
0<\<l/6 

< £ dimker(A-AJV) . 
0<X<1/S 

Combined these two estimates give the proposition. • 

The bounds given in the theorems of this section are sharp. For Lemma 1 
and Theorem 1 as for Lemma 2 and Theorem 2 this is shown by the trivial 
example B = A. For Theorem 3 consider the matrices 

' - ( : : ) • - ( : : ) • " - ( : : ) • 
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3. Finite Element Equations 

Let ft CR/* , d=2 01 d = 3, be a bounded polygonal domain. As an exam
ple of application we consider finite element discretizations of the elliptic 
boundary value problem 

d 

~ H D^OijDiV.) + qu = f on ft , (3.1) 

u = 0 on aft . (3.2) 

We assume that the coefficient functions o,y and q are bounded and mea-
sureable, that 

Oij = &a, i,j=l,...,d, (3.3) 

and that 
d d 

Y, aijföwrii >/*£>? (3.4) 

for almost all x 6 ft and all r/ € Rd. ft is a. given positive constant. 

The weak formulation of our boundary value problem is: find a function 
u € Wo ,8(n) satisfying 

B(u,v) = f(v)t vew^in). (3.5) 

Here /* is a given bounded linear functional on WQ1,2^) and the bilinear 
form B on WQ

1,2{Cl) is defined by 

B{u, « ) = / { £ "ijDiuDjV + quvjdx . (3.6) 

Let 
t d 

Under the given assumptions 

||u||* = i?o(u,u) (3.8) 

defines a norm on WQ
1,2(Ci) which is equivalent to the usual WQ' (ft)-norm 

of this space. There exists a constant Ci > 0 with 

£ ( « , " ) < C i H i H I i (3-9) 

for all functions u,v e W£*(fl) . 
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We assume that for all bounded linear functionals /* on W0' (f!) the bound
ary value problem (3.5) has a unique solution u£W0' (fl) satisfying 

H U < C2 sup \r(v)\ (3.10) 

with a constant C2 independent of /*. For q(x) > 0 , x G ft, one can 
choose C2 = 1. 
To produce an approximate solution of the boundary value problem (3.5) we 
specify a finite element space S C W ^ f t ) and look for a u € 5 satisfying 

B(u,v) = / » , v€S . (3.11) 

We require that the discrete boundary value problem (3.11) is uniquely 
solvable and that, corresponding to (3.10), there exists a constant c2 inde
pendent of /* with 

||u||t < e, sup | / » | . (3.12) 
ves, HU=i 

This condition holds uniformly for all sufficiently accurate finite element 
spaces 5 ; see [8] and [14]. For q(x) > 0 , x € ft, (3.12) is satisfied with the 
constant c2 = 1 , as in the continuous case. 

For a given basis ipi,...,iJ)nofS the discrete boundary value problem (3.11) 
is equivalent to the matrix problem 

(A + M)x = b , (3.13) 

where the coefficients of the (n x n)- matrices A and M and of the right 
hand side b are denned by 

A\u = BotykM (3-14) 

Af |H = / Vl>k4>idx- (3.15) 
Ja 

b\k = ritt) , (3.16) 
and where 

n 
u = X > | t ^ (3.17) 

is the solution of (3.11). 

For these matrices A and M the assumption (2.15) in Theorem 1 is equiv
alent to (3.12) and means stability of the finite element discretization. Be
cause of (3.9) (2.14) holds with c\ = C\. Therefore for every symmetric 
and positive definite matrix B the condition number of the matrix 

B-1'2{A + M)B-1'2 (3.18) 
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is bounded in terms of the condition number of the matrix 

B-^AB-1'"1 . (3.19) 

The constant is the same for all (sufficiently accurate) finite element spaces 
and independent of the preconditioner B. 

Let w : ft —> R be a bounded measurable function satisfying 

\q{x)\ < w(x) (3.20) 

and 
w(x) > 0 (3.21) 

for almost all x 6 ft. If g(x) ^ 0 almost everywhere in ft, w(x) — \q(x)\ is 
a possible choice. The linear space of all measurable real-valued functions 
u on D with 

\\u\\l= w{x)\u{x)\*dx (3.22) 
^n 

being finite is a Hilbert-space under the norm (3.22). The solution space 
Wo ,a(n) is a compactly embeded subspace of this Hilbert-space. There
fore there exists a complete system of eigenfunctions u* € W0

1,2(ft), k = 
1 ,2 ,3 , . . . , and eigenvalues 0 < \% < A2 < A3 < . . . with 

B0(uk,v) = Xk f wukvdx , t; € Wo'2(Ct) , (3.23) 
Jn 

wukuidx = Ski (3-24) 
/ . 

and 
lim A* = +00 . (3.25) 

k—»oo 

Corresponding to this eigensystem there exists a set of discrete eigenfunc-
tions u i , . . . , un € S and eigenvalues 0 < Ai < A2 < . . . < An with 

Bo{ük, v)=Xkf wükVdx , v E S , (3.26) 

/ wüküidx = Ski • (3.27) 

It is a well-known fact [10], which can be proved using an appropriate 
generalization of the min-max principle (2.17), that 

A t <A f c , fc = l , . . . , n . (3.28) 

If we define the (n x n)-matrix 

N\ki = J wfatpidx (3.29) 
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with the basis functions Vt of S introduced above, this means that for all 
given 6 > 0 

5 3 dimker(A - XN) (3.30) 
0<A<1/S 

is bounded independently of the finite element space S. By the choice 
(3.20) of the weight function w (2.23) holds for the matrices (3.15), (3.29). 
Therefore by Theorem 3 for every given 6 > 0 also the number 

£ d i m k e r ( A - A M ) (3.31) 
|A|<1/« 

is bounded independently of the choice of the finite element space. 

We can apply Theorem 2 and see that the eigenvalues of the preconditioned 
matrix (3.18) cluster, for every symmetric and positive definite precondi-
tioner B, in the interval bounded by the minimum and maximum eigenvalue 
of the unperturbed matrix (3.19). 
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4. Consequences for Krylov-Space Methods 
We attempt to solve the linear system 

{A + M)x = b (4.1) 

with the (n x n)-coefficient matrix of Section 2 (or Section 3, respectively) 
by a residual minimizing Krylov-space method (see [9], for example) using 
the matrix B as preconditioner. It is well-known that these methods exploit 
the eigenvalue distribution of the preconditioned matrix. One of their basic 
properties is the estimate 

\B-^rj\ < nun rmax|Py(A,) | |B-1 / ,r0 | (4.2) 

for the error of the j-th iterate x3-. 

r,- = b-(A + M)xj (4.3) 

is the residual corresponding to xy, Ily denotes the set of all polynomials Py 
of a degree less than or equal to j with Py(0) = 1, and Ai < A2 < . . . < An 

are the eigenvalues of the preconditioned matrix (2.9). 

To get a rough idea of the performance of these methods we fix a value 
6 e (0,1) and set 

c/ = (l-6)a, ß' = (l + 6)ß, (4.4) 

where a and ß are the constants (2.7). Let 

n>)= n (i-T-) <4-5) 

be a m-th order polynomial and set 

c*= max |P*(A,-)|. (4.6) 

Restricting the minimum in (4.2) to all polynomials 

P,(A) = P*(A)Py.m(A) , P ,_ m e n y _ m , (4.7) 

one obtains for j > m 

^ - ' " ^ ^ c ' F l . ^ l . . ^ ^ - { m B ' 1 " ^ • ( 4 - 8 ) 

Provided that m is small, as in the application of Section 3, after a short 
starting phase the speed of convergence of the iteration should be deter
mined by the eigenvalues A, € [<*',/?'] • Defining 

«' = 11 = L±iK{B-«*AB-«>) (4.9) 
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and 

'=fri<1 (4-10) 
one has fc 

min max \Pk{\)\ = - ^ _ r , (4.11) 

as it is shown in [1], for example. Therefore for j > m 

|B_1 /2ry| < 2c*g3'~m\B-1/2r0\ • (4.12) 

Up to the factor c*/qm and the factor (1 + 6)/{l - 6) in (4.9) this is the 
same well-known estimate for the speed of convergence as one gets for the 
case M = 0. A bound for the constant c* in terms of 

a = min |A,| , b — max |A,-| (4-13) 
t=l,...,n t'=l,...,n 

and 

- = K{B-^2{A + M)B" 1 / 2 ) (4.14) 
a 

is 

(! + ; ) " • <415) 
Often this bound can be improved. If, for example, the matrix M is positive 
semidefinite, A,- > ß' for all A,- £[<*',/?']. 

c* < 1 (4.16) 

follows. 

For a detailed evaluation of the formula (4.2) and for related questions we 
refer to [2] and the papers cited therein. 

As a simple standard illustration we consider the boundary value problem 

—Au + wu = / on fl , 

u = 0 on t?n , 

where fl = [0, l ]2 is the unit square of R 2 and u> is an arbitrary real constant. 
To discretize the boundary value problem we subdivide the square Ö into 
small squares of sidelength h. As the discrete solution space we use the 
space S of all functions being continuous on the unit square and piecewise 
bilinear on the small subsquares. Using the standard nodal basis of 5 this 
discretization leads to the matrices A and M represented by the difference 
stars 

_ i _ I _ I 
3 3 3 

_i 8 _I 
3 3 3 

-1 _I _I 
3 3 3 

15 



and 
i j _ ' 
9 36 
4 1 
B 9 ' 
1 J. 
9 36 . 

respectively. As a preconditioning procedure we switched to the hierarchical 
basis formulation [13,14] of the linear system to be solved. We counted the 
number j of iteration steps necessary to reach 

|£~1 / 2ry | < £|B-1 / 2r0 | . 

Note that for B~x = SST, because of the orthogonality of STB^2, 

|JB-l/2r| = \STr\ . 

The results for some representative values of u; and e, the gridsize h = 1/80, 
a (6 x 6)-grid as initial grid for the construction of the hierarchical basis 
and the right-hand side 

/ (* ,y) = i 

are listed in Table 1. The condition numbers C\C% of the associated con
tinuous problems differ considerably, and the fact, that the eigenvalue 27r2 

of the Laplace operator is very near to 20, explains the relatively large 
number of iterations for u = —20. But as a general observation we can 
conclude that after a certain starting phase the speed of convergence does 
not depend very sensitively on the choice of u. 

Acknowledgement 

The author gratefully acknowledges the hospitality of Peter Deuflhard, 
Konrad-Zuse-Zentrum für Informationstechnik Berlin, and the help of his 
staff during the preparation of this manuscript. 
The author has been supported by a Konrad-Zuse-Fellowship. 

uh2 
36 
1 
9 

_1_ 
L 36 
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u c = 10"2 £ = 10"4 e = 10-6 

90 6 17 25 

60 7 17 25 

30 8 18 26 

0 11 20 27 

-10 12 21 28 

-20 19 27 35 

-30 12 21 29 

-40 11 20 28 

-50 10 20 28 

-60 10 20 31 

-70 10 21 31 

-80 10 20 32 

-90 11 21 33 

Table 1 The number of iteration steps for the given example. 
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