
Takustraße 7
D-14195 Berlin-Dahlem

Germany
Konrad-Zuse-Zentrum
für Informationstechnik Berlin

AMIN COJA-OGHLAN SVEN O. KRUMKE TILL NIERHOFF

Average Case Analysis of a Hard Dial-a-Ride Problem

ZIB-Report 03-12 (May 2003)



Average Case Analysis of a Hard Dial-a-Ride Problem

Amin Coja-Oghlan∗ Sven O. Krumke† Till Nierhoff ‡

13th May 2003

Abstract

In the dial-a-ride-problem (DARP) objects have to be
moved between given sources and destinations in a trans-
portation network by means of a server. The goal is to
find a shortest transportation for the server. We study the
DARP when the underlying transportation network forms
a caterpillar. This special case is stronglyNP-hard in the
worst case. We prove that in a probabilistic setting there
exists a polynomial time algorithm which almost surely
finds an optimal solution. Moreover, with high probabil-
ity the optimality of the solution found can be certified
efficiently. We also examine the complexity of theDARP

in a semi-random setting and in the unweighted case.
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1 Introduction

In the dial-a-ride problem (DARP) we are given a
number of transportation requests which have to be
handled by means of a server. The server can han-
dle at most one request at a time and moves within a
specified transportation network. The aim is to find a
shortest (closed) tour for the server which serves all
requests. TheDARP comprises many transportation
and routing problems in combinatorial optimization
such as the traveling salesman problem.

One of the applications that can be put within the
DARP framework is elevator scheduling [2, 18, 21].
This corresponds to the special case of theDARP

where the underlying transportation network forms
a caterpillar (cf. Figure 1). Here, the vertices on the
backbone correspond to the floors and the edges be-
tween vertices on the backbone and the feet can be
used to model start- and stopping delays of the ele-
vator. This special case isNP-hard, as has already
been shown in [21].

In reality, the task of scheduling an elevator is in
fact anonline problem: transportation requests are
unknown until their respective release times and an
online algorithm must decide how to handle requests
without knowledge of the future. Practice is even
more demanding. An online algorithm is indeed re-
quired to deliver the next piece of the solution within
a very tight time bound. Thus, one is interested in
online algorithms which do not only deliver good so-
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lutions but which also react in real-time.
A standard way to measure quality of online al-

gorithms is via competitive analysis [7]. All known
competitive algorithms for minimizing the total com-
pletion time (makespan) in online dial-a-ride prob-
lems have to solve instances of the (offline-)DARP

during their run [2, 4, 12]. It is shown in [2] that an
offline approximation algorithm for theDARP with
approximation ratioρ implies a c(ρ)-competitive
algorithm for the online version, wherec(ρ) =
1
4

(
4ρ+ 1 +

√
1 + 8ρ

)
. Moreover, as shown in [19,

20] even for the case of minimizing the maximum
or average waiting time online, an offline algorithm
for the DARP which optimizes the length of a tour
proves to be helpful, since it can be used to derive
online performance guarantees.

We conclude that there is a need to solve the
(offline-) DARP in real-time, although it is anNP-
hard problem.

Our Contribution In this paper we address the
complexity of theDARP on caterpillars in a prob-
abilistic setting. We show that the so-called MST-
heuristic, a fast and simple algorithm (see Sec-
tion 1.2), in most cases solves the problem exactly
if the transportation requests are chosen uniformly at
random. We expect this result to be of use in view
of the real-time issue for online algorithms as men-
tioned above.

Note that our result is also interesting in the con-
text of the algorithmic theory of random graphs [16]:
the DARP constitutes another combinatorial opti-
mization problem which is hard in the worst-case
and easy on average. The proof that the problem is
easy on average relies mainly on an analysis of the
so-called “balancing operation”. Although this oper-
ation has no effect in the worst case, it turns out that
in the average case balancing glues all non-Eulerian
connected components of requests together. More-

over, Eulerian components are rare. The analysis of
balancing causes considerable technical challenges.
The key is an appropriate description of the random
model, namely as a direct product of a random walk
and the choice of a random permutation.

We complement our algorithmic result with a
hardness result about the solvability of theDARP in a
semi-random setting, which, as a byproduct, implies
NP-hardness in the unweighted case.

Related Work The DARP is also known as the
Stacker-Crane-Problem. In [21] it is shown that the
problem isNP-hard even on caterpillars (with ap-
propriate edge lengths). An earlierNP-hardness re-
sult for theDARP on trees is contained in [14]. In
[15] the authors present a9/5-approximation algo-
rithm for theDARP on general graphs. An improved
algorithm for trees with performance5/4 is given
in [14]. On paths, theDARP can be solved in poly-
nomial time [3]. The paper [21] considers theDARP

when additional precedence constraints between the
requests are specified.

Organisation of the Paper In the rest of this in-
troduction we give a formal problem statement and
a synopsis of the results of the paper. The synopsis
has pointers to the proof sketches, which are con-
tained in the other sections. After some concluding
remarks and the bibliography, there is an appendix
containing detailed proofs.

1.1 Problem Statement

In the dial-a-ride problemDARP we are given an
edge-weighted undirected graphG = (V,E) and
a list of transportation requestsL between the ver-
tices ofG. The goal is to find a shortest (closed)
tour which serves all the requests inL. This task can
be viewed as adding new arcsA (empty moves) to
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the directed graph(V, L) such that the resulting di-
rected multi-graph(V, L ∪A) is Eulerian [3,14,21].
We thus stateDARP formally in the graph theoretic
framework as follows:

Definition 1 (Dial-a-Ride Problem DARP) An in-
stance of the dial-a-ride problemDARP consists of
an undirected graphG = (V,E) with edge-lengths
c : E → R+

0 and a listL of pairs of vertices, called
requests. A solution is a multi-setA of pairs (u, v)
where{u, v} ∈ E such that the directed multi-graph
(V, L ∪ A) is Eulerian. The cost ofA is the total
length of an Euler tour in(V, L ∪ A), where the
length of arc(u, v) equals the length of a shortest
path betweenu andv in G with respect toc.

As mentioned before, in this paper we consider
the situation where the undirected graphG in the
DARP is acaterpillar. The caterpillarCatn (see Fig-
ure 1) consists of a path onn verticesp1, . . . , pn
and n leavesl1, . . . , ln where li is attached topi,
i = 1, . . . , n. The edgeshi := {pi, li} are called
hairs, the leavesli are calledfeet, the edgesbi :=
{pi, pi+1} are calledbackboneedges. Obviously,
Catn is a tree on2n vertices.

hair

ln

foot

pn
backbone

p2p1

h1

l1 l2

b1 bn−1

Figure 1: The caterpillar graphCatn.

We further assume that the requests extend be-
tween feet of the caterpillar. This is not a restriction
of generality, as, instead ofG = Catn, we could

considerG′ = Cat2n, where every second back-
bone edge and every second hair had length 0. Then,
introducing a request inG′ for every request inG
by replacingpi with l′2i and li with l2i−1, results in
an equivalent problem obeying the stated restriction.
Note that the application background suggests that
other requests than between feet in fact do not occur.

Any instance of this problem can be preprocessed
by adding to the listL of requests a setB of “arti-
ficial” requests such that the value of an optimal so-
lution does not increase. The setB is determined as
follows. Removing an edgee = {u, v} fromG gives
a graphG− e that consists of two connected compo-
nentsC1 3 u andC2 3 v. If the number of requests
starting inC2 and ending inC1 exceeds the number
of requests starting inC1 and ending inC2 byd, then
addd copies of the request(u, v) to B. This opera-
tion is performed for all edgese ∈ E. After this pro-
cedure, which we callbalancing in the sequel, the
number of requests starting at any vertexv equals
the number of requests ending atv. Moreover, every
weakly connected component of(V, L) becomes a
strongly connected component of(V, L∪B) [3,21].
Therefore, the graph(V,L ∪ B) decomposes into
several Eulerian components, and the remaining task
is to connect these components at the least possible
cost.

1.2 Results

Before we describe our results, we introduce the ran-
dom model considered in this paper. Let[n] =
{1, . . . , n}.

Definition 2 Theuniform model for theDARP, is a
list L = Ln,m of requests(ik, jk) ∈ [n] × [n], k =
1, . . . ,m. Each request(ik, jk) is chosen uniformly
at random and independently of all others from[n]2.
This is obviously equivalent to choosingL from
[n]2m uniformly at random.
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A list L = Ln,m is interpreted as an instance of
the DARP whereG = (V,E) is a caterpillarCatn,
andL is the list of requests{(li, lj) | (i, j) ∈ L}.
Balancing the instance yields an additional setB of
artificial requests. It is convenient to consider the
directed multigraphsD(L) = (V, L) andDB(L) =
(V, L∪B). To facilitate the analysis of the balancing
operation, we give an equivalent formulation of the
uniform model for theDARP in Section 2. We use
the notion of connectedness in the digraphsD(L)
andDB(L) in a non-standard way: a component of
D(L) or DB(L) is a maximal connected subgraph
which contains at least one arc. This extends to both
weak and strong connectivity. The reason behind this
concept is that for a solution of the problem isolated
vertices need not be incorporated into the desired Eu-
ler tour.

The following lemma summarizes relevant state-
ments about the components ofD(L) that follow
from the theory of random graphs. See Section 4
for the nuts and bolts of the proof.

Lemma 3 LetL = Ln,m be chosen according to the
uniform model.

(i) If m ≥ 10n lnn, thenD(L) is weakly con-
nected with probability1 − o(1) asm → ∞
as has no isolated vertices.

(ii) If m ∼ γn for some fixedγ > 0, then the num-
ber of components ofD(L) that are directed cy-
cles of lengthk has asymptotically Poisson dis-

tribution with parameter1k

(
γ

exp(2γ)

)k

(iii) If m ¿ n or m À n, thenD(L) has no Eu-
lerian component with probability1 − o(1) as
m→∞.

If DB(L) has only one component, then any Eu-
ler tour in DB(L) already is an optimal solution.
However, matters are not that simple in general: by

Lemma 3, part (ii),D(L) may contain several Eule-
rian components each of which remains a component
of DB(L).

If DB(L) has more than one component then, as
mentioned in the introduction, theDARP reduces to
connecting the components at the least possible cost.
The MST-heuristicfor this task works as follows:
first, the shortest distance of every pair of compo-
nents is computed. According to the distances, a
minimum spanning treeT on the components is de-
termined. Finally, each edge ofT connecting two
components is replaced by a circuit of twice the
edge length, connecting the same components. The
MST-heuristic is a 2-approximation algorithm for the
DARP on trees [14]. It can be shown that it is optimal
in case of theDARP on paths [3].

The main result of this paper is the following the-
orem. The proof is sketched in Section 4.

Theorem 4 Let L = Ln,m be chosen according to
the uniform model. The MST-heuristic finds an opti-
mal solution with probability1 − o(1) asm → ∞.
Moreover, optimality can be certified efficiently.

The basis of this result is the following key techni-
cal lemma, which states essentially that it is unlikely
for DB(L) to have more than one component, be-
sides those that result from Eulerian components like
in Lemma 3, part (ii):

Lemma 5 LetL = Ln,m be chosen according to the
uniform model. With probability1 − o(1) asm →
∞, all non-Eulerian components ofD(L) are part of
one single component ofDB(L).

Thus, in almost every case the balancing operation
connects all components ofD(L) except the Eule-
rian ones. The proof of Lemma 5 is sketched in Sec-
tion 3.
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We complement our positive results about the
solvability of theDARP in the average case by a hard-
ness result in a semi-random setting, thereby improv-
ing upon the hardness results given in [13, 14, 21].
The following semi-random model for constructing
instances of theDARP is inspired by a threshold re-
sult of Feige and Kilian on the complexity of the
semi-random independent set problem [10]. First,
a list L = Ln,m of m requests is chosen accord-
ing to the uniform model. Then, an adversary adds
further requests, thereby producing a listL′ ⊃ L.
Note that the requests added by the adversary arenot
randomly chosen. We shall say that a polynomial
time algorithmsolves the semirandom(n,m)-DARP

if with probability 1 − o(1) asn → ∞ for any ex-
tensionL′ of the randomly chosen partL = Ln,m on
inputL′ the algorithm outputs an optimal solution of
DARP; clearly, probability is taken over the choice of
Ln,m. Obviously, ifmÀ n lnn, then the MST algo-
rithm solves the semirandom(n,m)-DARP, because
by Lemma 3 with high probability the graphD(L)
is connected and has no isolated vertices. Conse-
quentlyD(L′) ⊃ D(L) is connected. We obtain the
following theorem.

Theorem 6 Let L = Ln,m be chosen according to
the uniform model. Ifm À n lnn, then the MST-
heuristic solves the semirandom(n,m)-DARP.

Conversely, assume that the caterpillarCatn has
uniform edge lengths. Ifm¿ n lnn, then there is no
polynomial time randomized algorithm that solves
the semirandom(n,m)-DARP, unlessRP = NP.

Note that the casem = 0 also gives a strongNP-
hardness result for the plain worst case, as the edge
lengths of the caterpillar are uniform. The proof of
Theorem 6 is sketched in Section 5.

2 Random Walks and the Uniform
Model

GivenL = Ln,m, by di(L) we denote the number
of occurences ofi in L. Clearly, d1(L) + · · · +
dn(L) = 2m. Now let di ∈ {0, 1, 2, 3, . . .} for
i = 1, . . . , n. Let Ln,m(d1, . . . , dn) denote the
event thatdi(L) = di for all i. In order to study
the effect of the balancing operation on the directed
multigraphD(Ln,m(d1, . . . , dn)), we shall describe
a simple random experiment that induces the same
probability distribution as does the map

Ln,m(d1, . . . , dn) 3 L 7→ D(L). (1)

Let

Wm = {(x1, . . . , x2m)|
2m∑

i=1

xi = 0, xi ∈ {−1,+1}}

be the set of all±1-sequences of length2m contain-
ing as many +1’s as−1’s. Note that the sequence
x1, . . . , x2m is an unbiased Random Walk [11], con-
ditional on

∑2m
i=1 xi = 0. Then

#Wm =
(

2m
m

)
.

Letx = (x1, . . . , x2m) ∈Wm andj ∈ {1, . . . , 2m}.
We let

Ix(j) = #{i ≤ j|xi = xj},
that is, xj is the Ix(j)th occurrence of the value
of xj .

Now letΩ = Wm×Sm, whereSm is the symmet-
ric group of orderm!. We equipΩ with the uniform
distribution. For each element(x, σ) ∈ Ω, we con-
struct a directed bipartite graphH(x, σ) on the ver-
tex set{a1, . . . , a2m} as follows. The arc(ai, aj)
is present if and only ifxi = 1, xj = −1, and
σIx(i) = Ix(j). Thus, the graphH(x, σ) consists
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of preciselym directed arcs. Finally, contracting the
vertex sets

{a1, . . . , ad1}, {ad1+1, . . . , ad1+d2},
. . . , {ad1+···+dn−1+1, . . . , a2m}

gives a directed multigraphD(x, σ) of ordern (see
Figure 2 for an illustration).

−−+−+−+(xj)2mj=1

Catn

σ

Figure 2: Illustration of the reformulated random
model.

Lemma 7 The distribution induced by (1) coincides
with the distribution induced by the mapΩ 3
(x, σ) 7→ D(x, σ). 2

3 Non-Eulerian Components

Lemma 5 is equivalent to the statement that the arti-
ficial requests added by the balancing operation con-
nect all non-Eulerian components ofD(L). Note
that Lemma 5 vacuously follows from Lemma 3 if
m ≥ 10n lnn. We therefore assume for the rest of
the section thatm¿ n lnn.

To prove Lemma 5, the alternative formulation of
the uniform model introduced in Section 2 turns out
to be adequate. Letd1, . . . , dn be fixed. Then the set
B of balancing requests depends only on the choice
of x ∈ Wm. The first part of the proof is to bound

the number of components ofB. The second part is
to show that with high probability the components of
B and the non-Eulerian components ofD(L) glue
together to form one large component. In fact, the
probability that both parts hold turns out to be inde-
pendent of the choice ofd1, . . . , dn. Thus, Lemma 5
follows from Lemma 7.

We begin collecting a bit of notation and some
simple observations. The setB contains only re-
quests along edges ofG = Catn. Let

EB =
{
e ∈ E(G) :

there exists a request
alonge in B

}
.

Note that two components ofD(x, σ) are connected
byB if and only if they are connected byEB. Thus,
the rest of analysis may be focused on the setEB.
Let us call a maximal setS = {bi, bi+1, . . . , bi+l} ⊂
EB of consecutive backbone edges inEB a back-
bone segment.

Lemma 8 With high probability, there are at most
O(m3/4) backbone segments.

Sketch of proof. Let i ∈ {1, . . . , n − 1}. Observe
that, unless

x1+. . .+xd1+...+di = xd1+...+di+1+. . .+x2m = 0,

balancing yields a request alongbi and hencebi ∈
EB. Then, the number of gaps between backbone
segments is bounded by the numberZm of passages
through zero of the random walkx1, . . . , x2m, i.e.,
by the number of indicesj wherex1 + · · ·+xj = 0.

One can show that the expectation ofzm, divided
by
√
m, converges to

√
π asm → ∞. Therefore,

Lemma 8 follows by applying Markov’s inequality.
2

Consider the auxiliary directed bipartite graph
H(x, σ) from Section 2. A vertexaj of H belongs
to the vertexli of D(x, σ), wherei = i(j) is cho-
sen such thatd1 + . . . + di−1 < j ≤ d1 + . . . + di.
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It is calledactive, if hi(j) ∈ EB, andinactiveother-
wise. Observe that the activeaj are those that belong
to verticesli of D(x, σ) with different indegree and
outdegree. As there are only requests between feet of
G, hi ∈ EB only if bi ∈ EB or bi−1 ∈ EB. There-
fore, every hairhi in EB is incident to a backbone
segmentS, and thus each activeaj that belongs toli
can be assigned toS. The purpose of this assignment
is, that if (aj , aj′) is an edge ofH(x, σ) and both
aj and aj′ are active, then the backbone segments
thataj andaj′ are assigned to are connected through
the hairshi(j),hi(j′) and the request(li(j), li(j′)). As
every non-Eulerian component ofD(x, σ) contains
a vertex with different indegree and outdegree, it is
connected to a backbone segment. Thus, to com-
plete the proof of Lemma 5 it suffices to show that
all backbone segments are connected in the way just
described. First we show that the number of active
vertices ofH(x, σ) is large:

Lemma 9 With probability1− o(1) asm→∞, we
have#{j | aj is active} ≥ m/2.

Sketch of proof. The vertexaj can only become
inactive if di(j) is even. The probability attains its
maximum of1/2 + o(1) if di(j) = 2. Therefore,
the expected number of active vertices is at least
2m(1/2 − o(1)). Based on the assumption that
m ¿ n lnn, one can verify that the variance is
dominated by the square of the expectation, and by
Chebychev’s inequality the lemma follows. 2

Next, we reduceH to the active vertices in the fol-
lowing way: for each inactiveaj with xj = −1 let
τj be such thatxτj = 1, andi(τj) = i(j). This is a
perfect matching of the inactive vertices. If(aj , aj′)
is an edge ofH whereaj is active andaj′ is inactive,
thenH contains another edge(aτj′ , aj′′). Replace
these two edges with the edge(aj , aj′′) and proceed
until all edges are incident to active vertices. We call
the resulting graphH ′. Note that, by the construc-
tion, the backbone segmentsS andS′ are connected

through hairs inEB and requests if(aj , aj′) is an
edge ofH ′, aj is assigned toS, andaj′ is assigned
to S′.

For each backbone segmentS let

m+(S) = {j | aj assigned toS andxj = +1}
and

m−(S) = {j | aj assigned toS andxj = −1}.
Clearly, for each backbone segmentS,

∑{xj |
aj assigned toS} = 0 and hence#m+(S) =
#m−(S). As the choice ofτ only depends onx,
a simple counting argument shows thatH ′ is a uni-
formly distributed matching ofm+ =

⋃
Sm

+(S)
with m− =

⋃
Sm

−(S).
Then the proof of the theorem is complete with the

following

Lemma 10 With probability1 − o(1) asm → ∞,
all backbone segments are in the same component of
DB(L).

Sketch of proof. Assume that there is a collection
S1, . . . , Sk of backbone components that are not in
the same component ofDB(L) as the others. We
may assume thatl =

∑k
i=1 #m+(Si) ≤ m′/2,

wherem′ ≥ m/2 is the number of active vertices,
since otherwise we consider the collection of the re-
maining backbone segments. Asm+(S) ≥ 1 for
every backbone segment,l ≥ k. The probability,
taken over the distribution ofH ′, that no edge of
H ′ connects one of theSi with a backbone compo-
nent not inS1, . . . , Sk is l!(m′−l)!

m′! ≤ 1/
(
m′
k

)
. Thus,

the expected number of such collections is at most∑
k

(
m3/4

k

)
/
(
m′
k

)
. As

(
m3/4

k

)
/
(
m′
k

)
= O((em−1/4)k)

the lemma follows. 2

4 Eulerian Components

In this section, we first sketch the proof of Lemma 3.
Then we estimate the number of vertices on Eulerian
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components ofD(Ln,m). Both results rely on results
on the global structure of the random graphGn,m;
see [6] for a detailed exposition. Finally we sketch
the proof of Theorem 4.

GivenL = Ln,m, we obtain a simple graphS(L)
on {1, . . . , n} that consists of all edges{v, w}, v 6=
w, such that(v, w) ∈ L (or (w, v) ∈ L). Note that
the connected components ofS(L) are in one-to-one
correspondence with the connected components of
the directed multigraphD(L). Since the expected
number of loops inD(L) is m/n, and the expected
number of multiple edges is≤ m3/n4, the number
of edges ofD(L) is at leastm/2, with high proba-
bility.

Suppose thatm ≥ 10n lnn. Then with high prob-
ability S(L) has at least5n lnn edges. Hence the
first part of Lemma 3 follows from the fact that with
high probability the random graphGn,5n lnn is con-
nected.

As for the proof of the second part of Lemma 3,
denote byXk the number of connected components
of D(L) that are directedk-cycles. Then a straight-
forward computation yields

E(Xk) ∼ 1
k
·
(

γ

exp(2γ)

)k

,

whereγ = m/n. Moreover, for therth factorial
moment ofXk we have

Er(Xk)
E(Xk)r

∼ 1.

Thus, [6, p. 25] entails that the distribution ofXk is
asymptotically Poisson. Finally, a somewhat tedious
computation proves part (iii).

Lemma 11 Let L = Ln,m be chosen according to
the uniform model. Then with probability1 − o(1)
asm→∞ the number of vertices on Eulerian com-
ponents ofD(L) is at mostm1/8.

Sketch of proof. If m ≥ 10n lnn, then with high
probabilityD(L) is connected, by Lemma 3. Conse-
quently, with high probability there are no Eulerian
components at all. Now let us assume that3n/4 ≤
m ≤ 10n lnn. Then results on the global structure
of the random graph imply that with high probability
S(L) has no component of order at least100 lnn and
at mostn2/3. Moreover, there is precisely one com-
ponent of order≥ n2/3, the so-called giant compo-
nent. A simple counting argument proves that With
high probability the component ofD(L) correspond-
ing to the giant component ofS(L) is not Eulerian.

A lengthy computation shows that in the casem ≥
3n/4 the graphD(L) has no Eulerian component of
order at mostn1/4 that contains more edges than ver-
tices. In addition, the number of vertices on compo-
nents ofD(L) that are directed cycles isO(1). Fi-
nally, in the casem ≤ 3n/4 the expected number of
vertices on Eulerian components isO(1) with high
probability. Thus, applying the Markov inequality
completes the proof of Lemma 11. 2

As for the proof of Theorem 4, note that by
Lemma 5 with high probability there is only one
componentCB in DB(L) in addition to the Eulerian
components ofD(L). We may assume that

√
n ≤

m ≤ 10n lnn, as otherwise, by Lemma 3,D(L) has
no Eulerian components. Hence by Lemma 11, the
number of vertices in the Eulerian components is at
mostm1/8. Thus with high probabilityDB(L) has
the

Property 12 Between any two feetli and lj , i < j,
that belong to Eulerian components ofD(L), there
is a footlk, i < k < j, that belongs toCB.

As a consequence the distance graph on the compo-
nents corresponds to a star metric where the center
is CB. Therefore, the MST heuristic finds an opti-
mal tour. Observe that Property 12 can be checked in
polynomial time. Hence it provides the desired cer-
tificate for the optimality of the solution produced by
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the MST-heuristic, thereby proving Theorem 4.

5 A Hardness Result

As for the proof of Theorem 6, note that in the case
m À n lnn the graphD(Ln,m) is connected with
high probability. Consequently, the MST-heuristic
finds an optimal solution of the semirandom prob-
lem.

Now supposem ¿ n lnn. Consider an instance
(S, T,E) of the bipartite Steiner tree problem, where
S denotes the set of Steiner vertices,T the set of ter-
minals, andE is the edge set. The bipartite Steiner
tree problem is NP-hard even in the cased(s) = 4
for all s ∈ S [1, 5]. We shall prove that a polyno-
mial time algorithm that solves the semirandom dial-
a-ride-problem optimally yields a randomized algo-
rithm for the bipartite Steiner tree problem, implying
thatNP = RP .

Let L = Ln,m. We shall show how the adversary
can include the instance(S, T,E) of the Steiner tree
problem into the graphD(L) such that an optimal
solution of the dial-a-ride-problem gives an optimal
Steiner tree. With high probability there are at least
n23/24 vertices in{l1, . . . , ln} that are not incident
with any edge inD(L). Partition the set{l1, . . . , ln}
into

√
n pieces

{l1, . . . , l√n}, {l√n+1, . . . , l2
√
n},

. . . , {ln−√n+1, . . . , ln}

With high probability there are at leastN = n1/8

pieces, which we denote byB1, . . . , BN , starting
with six vertices not incident with arcs inD(L) each.
Let Ij denote the set of the first six vertices ofBj ,
j = 1, . . . , N and letI be the union of the setsIj .
We may assume that#S = N/(4!).

First, for each request(ui, vi) in L, i = 1, . . . ,m,
the adversary adds a request(vi, ui). Then, for each

vertexv ∈ {l1, . . . , ln} \ I the adversary adds the
requests(v, ln), (ln, v). Let L′ denote the resulting
list of requests. ThenD(L′) has one large Eulerian
component on the vertex set{l1, . . . , ln} \ I.

For each Steiner vertexs and each permuta-
tion σ ∈ S4 the adversary picks a setIσ(s) ∈
{I1, . . . , IN} such that eachIj is used precisely
once. Assume thatIσ(s) consists of the vertices
v6, . . . , v1, from left to right and lett1, t2, t3, t4 be
the neighbors ofs. The adversary labelsv2 with
tσ(1), v3 with tσ(2), v4 with tσ(3), andv5 with tσ(4).
The verticesv1 andv6 are not labeled. Finally, for
eacht ∈ T the adversary adds toL′ a directed cycle
connecting all vertices that are labeled witht. LetL′′

denote the resulting list of requests.
In summary, theDARP instance constructed by the

adversary consists of disjoint cycles, one for each
terminal, and one giant componentCr containing
all randomly chosen requests. Every Steiner vertex
is represented by4! gadgets, each consisting of six
hairs where the first and the last foot of each gadget
are isolated; each of the four feet in the middle lies
on a cycle corresponding to the terminal the foot is
labeled with.

t1t2t3t4

Figure 3: InM the Steiner vertexs is connected with
the terminalst1, t2, andt3.

Let M be a Steiner tree in(S, T,E) of costcM .
The following tour in theDARP instance correspond-
ing toD(L′′) has cost2cM + 2#T + 4 plus the to-
tal length of the requests inL′′: For everys ∈ S

9



with dM (s) = k > 0 let the neighbors ofs in M be
t1, . . . , tk. Let σ ∈ S4 be such thatvi+1 is labeled
with ti, i = 1, . . . , k, in Iσ(s) = {v1, . . . , v6}. Con-
nectv2, . . . , vk+1 with a total of4k − 2 requests of
length 1 as indicated in Figure 3. Then the cycles
corresponding to the terminals are connected since
the terminals are connected byM . Finally, connect
Cr with the cycles using 6 requests of length 1. The
total length of the added requests is

6 +
∑

s∈S
dM (s)>0

4dM (s)− 2

= 6 + 4cM − 2#{s ∈ S | dM (s) > 0}
= 6 + 4cM − 2cM + 2#T − 2
= 2cM + 2#T + 4,

where we have made use of the fact that

cM = #T + #{s ∈ S | dM (s) > 0} − 1.

Conversely, given a solution of theDARP which
is by c longer than the total length of the requests in
L′′, one can compute in polynomial time a Steiner
tree in (S, T,E) of length at mostc/2 − 2 − #T .
This Steiner tree can be found changing the given
solution to a solution of at most the same length that
results from the desired Steiner tree by applying the
procedure described in the previous paragraph.

6 Conclusions and Open Problems

We have shown that theDARP on caterpillars, while
NP-hard in the worst-case, is solvable efficiently on
average. In view of the online setting described in the
introduction, this can be regarded as a first step to-
wards an investigation of theonlinedial-a-ride prob-
lem in the average case.

On the other hand, the (offline-)DARP is inter-
esting in its own right. In this respect it would be

interesting to investigate whether our methods carry
over to more general transportation networks such as
arbitrary trees.

Another potential extension concerns the distribu-
tion of the requests. This distribution might be bi-
ased according to given weights0 ≤ p1, . . . , pn,
where

∑
i pi = 1. Then the probability that a ran-

dom request is(li, lj) equalspipj . Note that the uni-
form distribution corresponds to the casepi ≡ 1/n.
We expect that our methods extend to this biased ran-
dom model, though the calculations seem to become
considerably more complicated.
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Appendix

A Proof of Lemma 7

Fix d = (d1, . . . , dn). LetDn,m denote the set of all directed multigraphs on the vertex set{1, . . . , n} with
preciselym edges. Further, letDn,m(d1, . . . , dn) denote the set of allD ∈ Dn.m such that the vertexi
is incident with preciselydi arcs for alli (a loop contributes2 incidences). Letϕ : Ln,m(d) → Dn,m(d)
denote the map (1). Finally, letψ : Wm × Sm → Dn,m(d) denote the map(x, σ) 7→ D(x, σ). Then we are
to prove that the distributionsPϕ andPψ coincide, where bothLn,m(d) andWm × Sm are equipped with
the uniform distribution.

Thus, letG ∈ Dn,m(d). We have to show that

#ψ−1(G)
#Wm × Sm =

#ϕ−1(G)
#Ln,m(d)

.

Suppose thatG has preciselyvi arcs of multiplicityi, i = 1, 2, . . ., and thatv0 is the number of loops ofG.
Indeed, let

Ei = {e(i)1 , . . . , e(i)vi
}

be the set of all arcs of multiplicityi. Then we can count the inverse images ofG under the mapϕ as
follows:

• Choose one of them positions in the listm for e(1)
1 .

• Choose one of the remainingm− 1 positions fore(1)
2 .

• · · ·
• Choose a set ofi remaining positions fore(i)j .

• · · ·
Thus,

#ϕ−1(G) =
∞∏

i=1

vi−1∏

j=0

(
m− ij −∑i−1

k=1 kvk
i

)
=

m!∏∞
i=1 i!vi

In order to determine#ψ−1(G), letA(i) denote the set of all arcs that are incident with vertexi. Let us
first count the number of maps

σi : {1, . . . , di} → E(i)

such that#σ−1
i (e) equals the multiplicityV (e) of e for all e ∈ E(i). LetE(i) = {e1, . . . , ed1}. Obviously,

the number of such maps is

di∏

j=1

(
di −

∑j−1
k=1 V (ek)

V (ej)

)
=

di!∏di
j=1 V (ej)!

12



Therefore, the number of tuplesσ = (σ1, . . . , σn) is

d1! · · · dn!∏
e∈E(1) V (e)! · · ·∏e∈E(n) V (e)!

=
d1! · · · dn!∏∞
i=1 i!2vi

.

Note that each tupleσ = (σ1, . . . , σn) gives precisely
∏∞
i=1 i!

vi inverse images ofG under the mapψ,
because for each arc of multiplicityi from vertexx to vertexy there are preciselyi! ways to map the
corresponding+1s to the corresponding−1s. Moreover, each element ofψ−1(G) is counted precisely
once.

Finally, observe that

#Wm × Sm =
(

2m
m

)
m! =

(2m)!
m!

and that

#Ln,m(d) =
(

2m
d1

)(
2m− d1

d2

)
· · ·

(
2m− d1 − · · · − dn−1

dn

)
=

(2m)!
d1! · · · dn! .

We conclude that
#ψ−1(G)

#Wm × Sm =
d1! · · · dn!m!

(2m)!
=

#ϕ−1(G)
#Ln,m(G)

,

thereby proving the lemma.

B Proofs for Section 3

In this section we give full proofs of Lemma 8 and of Lemma 9. Letsj := x1 + . . . + xj andDi :=
d1 + . . .+ di.

Lemma 8 The missing detail in the sketch of the proof of Lemma 8 is the statement thatE[zm] =
√
πm.

This can be deduced from the so-calledarc sine lawfor the unbiased random walk. LetX1, X2, . . . be i.i.d.
with P(Xi = 1) = P(Xi = −1) = 1/2 and letSi =

∑
j≤iXj . DefineT2m to be the largest index2i ≤ 2m

with S2i = 0. Thearc sine law for last visit to origin[17, p.80] states that

P(T2m = 2i) = P(S2i = 0) P(S2m−2i = 0) .

Note that P(x1 + . . .+ x2j = 0) = P(S2j = 0 | S2m = 0) and that

P(S2m = 0 | S2j = 0) = P(S2m−2j = 0) .

13



Therefore

E[zm] =
∑

j≤m
P(x1 + . . .+ x2j = 0)

=
∑

j≤m
P(S2j = 0 | S2m = 0)

=
∑

j≤m

P(S2j = 0)
P(S2m = 0)

P(S2m = 0 | S2j = 0)

=
∑

j≤m

P(S2j = 0)
P(S2m = 0)

P(S2m−2j = 0)

=
1

P(S2m = 0)

∑

j≤m
P(T2m = 2j)

=
1

P(S2m = 0)
,

where P(S2m = 0) ∼ 1/
√
πm.

Lemma 9 The following lemma implies that, by the assumption thatm ¿ n lnn, we can assume that
maxi di ≤ n1/2.

Lemma 13 Suppose thatm ≤ n5/4. Then with high probability there is no vertex of degree≥ n1/2 in
D(Ln,m).

Proof. The probability that a fixed vertexv has degreed is
(
m
d

)
(2n− 1)d(n− 1)2(m−d)n−2m ≤

(
2em
dn

)d

.

Consequently, the expected number of vertices of degree≥ d is

≤ n
∞∑

j=d

(
2em
jn

)j

≤ n

(
2em
dn

)d dn

dn− 2em
.

By our assumptionm ≤ n5/4, in the cased = n1/2 the right hand side iso(1), whence with high probability
there are no vertices of degree≥ n1/2. 2

Assume thatdi = 2k. A vertexaj in H(x, σ) wherei(j) = i is inactive iff the indegree ofli in D(x, σ)
equals its outdegree, i.e.sDi − sDi−1 = 0. The probability of this event is the same as the probability that
sdi = 0, which is

f(k) :=

(
2k
k

)(2(m−k)
m−k

)
(
2m
m

)
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To bound this probability we may assume by symmetry thatk ≤ m/2. We first observe that

f(k + 1)
f(k)

=
2j + 1
j + 1

m− j

2m− 2j − 1
= (2− 1

j + 1
)(

1
2

+
1

4m− 4j − 2
) ≤ 1− 1

2j + 2
+

1
2m− 2j − 1

.

The last term is less than 1 ifk ≤ m/2− 1, thusf(k) is maximal fork = 1:

f(k) ≤ f(1) =

(
2
1

)(
2(m−1)
m−1

)
(
2m
m

) =
m

2m− 1
= 1/2 + o(1). (2)

Let the random variableY be the number of active vertices and̄Y = 2m − Y be the number of
inactive vertices. Denote byvi the event thatsDi − sDi−1 6= 0. Then, by the previous computa-
tion, E(Y ) =

∑n
i=1 P(vi) di ≥ m − O(1). Therefore, by Chebychev’s inequality, P(Y ≤ m/2) ≤

(4 + o(1))Var(Y ) /E(Y )2. To bound this further, let

Var(Y ) = Var
(
Ȳ

)
= E

(
Ȳ 2

)− E
(
Ȳ

)2 = A+B,

where
A =

∑

i6=j
didj(P(v̄i ∧ v̄j)− P(v̄i) P(v̄j))

and
B =

∑

i≤n
d2
i (P(v̄i)− P(v̄i)

2).

We compute

A/E
(
Ȳ

)2 ≤
∑

i6=j didj
(
2di
di

)(2dj

dj

)(
2m
m

)−2
[(

2m
m

)(2(m−di−dj)
m−di−dj

)− (2(m−di)
m−di

)(2(m−dj)
m−dj

)]

∑
i 6=j didj

(
2di
di

)(2dj

dj

)(
2m
m

)−2(2(m−di)
m−di

)(2(m−dj)
m−dj

)

≤ max
i 6=j

(
2m
m

)(2(m−di−dj)
m−di−dj

)
(2(m−di)
m−di

)(2(m−dj)
m−dj

) − 1

= O

(
1/

√
π2m(m− di − dj)

1/
√
π2(m− di)(m− dj)

− 1

)
,

where the last equality follows from Stirling’s formula. By the assumption thatmaxi≤n di ≤ m1/2, we get
that

max
i6=j

√
(m− di)(m− dj)
m(m− di − dj)

− 1 = max
i6=j

√
1 +

didj
m(m− di − dj)

− 1 ≤
√

1 +
2
m
− 1 ≤ 1/m
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and, with (2),A/E(Y )2 ≤ A/E
(
Ȳ

)2 = O(1/m). ForB, we simply note that

B/E(Y )2 =

∑
i≤n d

2
iP(vi) P(v̄i)∑

i≤n diP(vi) E(Y )
≤ max

i≤n
diP(v̄i)
E(Y )

≤ 1/
√
m.

We conclude that Var(Y ) /E(Y )2 = O(1/
√
m) and thusY ≥ m/2 with high probability.

C Proofs for Section 4

In this section, we shall prove Lemma 3 and the assertions made in section 4. Though the proofs turn out to
be quite technical and rather lengthy, we give all arguments in full detail. The first part of Lemma 3 follows
from Lemma 16. The second part of Lemma 3 is Lemma 28 below. The third part follows from the proofs
of Lemma 23 and Lemma 25. Lemma 11 summarizes the results of this section up to Lemma 22 (the case
of so-called complex components) and Lemmas 23, 24, and 25 (the case of directed cycles). The fact that
Property 13 is valid almost surely is a consequence of Corollary 27.

LetL = Ln,m. We callI ⊂ {1, . . . ,m} ak-fold edgeif #I = k and the following conditions hold.

(i) For all i, j ∈ I the ith entry(xi, yi) and thejth entry(xj , yj) of L coincide up to the direction, i.e.
{xi, yi} = {xj , yj}.

(ii) There is no proper supersetJ ⊃ I that satisfies 1.

Let vk(L) denote the number ofk-fold edges ofL.
A loop of L is an indexi such that for theith entry(xi, yi) of L we havexi = yi. By v0(L) we denote

the number of loops ofL. Furthermore, we put

v(L) = (v0(L), v1(L), v2(L), . . .).

Conversely, ifv = (vk)k=0,1,2,..., thenLv denotes the set of allL ∈ Ln,m such thatv(L) = v. Put

m(v) =
∞∑

k=1

v(k).

Lemma 14 Given a sequencev, the mapS|Lv : Lv → Gn,m(v) maps the uniform distribution onLv onto
the uniform distribution on the spaceGn,m(v) of all simple graphs withn vertices andm(v) edges.

Proof. First observe that the map

S1 :




(a1, b1)
...

(am, bm)


 7→




{a1, b1}
...

{am, bm}



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maps the uniform distribution onLv onto the uniform distribution on its imageS1(Lv) For any element of
S1(Lv) has precisely2m−v0 inverse images.

Further, we claim that the map

S2 :




e1
...
em


 7→ {e1, . . . , em}

maps the uniform distribution onS1(Lv) onto the uniform distribution onGn,m(v). First observe thatS2

is well-defined, because#S2(S1(L)) = m(v) for all L ∈ Lv. Now letE be a set ofm(v) edges. Then
there arem(v)! tuples(e1, . . . , em(v)) such thatE = {e1, . . . , em(v)}. Each such tuple gives an element of
S−1

2 (E) by writing down one copy of each of the firstv1 entries of(e1, . . . , em(v)), 2 copies of each of the
following v(2) entries, and so on. Finally, insert loops into the remainings places. Thus, each tuple gives
rise to

ns
∞∏

j=1

vj−1∏

i=0

(
m− ij −∑j−1

r=1 rv(r)
j

)
=
ns(m)m−s∏∞

j=1 j!
vj

inverse images in the above manner. Since two tuples(e1, . . . , em(v)) and(e′1, . . . , e
′
m(v)) give rise to the

same inverse images if and only if the tuples coincide up to the order in that the edges that becomek-fold
edges occur, each setE has precisely

ns(m)m−sm(v)!∏∞
j=1 v(j)!j!

vj
(3)

inverse images. Because the quantity (3) does not depend on the particular choice ofE, we have shown
thatS2 maps the uniform distribution onto the uniform distribution. Finally, observe that the mapS|Lv is
simply the composite ofS1 andS2. 2

Lemma 15 The expected number of loops inLn.m ism/n. The expected number ofk-fold edges,k ≥ 3, is
≤ m3/n4, providedm¿ n2.

Proof. The probability that theith entry ofL = Ln,m is a loop is

nn2(m−1)

n2m
= 1/n.

Thus, the expected number of loops ism/n.
Let I ⊂ {1, . . . ,m} be a set of cardinalityk. Then the probability thatI is ak-fold edges is

n2n2(m−k)

n2m
= n−2(k−1).

Thus, the expected number ofk-fold edges is
(
m
k

)
n−2(k−1) ≤ mk

k!n2(k−1)
.

17



Thus, the expected number ofk-fold edges,k ≥ 3, is

≤
∞∑

k=3

mk

k!n2(k−1)
≤ m3

6n4

∞∑

k=0

mk

n2k
≤ m3

n4
.

2

Lemma 16 Suppose thatm ≥ 10n lnn. Then with high probability the graphD(Ln,m) is connected.

Proof. Let us first assume thatm = 10n lnn. Then, by the lemma before, with high probability the number
of loops inLn,m is at mostm/100. Moreover, with high probabilityLn,m has no≥ 3-fold edges. The
expected number of double edges is at mostm2/(2n2) ≤ m/100. Thus, with high probability we have

m(v(Ln,m)) ≥ m/2 ≥ 5n lnn.

Consequently,S(Ln,m) is connected with high probability, whenceD(Ln,m) is connected with high prob-
ability.

If m ≥ 10n lnn, then decomposeLn,m into pieces of size10n lnn. With high probability at least one of
these pieces connects all vertices ofD(Ln,m). 2

Lemma 17 There exists a functionf(n) = o(1) such that in the casem ≥ 3n/4 with probability≥ 1−f(n)
the graphD(Ln,m) has no (weak) component of order> 100 lnn and< n2/3.

Proof. By the pervious lemma, we may assume thatm ≤ 10n lnn. Then almost allL = Ln,m satisfy
m(v(L)) ≥ 5n/8. Thus, the assertion follows from [6, p. 137]. 2

Lemma 18 There exists a functionf(n) = o(1) such that for allm ≥ 3n/4 with probability≥ 1 − f(n)
the graphD(Ln,m) has precisely one component of order≥ n2/3 (the so called “giant component”).

Proof. Again, we may assume thatm ≤ 10n lnn. Then the assertion follows from [6, p. 142]. 2

Lemma 19 Suppose that3n/4 ≤ m ≤ 10n lnn. There exists a functionf(n) = o(1) such that with
probability1− f(n) the giant component ofD(Ln,m) is not Eulerian.

Proof. LetC be the giant component ofD(L), L = Ln,m. ThenC is of order≥ n2/3 almost surely. With
high probability, the number of edges of multiplicity> 1 in D(Ln,m) is ≤ n1/2. Consequently,C has
Ω(n2/3) edge of multiplicity1. Assume thatC is Eulerian. Then changing the direction of precisely one
edge of multiplicity1 in L that is mapped intoC gives a new listL′ ∈ Ln,m such that the giant component
of L′ is not Eulerian. Conversely, givenL′, it is obvious how to recoverL. Therefore, eachL with Eulerian
giant componentC givesΩ(n2/3) elements ofLn,m with non-Eulerian giant components. 2

Lemma 20 Suppose thatm ≥ n. Then with high probability the graphD(Ln,m) has no Eulerian compo-
nent of order≤ n1/4 that contains more arcs than vertices.
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Proof. If m ≥ 10n lnn, then with high probabilityD(Ln,m) is connected. Thus, let us assume that
m < 10n lnn. Putγ = m/n. Givenl ≥ 1, we can bound the expected number of Eulerian components of
orderk ≤ n1/4 and sizek + l as follows:

n1/4∑

k=1

(
n
k

)
(m)k+lkk+l(n− k)2(m−l−l)n−2m

≤ (2π)−1/2
n1/4∑

k=1

(n
k

)k (
n

n− k

)n−k

(
n

k(n− k)

)1/2

γk+lkk
(
k

n

)l (n− k

n

)2(m−k−l)
n−k

≤ (2π)−1/2
n1/4∑

k=1

γk
(
γk

n

)l ( n

k(n− k)

)1/2 (
n− k

n

)2(m−k−l) (
n

n− k

)n−k

≤ 2
(2π)1/2

n1/4∑

k=1

γk
(

10k lnn
n

)l ( n

n− k

)2l (n− k

n

)2(m−k)−(n−k)

≤
n1/4∑

k=1

(
10kn lnn
(n− k)2

)l (k +m− k

n

)k (
n− k

n

)m−k

≤
(

20n5/4 lnn
n2

)l n1/4∑

k=1

exp(k(m− k)/n)
(

1− k

n

)m−k

≤
(

20 lnn
n3/4

)l n1/4∑

k=1

exp(k(m− k)/n− k(m− k)/n) ≤
(

20 lnn
n3/4

)l

n1/4.

Summing overl = 1, . . . ,m gives the estimate

m∑

l=1

(
20 lnn
n3/4

)
n1/4 ≤ n1/4

∞∑

l=1

(
20 lnn
n3/4

)l

≤ 20 lnn
n1/4

∞∑

l=0

(
20 lnn
n3/4

)l

≤ 40 lnn
n1/4

¿ 1,

which proves the lemma. 2

Lemma 21 Suppose that3n/4 ≤ m ≤ n. Then with high probabilityD(Ln,m) has no Eulerian component
of order≤ n1/4 that consists of more arcs than vertices.
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Proof. We use the same notations as in the pervious lemma. We have1 ≥ γ ≥ 3/4, whence2m−n ≥ n/2.
Thus,

n1/4∑

k=1

(
n
k

)
(m)k+lkk+l(n− k)2(m−k−l)n−2m

≤ (2π)−1/2
n1/4∑

k=1

(n
k

)k (
n

n− k

)n−k (
n

k(n− k)

)1/2

γk+lkk+l
(
n− k

n

)2(m−k−l)
n−(k+l)

≤ (2π)−1/2
n1/4∑

k=1

2
(
n− k

n

)(n/2)−k (
n

n− k

)2l (k
n

)l

≤
n1/4∑

k=1

(
kn

(n− k)2

)l

≤ n1/4

(
2

n3/4

)l

.

Thus, summing overl, we can bound the expected number of Eulerian components as in the lemma by
4/n1/4. 2

Lemma 22 Suppose thatm ≤ 3n/4. Then the expected number of vertices in Eulerian components of
D(Ln,m) is at most 3.

Proof. Givenk, there are≤ nk(m)k/k possibilities for a Eulerian component containing preciselyk arcs.
If the component has orderl ≤ k, then there are(n− l)2(m−k) possibilities for the remaining graph. Thus,
the expected number of vertices in Eulerian components is

≤
m−1∑

k=1

k

k
nk(m)kn−2k ≤

m−1∑

k=1

(m
n

)k
≤ 3,

as stated. 2

In summary, we have shown the following:There is a functionf(m) = o(1) such that the probability
that≥ m1/8 vertices belong to such Eulerian components ofD(Ln,m) that contain more arcs than vertices
is≤ f(m). The remaining task is to estimate the number of vertices that lie on isolated directed cycles.

Lemma 23 Suppose thatm ≥ n. Then the expected number of vertices that lie on isolated directed cycles
isO(1).
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Proof. Putγ = m/n. Then the expected number of vertices on isolated directed cycles can be bounded as
follows:

n−1∑

k=1

k(n)k(m)k(n− k)2(m−k)k−1n−2m ≤
n−1∑

k=1

γk
(

1− k

n

)2(m−k)

=
n−1∑

k=1

(
k

n
+
m− k

n

)k (
1− k

n

)2(m−k)

≤
n−1∑

k=1

(
1 +

m− k

n

)k

exp(−2(m− k)k/n)

≤
n−1∑

k=1

exp((m− k)k/n− 2(m− k)k/n) =
n−1∑

k=1

exp(−k(m− k)/n)

≤ 2
bn/2c∑

k=1

exp(−k(m− k)/n) ≤ 2
bn/2c∑

k=1

exp(−k(n− k)/n)

≤ 2
bn/2c∑

k=1

exp(−k(n− n/2)/n) = 2
bn/2c∑

k=1

exp(−k/2) = O(1).

Note that in the casemÀ n it drops out that the above expectation is¿ 1. 2

Lemma 24 Suppose thatn/2 ≤ m ≤ n. Then the expected number of vertices on isolated directed cycles
isO(1).

Proof. The expectation is

m−1∑

k=1

k(n)k(m)k(n− k)2(m−k)k−1n−2m

≤
m−1∑

k=1

(m
n

)k (
1− k

n

)2(m−k)
≤

m−1∑

k=1

exp(−2(m− k)k/n)

≤ 2
bm/2c∑

k=1

exp(−2k(m− k)/n) ≤ 2
m−1∑

k=1

exp(−2km/(2n))

≤ 2
bm/2c∑

k=1

exp(−k/4) = O(1).

2
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Lemma 25 Suppose thatm ≤ n/2. Then the expected number of vertices on isolated directed cycles is
O(1).

Proof. Putγ = m/n ≤ 1/2. Then the expectation is

m−1∑

k=1

k(n)k(m)k(n− k)2(m−k)k−1n−2m ≤
m−1∑

k=1

γk
(

1− k

n

)2(m−k)

≤
m−1∑

k=1

γk = O(1).

Note that in the caseγ ¿ 1 the last sum is¿ 1. 2

If L = Ln,m andσ ∈ Sn is a permutation, then we defineσL ∈ Ln,m in the natural way. We equip
the spaceLn,m × Sn with the uniform distribution. Obviously, the map(L, σ) 7→ σL maps the uniform
distribution onto the uniform distribution.

Lemma 26 There exists a functionf(m) = o(1) such that in the spaceLn,m × Sn the following event has
probability≤ f(m): There isk ∈ {1, . . . , n} such that inD(σL) the verticesk andk + 1 both belong to
Eulerian components.

Proof. Let X be the number of vertices in Eulerian components ofD(σL). Let the random variableXk

take value1 if k belongs to an Eulerian component ofD(σL) and0 otherwise. LetY =
∑n−1

k=1 XkXk+1.
Conditioning onX ≤ x, we obtain

P (XkXk+1 = 1) ≤ x(x− 1)(n− 2)!
n!

≤ x2

n(n− 1)
.

Consequently,E(Y ) ≤ x2/n. Therefore, ifx ≤ n1/4, thenY = 0 with high probability. However, the
eventX ≤ n1/4 occurs with high probability, as seen above. 2

Corollary 27 There is a functionf(m) = o(1) such that the following event has probability≤ f(m):
There isk ∈ {1, . . . , n − 1} such that the verticesk and k + 1 both belong to Eulerian components of
D(Ln,m).

Let us examine the number of small Eulerian components in the casem = Θ(n) more closely.

Lemma 28 LetL = Ln,m, wherem = γ/n for some fixedγ > 0. Then the number of isolated directed

cycles of lengthk converges in law to the Poisson distributionP (λ), λ = 1
k

( γ
e2γ

)k
.

Proof. LetX be the number of directed isolatedk-cycles inD(Ln,m). Then

E(X) =
(n)k(m)k(n− k)2(m−k)

kn2m
.
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Furthermore, therth factorial moment ofX is

Er(X) =
(n)kr(m)kr(n− kr)2(m−kr)

krn2m
.

Consequently,

Er(X)
E(X)r

=
(n)kr
(n)rk

· (m)kr
(m)rk

· (n− kr)2(m−kr)n2mr

(n− k)2(m−k)rn2m

=
(n)kr
(n)rk

· (m)kr
(m)rk

· (n− kr)2m

n2m
· n2mr

(n− k)2mr
· (n− k)2kr

(n− kr)2kr
.

Sincek, r are fixed, we have

1 ≥ (n)kr
(n)rk

≥
(
n− kr + 1

n

)kr

=
(

1− kr + 1
n

)kr

→ 1 asn→∞.

Similarly, (m)kr/(m)rk → 1 and
(
n−k
n−kr

)2kr
→ 1 asn→∞ Moreover, for any fixedε > 0

exp(−2(1 + ε)krγ) ≤
(
n− kr

n

)2m

≤ exp(−2krγ)

for largen. Similarly, because

n

n− k
=

1
1− k

n

≤ 1
exp(−2(1 + ε)k)

= exp(2(1 + ε)k),

we have

exp(2krγ) ≤
(
n− k

n

)−2mr

=
(

n

n− k

)2mr

≤ exp(2(1 + ε)krγ).

Consequently,

exp(−2krγε) ≤
(
n− kr

n

)2m (
n

n− k

)2mr

≤ exp(2krγε),

whencelimn→∞Er(X)/E(X)r = 1. Finally, we note that

E(X) =
1
k
· (n)k
nk

· (m)k
mk

·
(
n− k

n

)2(m−k)
,

wherelim (n)k

nk = 1, lim (m)k

mk = γk, and
(
n− k

n

)2(m−k)
=

(
1− k

n

)2γn (
1− k

n

)−2k

→ exp(−2kγ) asn→∞.

Thus,

E(X) → 1
k
·
(

γ

exp(2γ)

)k

= λ asn→∞.

From [6, p. 23] our assertion follows. 2
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D Proofs for Section 5

In Section 5 we claimed that there should be4! · #S pieces out of
√
n of length

√
n that start with six

isolated feet and are otherwise biconnected withln. This follows from Lemma 30, assuming thatN =
n1/8 ≥ 4! ·#S, and connecting superfluous isolated vertices toln:

Lemma 29 Suppose thatm ¿ n lnn. Let ε > 0. Then with high probability there are at leastn1−ε

isolated feet inD(Ln,m).

Proof. Let X denote the number of isolated vertices ofD(Ln,m). The probability that a given footv is
isolated is (

n− 1
n

)2m

=
(

1− 1
n

)2m

≥ exp
(
−2m
n
− 2m
n2

)
.

Similarly, the probability that two given feetv 6= w are isolated is

(
n− 2
n

)2m

=
(

1− 2
n

)2m

≤ exp
(
−4m
n

)
.

Thus,

E(X) = n ·
(

1− 1
n

)2m

≥ n · exp
(
−2m
n

(1 + 1/n)
)

and

Var(X) =
∑

v 6=w
P (bothv, w are isolated)− P (v isolated)P (w isolated)

+
∑
v

P (v isolated)− P (v isolated)2

≤
∑

v 6=w

{
exp

(
−4m
n

)
− exp

(
−4m
n

(1 + 1/n)
)}

+
∑
v

P (v isolated)

≤ n2 exp
(
−4m
n

)(
1− exp

(
−4m
n2

))
+ n exp(−2m/n),

wherev, w range over the feet of the caterpillar. Consequently,

Var(X)
E(X)2

≤ n2 exp
(−4m

n

) (
1− exp

(−4m
n2

))
+ n exp

(−2m
n

)

n2 exp
(−4m

n

)
exp

(−4m
n2

)

= exp
(

4m
n2

)
− 1 + 2 exp(2m/n)/n¿ 1.

24



Thus, by Chebyshev’s inequality with high probability we have

X ≥ E(X)/2 ≥ n1−ε,

whereε > 0 is arbitrary. 2

Lemma 30 Suppose thatm¿ n lnn. Then with high probabilityD(Ln,m) contains at leastn1/8 pieces of
lengthn1/2 starting with 6 consecutive isolated feet.

Proof. Split the backbone of the caterpillar intol pieces of equal length. Note that the operation of the
symmetric groupSn leaves the distribution onLn,m invariant. Let us for a moment work under the condition
that the number of isolated feet inL = Ln,m isN ≥ n1−ε. Then the probability thatL has isolated vertices
atK given positions after applyingσ ∈ Sn is precisely

(N)K
(n)K

=
K−1∏

j=0

N − j

n− j
∼

(
N

n

)K

,

providedK is constant. Thus, the expected number of pieces that start withK isolated vertices is

∼ l

(
N

n

)K

.

In order to estimate the variance, we letXi take value1 if the ith piece starts withK isolated vertices and0
otherwise,i = 1, . . . , l. LetX =

∑
Xi. Then

E(X2) =
l(l − 1)(N)2K

(n)2K
+ E(X),

and

E(X)2 =
l(l − 1)(N)2K

(n)2K
+
l(N)2K
(n)2K

≥ l(l − 1)(N)2K
(n)2K

.

Thus,

Var(X)
E(X)2

≤
l(l − 1)

(
(N)2K

(n)2K
− (N)2K

(n)2K

)
+ E(X)

E(X)2

≤ (N)2K(n)2K
(N)2K(n)2K

− 1 +
1

E(X)
=

1
E(X)

+ o(1).

Now putK = 6 andl = n1/2, ε = 1/100. ThenE(X) ≥ n2/5. Thus, with high probabilityX ≥ n1/8,
provided that the number of isolated vertices is≥ N . Taking into account the previous lemma, our assertion
follows. 2

The last claim in Section 5 is that any solution to theDARP instance constructed in Section 5 can be
transformed to a solution of at most the same cost which has certain properties (normalized solution).
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Lemma 31 Let L′′ be the instance of theDARP on Catn that has been constructed in Section 5. LetD
be the edges of a solution other than requests. ThenD consists of Eulerian componentsC1, . . . , Ci, . . .
induced on the feet and the following assumptions onD can be ensured without increasing the cost of the
solution:

(i) EachCi visits only feet of a singleIj and, possibly, neighboring feet ofV \ I
(ii) For each Steiner vertexs at most one of theIσ(s), σ ∈ Sn, is visited by aCi. If Ci visits a labeled foot

lk ∈ Ij then it also visits the labeled feetl` ∈ Ij where` > k

(iii) There is only oneCi that visits a foot ofV \ I

Proof. The fact thatD consists of Eulerian components follows directly from the fact thatL′′ andD ∪ L′′
are Eulerian. Observe that balancing does not yield any additional request and that all arcs ofD are between
feet, because all ofL′′ are. Note that all vertices outsideI =

⋃
j Ij make up one large Eulerian component

M . As a consequence, if aCi visitsM twice, this can safely be short cut to one visit.
If an Euler tour of aCi crosses all ofBj \ Ij for somej, then this crossing must be both ways. It can

therefore be split and short cut to the first and the last foot ofBj \ Ij . As the distance between these two
feet is almost

√
n this shortens the total length ofD dramatically. This proves assertion (i) of the lemma.

Let s ∈ S and assume thatC1 connectsk feet ofIσ(s) while C2 connects̀ feet ofIσ′(s) (σ, σ′ ∈ Sn)
and these sets of feet share a label. Then the length ofC1 is at least4k − 2 and the length ofC2 is at least
4`−2. On the other hand, there isτ ∈ Sn such that the set of labels of the feet inC1 andC2 are contained in
the labels ofv2, . . . , v`+k, whereIτ (s) = {v6, . . . , v1}. ThusC1 andC2 can be replaced with a component
C ′ on Iτ with length4`+ 4k − 6, short cuttingD. Observe that this procedure also works ifC1 orC2 visit
additionally a foot ofV \ I and that it can be achieved that this foot lies to the right.

If C1 andC2 visit feet with disjoint labels then we may assume that a foot inC1, say with labelt1, has a
neighboring foot with labelt2 of C2, possibly changingσ appropriately. Then, increasing the length ofC1

by 4, labelt2 can also be visited byC1. On the other hand, inD there is already another path between labels
t1 andt2. Say, the next label on this path ist3 and the connection between labelt1 andt3 is in component
C3. Again we may assume, that the labelst1 andt3 are neighboring inC3, andt1 is leftmost. Then the
connection can be split, saving a length of 4 inC3. This proves assertion (ii) of the lemma.

Assume that there are two componentsC1 andC2 that both visit a foot inV \I, and lett1 andt2 be labels
visited byC1 andC2, respectively. Split offC1 from V \ I, saving a length of 6 (Note that the labeled feet
are separated fromV \ I by an unlabeled foot). If this splitsD into two connected components, then letT1

andT2 be the sets of labels reachable fromt1 andt2, respectively. As(S, T,E) is connected there must be
t′1 ∈ T1 andt′2 ∈ T2 that share a neighbors ∈ S. With an appropriateσ, t′1 andt′2 are the two rightmost
labels inIσ(s) and can thus be connected at a cost of 6. This proves assertion (iii) of the lemma. 2

The solution as provided by Lemma 31 can be turned into a Steiner tree in(S, T,E) by connectingt ∈ T
to s ∈ S iff label t is visited in a component onIσ(s) for someσ.
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