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Introduction

An important tool in engineering is the finite element method. It’s story
of success can be traced back to the early times of computers, dividing a
problem into smaller computable sub-problems, known as elements. Stan-
dard FEM codes employ a certain number of unknowns and elements to at-
tain the desired precision of the solution. A further reduction of the global
error requests an additional number of unknowns.

A first way to do this is the successive reduction of element sizes h which
gives rise to the so-called h—version of finite elements. For the reduction of
the energy norm of the global error by a factor of two, one has to reduce the
element size h uniformly by about this factor two for the regular case and
linear elements. This means eight times the number of unknowns in three
dimensions, a refinement procedure which is clearly limited by computer
resources.

Adaptive finite elements apply this refinement by h reduction only lo-
cally. They are able to inherit the convergence rates in terms of the num-
ber of unknowns from H2-regular problems with uniform refinement to
less regular problems by adapting grids [BKP79, Osw90]. However, they
are not able to overcome the algebraic (one over polynomial) convergence
of the h—version in general. Hence the reduction of the error by two still
asymptotically means eight times more work (in 3D), assuming an optimal
order algorithm. Nevertheless it has been claimed that this adaptive pro-
cess in conjunction with an optimal order algorithm for the solution of the
linear system of equations is in a certain sense optimal [BD81b].

A second way is to increase the local approximation properties by suc-
cessively raising the polynomial degree of approximation thus exploiting
the behavior of higher order derivatives of the solution. This leads to the
so-called p—version. By this means the convergence rates can be improved
to a superior pre-asymptotic (sub)-exponential decay (in the number of un-
knowns) under some assumptions. The assumptions concern higher order
derivatives of the right hand side, e.g. analytic functions, and adaptation
of the grids to singularities of the solution. In the (unavoidable) presence
of singularities the p—version convergence asymptotically falls back to al-
gebraic convergence like the h—version. Hence it becomes necessary to use
grids locally adapted to singularities considering a maximal degree p.

The combination of both methods, the h—p version, supplies the pre-
asymptotic exponentially convergent p—version continuously with prop-
erly adapted grids. Hence it achieves the superior exponential convergence
asymptotically, too, instead of algebraic convergence of its ingredients the
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h-version and the p—version. Although the first theoretical results claim-
ing these convergence rates are quite classic (e.g. [BD81a]), the number of
codes using the h—p-version of finite elements is still rather limited. Rea-
sons for that are the pure implementational complexity and the details, in
conjunction with the rumor of engineers’ low precision requirements. But
the major reason is the lack of a robust (self-) adaptive control delivering
the desired exponential convergence. For a brief history of finite elements
cf. [Bab93] and [Ode91], and for a review of h—p methods we refer to [BS94].

In the this thesis we present some steps towards an efficient implemen-
tation of the theoretically known exponential convergence. As it turns
out, an efficient implementation requires additional theoretical considera-
tions, which play a major role there as well. This includes both the fully
automatic h—p-version and as a subset the p—version on suitable grids.
We present some details concerning our approach implementing an adap-
tive h—p—version based on an adaptive multilevel h—version code named
KASKADE. This software package uses unstructured grids of triangles in
two dimensions and tetrahedra in three dimensions.

We will discuss the local polynomial extensions of linear finite elements
on simplices (chapter 1 on page 12). This leads to some considerations on
properties of shape functions and the derivation of new families of shape
functions. We will consider the fast multilevel iterative solution of the lin-
ear systems of equations and its impact on shape functions (chapter 1.4
on page 41). There will be considerations on a posteriori error estimation
(chapter 2.1.1 on page 53), grid refinement procedures and some heuristics
controlling the h—p—adaptive refinement process (chapter 2.1.2 on page 57).
There will be a discussion on parallelization of the adaptive code (chap-
ter 2.2 on page 60) and on post-processing a solution given on an h—p—
adapted grid (chapter 2.4 on page 65). There will be extensive numeri-
cal investigations of convergence histories for different FEM versions and
strategies, actual condition numbers (chapter 3.1 on page 75), quality of er-
ror estimators and performance of iterative solvers. The experiments cover
the different types of singularities of the Laplacian in 3D (chapter 3.2 on
page 90) and some examples from linear elasto mechanics (chapter 3.3 on
page 102).
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Linear Elliptic Problems

We consider a linear second order elliptic symmetrical boundary value
problem of the type

d
0; (a,k(a;)aku(a:)) + ap(z)u(z) = f(x), Vo € Q
i1

on the Lipschitz domain Q ¢ R? with suitable boundary conditions on 9,
ap being non-negative. We want to calculate the solution u(z) € R on Q
with the finite element method. Using the bilinear form

d

a(u,v) = /Q( Z a; () Ou(x)Opv(x) + ao(a;)u(a;)v(a:))da;

ik=1

and the L? scalar product

(w.1) = [ v(@)f(@)da

in the variational formulation, one has to set up and solve the discrete linear
system of equations
Au=1b

defined by A;r, = (a(¢i, ¢x)) and by = (¢x, f). A suitable set of conforming
shape functions ¢; € H!(Q) has to be chosen. These shape functions are
formed by local shape functions 1); on each finite element. If the solution is
not accurate enough, one has to choose a better discretization ¢; and repeat
the computation. In the case of vector valued solutions

u: )= R?

we generalize the whole setting by approximating each component u;, j €
1,..., s and using a variational form of an elliptic second order differential
operator analogously to the bilinear form a(.,.). The general properties
of approximation and solution of the linear systems are preserved dealing
with s-n number of unknowns. We shall consider this case in the examples
of elasto mechanics in three dimensions with s = d = 3.

Depending on the kind of approximation, one has to distinguish some
versions of finite element methods:

e The h-version is based on element subdivision, using identical (affine
transformed) shape functions on all elements.
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e The p—version keeps the elements, but creates enhanced shape func-
tions on each element [BSK81].

e The h—p-version uses both procedures — subdivision and shape func-
tion enhancement [BS90].

e The r—version moves and distorts the given elements, preserving the
number of unknowns, facing geometric difficulties in more than one
space dimension.

e The more traditional interactive cycle of adaptation creates smaller
elements which are not correlated with the older ones restarting the
whole grid generation procedure with refined grid generation param-
eters.

Each version of finite elements methods can be applied adaptively (af-
fecting only some parts of the domain) or globally (also called uniform re-
finement). The system of linear equations can be solved directly (e.g. by
Cholesky decomposition) or iteratively. Iterative solvers need a solution to
start with which can be supplied by the solution on the previous discretiza-
tion level called nested iteration. Types of iterative solution techniques in-
clude one-grid methods such as conjugate gradients (cg) and Gauf3-Seidel
iterations and the family of multi-grid and multilevel solvers which exploit
the history of all (coarser) levels. Here information on the solution process
is transferred between different discretization levels.

A general finite element method consists of the following modules and
operations which can merge into one another:

o Constructing or managing a tessellation of the domain Q2. We will only
consider conforming tessellations of d—dimensional simplices. This
means that two connected simplices have one and only one complete
boundary face in common (a lower dimensional simplex). This pre-
vents us from dealing with slave nodes which are local but not global
degrees of freedom and have to be removed from the global system of
equations by static condensation. Another point to mention is that we
are working with only one element type, thus not mixing e.g. bricks,
pyramids, wedges and tetrahedra.

e Assembling the local element-wise matrices A'°¢ and right hand sides b'°.
The numerical calculation of the integrals in AX° = (a(;, %)) and
bloc = (¢, f) requires cubature formulas. The evaluation of the shape
functions ; is necessary only at the points of cubature and can be
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done via tabulated function values. Using different sets of shape
functions like in the p—version, one may have different cubature for-
mulas. Hence for all formulas one needs such a table. The number
is limited by the maximal polynomial degree which is usually lower
than ten. In the case of constant or simple a;;’s and ag’s the inte-
grals may be calculated in advance using a transformation formula
and, if necessary, a linear combination of such integrals. Thus it is
not necessary to evaluate the shape functions in the assembling pro-
cedures if one can do some work in advance and does not use more
sophisticated methods of integration. Hence we do not necessarily
have to supply a numerical procedure for evaluation of shape func-
tions which can be difficult or sometimes ill conditioned numerically
in case of higher order polynomials.

o Assembling the local terms into the global matrix A and right hand side
b (coupling of the shape functions). The simplest way of assembling
is summing up the local matrices and vectors, having in mind the
position of the local matrix elements in the global matrix. A more
complicated situation arises in the assembly of slave nodes which
leads to condensing them by solving local linear equations, a pro-
cedure which we excluded previously. General shape functions may
cause the same trouble if they are not symmetrical in the sense of
simple inter-element coupling. This means that for two connected
elements each shape function 1; of one simplex E that is not vanish-
ing on the common boundary F N E* there is a corresponding shape
function 1} on the other simplex E* which is identical on the border
Yi(z) = ¢i(x) Vo € EN E*. In adaptive p—versions there is the addi-
tional problem of coupling different sets and degrees of polynomials.
In the simplest case, one set ¥ = {¢;} of non-vanishing polynomials
is a subset of the other one ¥* = {¢7} on the common boundary.
There are two parts: coupling of the common functions ¥ N ¥U* as
usual and coupling the hierarchic surplus ¥* \ ¥ by restricting it to
zero. In more generality one has to remove some degrees of freedom
by static condensation.

e Solving the linear system of equations. Using fast iterative multi-grid or
multilevel solvers, one has to transfer functions and updates of solu-
tions between discretization levels. This requires a fast local transfer
from one set of shape functions to another one (p—version) and from
one element to the subdivided elements or vice versa (h—version). Hi-
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erarchic shape functions (p— or h-hierarchical) permit a relative con-
venient transfer by setting some coefficients to zero or by ignoring
them. All solvers appreciate a well-conditioned and sparse global
matrix A.

o Estimating the error of the solution or determining whether the solution is
acceptable. Error estimation often leads to the comparison of different
approximations which are sometimes only local. Hence it reduces
work if one can expand or restrict (project) a calculated solution easily
to another discretization. Following this line it is convenient to use
p— or h-hierarchical shape functions or to allow a simple transfer in
another way.

o Constructing a new tessellation of the domain by considering the estimated
local errors. Apart from the algorithmical problem of constructing a
new conforming tessellation which fulfills the necessary element an-
gle conditions one may want to save the calculated solution. This can
be achieved easily if the transfer operations between discretizations
levels are simple.

e Post-processing the solution. After calculating the solution, we may
want to determine some properties of the solution or simply visualize
it. We may have to manipulate the solution using the shape functions.

H Adaptivity

The term of ‘adaptivity’ has been attractive for a long time in finite ele-
ments. It is used in several different connotations. We already vaguely
have explained the meaning ‘adaptive’ in our context by the term of an
iterative refinement procedure applied to the tessellation. The basic algo-
rithm can be traced back as early as [BSW83]. The refinement procedure
slightly differs from the one introduced by M. Rivara [Riv84a]. There is a
vast number of publications and actual computer codes. To mention but a
few in mathematical research:

e FEARS due to Mesztenyi and Szymczak [MMS82]
e PLTMG due to Bank [Ban82, Ban94]

e EXPDES due to Rivara [Riv84b]

e KASKADE due to Deuflhard, Leinen and Yserentant [DLY89, Lei90,
Roi89a, Roi89b, ERFA91 ]
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MGGHAT due to W. Mitchell [Mit89]
UG due to Bastian [BW93, Bas93]
GOOFE due to Hiptmair [Hip95]

and others, Craig, Zhu and Zienkiewicz [CZZ84], Johnson and Hansbo
[JH92] or Nambiar, Valera and Lawrence [NVL93]

With generalization to three space dimensions by Béansch [Ban91] and
[BEK93a] publication continues. There are different directions of research
concerning this kind of adaptivity, which are approximation with angle
conditions [Zla68, Jam76, BA76, Kri92] and convergence [D6r94], error esti-
mation and refinement control [BR78, BW85, BM87, DLY89, BDR92, BEK93b]
and fast solution of the linear systems [OR70, BD81b, Yse86, BPX90, Bor91,
Deu94, BD95].

Sometimes the refinement procedure is called ‘self-adaptive’ [McC89] to
distinguish it from using the finite element method on grids which are
adapted to the probable solution by other means than the code itself. This
may be an intuition guided or interactive process delivering such adapted
grids. The ‘real” adaptivity should appear as a black box, doing the right
decision itself. But of course in spite of adaptive control for real problems
the initial coarse grid has to be chosen properly, cf. [BEK93b]. A general
convergence prove for an a posteriori error estimator requires restrictions
on input data, especially the initial grid [D6r94]. Another term used is
‘feedback’ [BM87, SB91] denoting the difference between a control depen-
dent on some computational results and a provable optimal control, which
[SB91] call adaptive. Hence any claims of optimality are today restricted to
structured grids, to mention the key word of asymptotically exact error es-
timators. This means we may have to call all involved procedures feedback
instead of adaptive. Hence we keep the term adaptive.

There is another kind of adaptive algorithms based on rectangular block
structured grids with a refinement by overlay patches of rectangles: Brandt’s
MLAT [Bra76] and McCormick’s FAC and AFAC. The procedure exploits
the local regularity of grids for computer performance and ease of imple-
mentation, but relies heavily on the geometry of rectangles. Hence we do
not consider this farther. There are a lot of finite element codes using rect-
angles and bricks than just simplices. In general there are some difficulties
with geometry. For an arbitrary polyhedral shaped domain one has to cope
with (only a few) heavily distorted elements. So simplices seem to be su-
perior from a geometric point of view. Certainly there are degradations
of convergence with linear functions on simplices compared with bilinear
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or tri-linear functions on rectangles and bricks, but we do propose higher
order finite elements in this text, too.

Convergence

For standard convergence theory on finite elements we also refer to Ciarlet
[Cia80, Cia91]. Convergence of finite elements depends on the regularity of
the problem, the size of the finite elements / and the order of the functions
on the elements (and the error norm involved). It can be majorized by the
properties of interpolation with finite elements. Hence we end up with a
term

lella = ORY), h=c-n"?

for the uniform case. a denotes on the regularity of the solution and the
local order of approximation, h denotes the diameter of the finite elements,
e is the approximation error (in energy norm) and n is the dimension of
the discretized vector space or simply the number of unknowns (degrees
of freedom). h—adaptivity is able to improve the constant ¢ involved dras-
tically for an effective minimal » and additionally does raise the effective
regularity o to the H2-regular value (e.g. a = 2) . A problem with low reg-
ularity will be solved by an h-adaptive process with lower n and lower
computational expense, although overall convergence remains the alge-
braic (double precision = 2¢ times the work). The other way round this
means, that for very regular problems adaptivity does not pay off. To im-
prove convergence, one has to use better local approximations, to be able
to further raise o with regularity assumptions, that do not hold in general,
of course.

We briefly want to mention the convergence results known for h—p and
pre-asymptotic p version of finite elements. We now get new quality of
convergence of type

—c ¥
lella = O(e™™")

with 3 = 2 in one dimension, 3 = 3 in two dimensions [BG88, BD81a] and
B = 5 in three dimensions [Guo93], see also [BS94]. This holds under an
assumption on the grid and refinement control being optimal. The (sub)-
exponential convergence is clearly visible in numerical experiments. The
resulting method is at least as fast as usual finite elements being an opti-
mal superposition of existing methods compared to. Now adaptive control
does not only improve constants, but it facilitates this improved exponen-
tial convergence rates.
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Implementations so far

There is a huge amount of finite element codes, both in research and com-
mercially. Only some use refined approximations and only one part of them
adaptivity. h-refinement is common in multi-grid and multilevel context,
hence there are many codes implementing the h—version. At present there
are some codes arising, which use the p method of finite elements like

e PROBE from Noetic

e PEGASYS from ESRD, both based on work of Babuska and B. Szabé
[BSK81, Sza85, Sza86] meanwhile distributed as

e MSC/ PROBE from MacNeal Schwendler including an announced
update of

e MSC/ NASTRAN from MacNeal Schwendler

e the p-adaptive STRIPE from Aeronautical Research Institute of Swe-
den

e MECHANICA from Rasna
e POLY FEM from IBM (Almaden Research Center) [MTC92, CMTT93]

e and others like Zienkiewicz, Zhu, Craig and Ainsworth [ZZCA89]
and the p-adaptive code of Beck [Bec93]

There has been some research towards h—p codes like Gui and Babuska
[GB86a, GB86b, GB86¢] and [BR87] and applications like [ZW92, SW92,
Hoh94], After all there is only one commercial h—p finite element code
known

e Computational Mechanics’ PHLEX which meanwhile is

e PDA Engineering’s P3D/ CFD based on the work of Oden, Demkow-
icz et al. [DORH89, ODRW89, ROD89]

One can make a distinction between uniform and adaptive distributions
of the order p on a grid and procedures refining h and p at once or one after
the other, refining % in a feedback / (self)-adaptive manner or by a priori
or semi-automatic criteria. We will see that an adaptive p distribution is
under certain conditions easy implementable, sometimes much easier than
local h refinement. Hence the question whether to adapt p or not depends
on the reduction of number of unknowns by adaptation compared to some
computational overhead triggered by the adaptation. Refinement control
is not as critical and can rely on standard refinement criteria. The decision
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of simultaneous h and p refinement is a question of implementational com-
plexity and even more a question of a robust refinement control. Hence
there is a lack of any available commercial or research finite element code
in more than one space dimension doing this.

We want to characterize the properties of our research finite element code
as follows: It has to implement an h—p version. It is build upon the existing
h—adaptive multilevel finite element code KASKADE [DLY89, Lei90, Roi89a,
Roi89b, ERFA91] and its three dimensional version [BEK93a]. This implies
the usage of unstructured triangle and tetrahedra grids without any slave
nodes. The simplex elements are chosen for a maximum of flexibility in
input geometry and a uniform treatment of elements without transition
elements or elements with different convergence properties.

In the spirit of KASKADE the code should be a (self-) adaptive one in the
broadest sense. We observe that any robust automatic control will super-
sede a semi-automatic or manual control on the long run. Of course an ex-
pert is able to outperform such an automatic control, but once established
it delivers a new freedom to care about things and maybe details which are
really worth it, relying on a sub-optimality of the automatic control. Hence
any step towards such an automatic control is welcome.

To put it to an end: We want to implement a maximum of adaptivity
meaning an adaptive distribution of the polynomial orders p, an adaptive
distribution of the step-sizes h (diameter of the elements) and an auto-
matic refinement procedure able to apply both refinements at once. We will
see that the ‘green closure’ [BSW83] avoiding slave nodes implemented in
KASKADE not only pays off in h—adaptation but in p—adaptation in conjunc-
tion with non-uniform grids, too. But we will also see that usual ideas from
shape functions on bricks enabling easy p adaptation do not always carry
over to tetrahedra. Extending the whole set of constituents of an adaptive
finite element code to an h—p adaptive one, such as error estimation and
refinement and fast linear algebra, we are able to present some numerical
results.

Acknowledgement

I would like to express my deep gratitude to P. Deuflhard whose sup-
port and encouragement made this work possible. He had initiated the
KASKADE project at the Konrad-Zuse—Zentrum Berlin (ZIB) some years
ago, which had been a subject of my diploma thesis in Munich and he pro-
posed the h—p topic, when I joined the KASKADE team at the ZIB. Without
his insistence on the importance of the symmetric polynomial topic I would



Introduction 11

just have skipped it, probably undiscovered further on. He also suggested
the applications area of elasto mechanics leading to some interesting and
challenging industrial cooperation.

I also want to thank I. Babuska for discussion on topics of h—p refinement
control, B. A. Szab6 for a brief history and some remarks on p—-version and
M. Griebel for discussion on p—version topics and ‘multi-p’. I want to thank
both J. T. Oden and L. Demkowicz for providing some literature on h—p—
methods and P. Carnevali (meanwhile Rasna Corp.) for his paper on IBM’s
p—version FEM. Furthermore I thank E. Rank and V. Shaidurov for some
discussions on h—p procedures, and J. Xu for discussing preconditioners
for high polynomial degrees p during their visits at the ZIB.

Many thanks to the staff at the ZIB who provided a very comfortable and
productive atmosphere, in particular our ‘theorist’ F. A. Bornemann for his
lectures especially the one on FEM and some bibliographic comments, K.
Gatermann for discussion on issues of symmetry and polynomials, A. Hoh-
mann for his thesis’ acknowledgement and some topics of object oriented-
ness and on h—p strategies and R. Beck never failing to point out ‘the whole
absurdity’ of h—p methods, linear elasto mechanics and so on. I also want to
thank the other members of the KASKADE team for several contributions,
just to mention R. Roitzsch, B. Erdmann, J. Lang and R. Kornhuber. Last
but not least I want to thank our computing center and service staff, espe-
cially the computer graphics team with H.-C. Hege and D. Stalling and the
REDUCE team of H. Melenk and W. Neun.

We have done the symbolic computations including the management
of polynomials and permutation groups with list-oriented features of RE-
DUCE [Hea93] (about 700 lines of code, 14kB), which triggered an opti-
mization procedure written in C++ (also about 700 lines of code, 14kB),
using a matrix library written by A. Hohmann. The final results were com-
puted and drawn by MATLAB [Mat92]. Some illustrations were drawn us-
ing UNIDRAW and IRIS SHOWCASE. The Nurbs pictures were drawn with
the IRIS INVENTOR package.

A first finite element code was based on the C version of KASKADE by R.
Roitzsch and on 3D extensions by B. Erdmann, about 30,000 lines of code
(800kB). The final finite element code was written in C++, about 36,000
lines of code, (1.0MB) based on on an early C++ version of KASKADE writ-
ten by R. Beck. Finite element pre- and post-processing was done with
SDRC’s I-DEAS.



12 1 THEORETICAL DERIVATION OF SPECIAL SHAPE FUNCTIONS

1 Theoretical Derivation of Special Shape Functions

In this chapter we will discuss the topic of shape functions on simplex
shaped finite elements. Due to linearity of FEM, the solution does not de-
pend on shape functions but on function spaces spanned by them. Hence
we theoretically construct a families of shape functions fitting to some im-
plementational constraints. The final form of the shape functions will be
derived by use for a special iterative solver. Of course any other standard
set of polynomial shape functions can be used instead, causing some trou-
ble in implementation.

A reader not interested in properties of simplexes but in quadrilateral
or hexahedral elements is referred to references like [DORH89, BCMP91]
and may proceed with the next chapter 2 on page 53. There implementa-
tional details such as error estimation, refinement control, parallelization
or graphical representation are discussed, which are widely independent
from a special choice element shapes. The first part of the numerical ex-
periments chapter 3 on page 75 deals with simplex elements and special
shape functions, whereas the second and third parts contain comparisons
of different FEM versions (and the same initial grid) for Poisson equation
and for linear elasto mechanics, certainly valid for other element shapes,
too.

The main purpose of this chapter is the derivation of a special family of
shape functions for simplex elements in d—dimensions. Although the shape
functions in 2D on the triangle are new and combine some nice properties,
they really pay off in higher dimensions. These shape functions in 3D on
the tetrahedron were used in the numerical experiments part’s FEM code.

The derivation of shape functions relies on two properties: The elements
in an arbitrary simplex mesh cannot be oriented, which will be illustrated
later. Focussing on fast linear algebra and iterative solvers, we want to
avoid static condensation of the global stiffness matrix, which is absent
in the case of usual linear and (p-hierarchic) quadratic shape functions
and which contradicts the lightweight iterative solver strategy for exam-
ple with on the fly (implicit) matrix multiplication but appears due to non-
orientedness (compatible shape functions). The second property stems form
variable order (p) approximation leading to p-hierarchy.

However if one decides to implement static matrix condensation (some
costly linear combinations of shape functions), like the description for hex-
ahedral elements by [DORH89], our choice of shape functions is not nec-
essary any longer, but there appear alternatives. Although the orientation
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demand for hexahedral grids may be relaxed for simple structured meshes,
even for hexahedral grids it cannot be avoided in general.

1.1 Standard Shape Functions

We consider the shape functions spanning the discrete vector spaces used
in the Galerkin approach of the finite element method. These shape func-
tions are formed by composition of local shape functions ¢; on each finite
element.

iy NV NI
N EZN

e e e

Figure 1: Composition of shape functions in 1D, a local shape functions, b
shape functions in the global space, ¢ coupled to global continuous func-
tions for Galerkin procedure

In the case of non-scalar partial differential equations one could think of
dedicated systems of coupled shape functions like some elements in struc-
ture and fluid mechanics, whose convergence has to be proven by a kind
of patch test [IR72]. This is especially valid for non conforming finite ele-
ments. There are special shape functions for higher order differential oper-
ators [CT65], non symmetric shape functions for non symmetric differential
operators [BH82, Web88] and variants of the finite element method using
functions with higher continuity like splines [CL90], some kinds of eigen-
functions, trigonometric functions or rational functions [Co068, Wac75].
We do not consider these variants here, but we just wanted to show al-
ternative ways of shape functions.

We introduce the barycentric coordinates (bg, by, ... ,bq) in a d dimen-
sional space with respect to a d-simplex, sometimes called area or volume
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coordinates or homogeneous coordinates. They may be characterized by
an affine transform with coordinates (0,...,0,1,0,...,0) coresspond to a
vertex of the simplex. Hence coordinate 1(1,...,1) is the barycenter of
the simplex. Using multi index notation we define the vector space Py of
polynomials of degree p in d variables by the linear span of

Pl=(J v, a e N{*

la|<p

Sometimes shape functions are written in terms of {z,y,1 — z — y} on a
reference triangle. This is equivalent to a function in {by, b, bo}.

1.1.1 Lagrange Polynomials

1.5 T T T T T T T T T

Figure 2: Lagrange polynomials in 1D, degree 5

The Lagrange polynomials (c.f. figures 2 and 3 on the facing page) are inter-
polation polynomials on a set of equidistant points called “control points’
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—o—0o—0—9o

Figure 4: Equidistant control points for the interval, the triangle and the
tetrahedron

the linear shape functions p = 1 often used for conforming finite elements.
Global continuity can be achieved for a uniform polynomial degree p iden-
tifying shape functions of all elements sharing one geometric control point
(coupling of element matrices). Implementation of Dirichlet boundary con-
ditions is easy, too. Shape functions are symmetric/ affine invariant due to
symmetry/ affine invariance of the control points.

Some less convenient properties are: Coupling of different degree ele-
ments or elements in a non-conforming mesh is local quite expensive. Be-
sides the values given at the control points for a function evaluation inside
an element all shape function of the element are involved. The polynomials
are highly oscillatory without connection to the differential operator.

There are some slight modifications, moving the position of the control
points and using points of the numerical integration formula. There is an-
other proposal for un-symmetric modifications of edge shape functions in
the inner of a triangle [DKO92].

1.1.2 Bernstein Polynomials

The Bernstein polynomials are defined by [Far90]:

fa= <‘Z‘>ba, a € N+

The Bernstein polynomials of degree |o| = p (c.f. figures 5 on the facing
page and 6 on page 18) generate the vector space Pg. They use the equidis-
tant control points /p. They implement the interpolation property of the
linear shape functions p = 1. Global continuity can be achieved for a uni-
form polynomial degree p identifying shape functions of all elements shar-
ing one geometric control point (coupling of element matrices). This set of
polynomials is symmetric.
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Figure 5: Bernstein polynomials in 1D, degree 5

Some less convenient properties are: Coupling of different degree ele-
ments or elements in a non-conforming mesh is quite expensive. Imple-
mentation of non-constant Dirichlet boundary condition is expensive. For
any function evaluation inside an element all shape function of the element
are involved.

1.1.3 Legendre Polynomials

We define the orthogonal Legendre polynomials (c.f. figure 7 on page 19
on the interval [—1, 1] by

_ L&, ‘
fi(x) = 2]—],@((3? - 1))
The Legendre polynomials (c.f. figures 7 on page 19 and 8 on page 20) are
orthogonal with respect to the scalar product (.,.) on [—1, 1]. They are hi-

erarchical in their polynomial degree p and symmetric to the origin. The
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symmetry behavior is alternately odd and even. To exploit the orthogo-
nality in the case of a 1-D problem for the Laplace operator (i.e. ap = 0

and a;; = 1) one has to use integrated polynomials as shape functions:
J%, f;(t)dt [SB91]. Now the bilinear form a(u, v) = (u’,v’) operates on the

same terms as the scalar product in the previous case. The integrated poly-
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Figure 7: The integrated Legendre polynomials

nomials are orthogonal with respect to the new bilinear form.
Following B. Szab6 and Babuska [SB91] we construct shape functions on
the simplex using the Legendre polynomials:

S _1>L/bi_bjf (2)d
W T VRG2S

edge function, point ¢ towards point j.
Lk = bibjbi fp, (b — bi) fpy (20 — 1)

triangle function, points i, j and k.

f]p = (H bji)fpl (bjl - bjo) pri(iji —1)

i>2 i>2

generalized inner function, points jo, j1, j2, - - -
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The Legendre polynomials on the simplex (c.f. figure 8 on the preceding
page) even for Laplace operator are not orthogonal any longer. They are
not fully symmetric any longer (or skew symmetric), but they prefer one
coordinate. They contain the linear shape functions and extend them p-
hierarchically. p-hierarchy maintains easy implementation of varying de-
grees p and coupling of different order elements.

Global continuity in 2D induces coupling of skew-symmetric edge func-
tions, subtraction of local stiffness matrices. Coupling in 3D or higher d
even for conforming grids may be locally expensive, depending on orien-
tation of the elements. Function evaluation in the interior of an element as
usual involves all shape functions an is costly.

The preference of one specific direction can be exploited for directed re-
finement using an anisotropy of polynomial degrees which may be useful
in [KR90, BS94].

1.1.4 Monomials

We present a early version of p-hierarchic finite element shape functions by
A. Peano [Pea76] using monomials. Originally the monomials were defined
on the triangle. We present a recursive version (c.f. figure 10 on page 23):

f3(bo, b1, bs) = 1
f217i(b07 bi,b2) = b, 0<i<?2, pointfunctions
f3i(bo, b1,b2) = VYT " bit 1 (mod3) 0<i<2, edgefunctions
[ iv3(bo, b1, b2) = f57 3(bo, b1, ba) bob1ba, 0 <4, inner functions

)

We generalize the function on the d-simplex by (c.f. figures 9 on the next
page and 10 on page 23) and use a recursion over d and p

{F((®)0 =1}
{ (b)) —bk\k<d}
MP = {fbo,b1 o}
k
{f=9((brymr,... >1jbm

g€ MP™ #=1 1 < k < d, combination (W])] 0 & (J)] 0}

Mg =
MC% =

Mg =
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0.8 b

0.4 b

Figure 9: Monomials on an 1D edge, up to degree 5

The polynomials are p-hierarchic, the first used explicitly in finite ele-
ments, but they are not fully symmetric, some transformations of the poly-
nomials are missing for symmetry (‘rotate only once’ in figure 10 on the
next page). They contain the standard linear shape functions. Monomi-
als were chosen to achieve cheap function evaluations. With proper code
optimization this advantage may not pay off (see section 2.3 on page 64).
Full definition is expanded from original lists for a comparison with other
shape functions.

1.1.5 Hermite Polynomials

We define some special sort of Hermite polynomials in 1D by

(1Fx) p<2
fP(x) := (2P — 1) p even
;z(zP~1 — 1) podd

|,_NI>—I

B

3
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a b ¢
Figure 10: Monomials on the triangle, pictures and degrees: | d e f
g h i

a=0 (constant function), b=1 (point function, rotate only once), c=2 (edge
function), d=3 (edge function), e=3 (inner function), f=4 (edge function),
g=4 (inner function, rotate only once), h=5 (edge function), i=5 (inner func-
tion)

on the interval x € [—1, 1]

They contain the linear shape functions on [1, 1]. Additionally they use
derivatives 22|, at the origin (c.f. figure 11 on the next page). The poly-
nomials are p-hierarchic. Following Zienkiewicz and R.Taylor [ZT89] we
construct higher dimensional shape functions on the triangle by

Po._ é((b"—bj)p_ (bi"‘bj)p) p even
o 71 (bi = bj)((bi —bj)P~t — (b + bj)p_l) p odd

as edge functions, i to j, p > 2.
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-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Figure 11: Hermite polynomials in 1D, up to degree 5

The edge functions equal the 1D Hermite polynomials on the edge (i, 7).
The first inner function, p = 3 is given by

f]?mk‘l ,k‘z = ka bkl ka
Fourth order inner functions are given by
{bobrba, bobiba, bobibs}

although higher order shape functions or any systematic approach is miss-
ing. Continuing the construction of inner functions by monomials, we end
up with symmetric, non—p-hierarchic shape functions.

Modifying the cases p > 4 in the way like in section 1.1.4 on page 21 of
[Pea76] (which was cited in [ZT89]), we have p-hierarchic shape functions,
which are not fully symmetric. They are depicted in figure 12 on the next
page. Scaling of the shape function could be improved, depending on the
purpose of use.
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GM78, Dub91, SK95] used for construction of integration formulas analo-
gously the 1D Gauf8 quadrature connected with the Legendre polynomials.

There are some drawbacks: ‘Orthogonality” has to be interpreted as or-
thogonality of spaces of polynomials, not polynomials itself.

(ff, [y =0ifp#q

Now condition numbers are not optimal for d > 1, but are supposed to be
low. Optimal condition number one can of course be achieved be a orthog-
onalization procedure, while loosing any properties useful for implemen-
tation of finite elements.

Using standard orthogonal polynomials, which maintain some proper-
ties of symmetry, is locally expensive. The coupling of local stiffness ma-
trices involves almost all functions of an element, because the polynomials
do not vanish on the boundary of the simplex. There has to be done some
computational work in finite elements, d > 1, either in linear algebra or in
handling optimal conditioned shape functions.

Turning to some other polynomials, we will present some graphs in chap-
ter 1.4.3 on page 45 depicting a version of symmetric hierarchic polynomials
[Zum93] for comparison. A detailed description will be given in the follow-
ing sections.

1.1.7 Overview

Here we show some properties of different families of shape functions:

polynomials reference simple symm. symm.  hierarch.

coupling on the in the inp

faces element

monomials T, o - - - X
orthogonal [AF26, GM78] | - - - X
mod. Legendre [SB91] X 2-Donly - X
mod. monomials [Pea76] X 2-Donly - X
p-hierarch. mod. [ZT89] X 2-Donly” -* x*
original” [ZT89] X X X -
Lagrange [MP72, Nic72] | x X X -
Bernstein [Far90] X X X -
symm. hierarch.  (this thesis) X X X

The reader should not be surprised that we can separate two classes of
shape functions: The p-hierarchical and the symmetrical ones. The only ex-
ception are the new symmetric hierarchical polynomials. The asterisk * de-
notes our modification of the polynomials originally proposed by [ZT89].
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The original shape functions on the triangle are not p-hierarchical for the
step from degree 3 to 4. We modified the basis to be hierarchical, loosing
symmetry.

On the interval, say [—1, 1], the classic orthogonal Legendre polynomials
are leading to a kind of optimal set of shape functions for the p— and h—p-
version of finite elements for the Laplace equation. A pure higher-order h—
version may also use interpolation Lagrange polynomials. For the p— and
h—p—version on tensor product structures like quadrilaterals and hexahe-
drals one could generalize these integrated Legendre polynomials [SB91],
loosing some of their good transformation properties and investing more
degrees of freedom than necessary in the approximation sense. But for
the simplex one has to give up some other nice characteristics of the Leg-
endre polynomials and a more complicated approach [Pea76, SB91, ZT89]
has to be used. For a pure h-version one can use Lagrange interpolation
[MP72, Nic72].

1.2 Properties of Special Shape Functions

In the following we analyze the approximation of functions by an adaptive
(multilevel) finite element code. This leads to useful properties of shape-
functions on the simplex. Only some properties are compatible with each
other. Each version of finite elements differs in exploiting these properties
for an efficient implementation. This is the next part of the section. In
a second part we construct vector spaces containing sets of polynomials
well-suited for the p— and the h—p—version of finite elements. In a third part
we finally construct shape functions within these spaces which are optimal
in the sense of an optimal condition number of the preconditioned linear
system.

1.2.1 Hierarchical Polynomials

We introduce the concept of p-hierarchy or p-extension. If we have a ba-
sis B, of shape functions spanning the function space V, and we want to
reach the space V,;1, we simply can add some shape functions to get the

enhanced basis B, = B, U B

Definition 1

Vo1 = <Bp+1> = <Bp> ©® <Bp+l \ Bp>

P-hierarchy is an integral part of an approximation with varying order p
in space. If we choose the order p; on one finite-element and a different py



28 1 THEORETICAL DERIVATION OF SPECIAL SHAPE FUNCTIONS

on a neighboring element, one can achieve global continuity by linear con-
straints like [DORH89] or by handling the p-hierarchic excess in a special
way (setting it to zero).

An example for p-hierarchic polynomials are the previously mentioned
Legendre polynomials. The Legendre polynomials f,(z) are orthogonal
with respect to the scalar product (.,.) on [—1, 1]. They are hierarchical in
their polynomial degree p and symmetrical to the origin. The symmetry be-
havior is alternately odd and even. To exploit the orthogonality in the case
of a one dimensional problem for the Laplace operator one has to use inte-
grated polynomials as shape functions: [ f;(¢)dt [SB91]. Then the bilinear
form a(u, v) = (Lu, Lv) operates on the same terms as the scalar product
does in the previous case. The integrated polynomials are orthogonal with
respect to the bilinear form.

Definition 2 Here we associate the term ‘orthogonal” polynomials with a sequence
of nested sets of polynomials By C By C ... for a specific bilinear form. The poly-
nomials have to be linearly independent. A polynomial f € B; is orthogonal with
respect to this bilinear form on the vector space generated by the basis B;_1 (no
condition for IB1). The vector spaces generated by B; usually are the vector spaces
of polynomials PZ,,. The polynomials in B; \ B;_y need not be orthogonal onto
themselves.

Orthogonal polynomials are hierarchical in p by definition. Orthogonal
polynomials do not necessarily lead to local matrices with condition num-
bers equal to one, /@j(Aloc) = 1, like the Legendre polynomials do. How-
ever, a basis with this desirable property can be constructed. Although the
optimal shape functions in 1D are in fact orthogonal polynomials, we will
see, that there is no way to use orthogonal polynomials in higher dimen-
sions efficiently. While maintaining p-hierarchy, we do not end up with
orthogonal functions.

1.2.2 Coupling

We call the assembly of local finite-element-matrices into a global one cou-
pling, sometimes called ‘global assembly’. One line of interpretation is the
representation of global FEM ansatz functions, each connected with an de-
gree of freedom, by linear combinations of local shape functions on an el-
ement. Coupling means this linear combination, which ideally is a one-
to-one relation (local permutation matrix, called ‘simple’). This would be
the case for so called compatible shape functions. Many FEM codes use
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this simple form of global matrix assembly, assuming that the local shape
functions are suited for it.

Another bottom-up interpretation is that we have to guarantee we are
dealing with globally continuous shape functions {v;}, which are formed
by properly connected local shape functions {¢;}. We introduce two new
terms: simple and minimal coupling.

Definition 3 We call the coupling of the shape functions of two connected ele-
ments minimal, if the number of shape functions involved is minimal.

This number n(E, E*) equals twice the dimension of the polynomial vec-
tor space on the intersection ENE* of both elements E, E*. Coupling coeffi-
cients zero corresponding to vanishing shape functions on the intersection

do not contribute to n.

We can express the coupling by an under-determined system of linear
equations. Taking a coupling matrix C' and the sets of shape functions {¢;}
and {¢;}, we can write the constraints as

C'((blv (b?v "'7¢T7 (b;? ___)Tzoon EnE*

By eliminating columns containing only zeros, eliminating linearly depen-
dent rows and permuting we arrive at a reduced matrix C' € R"*?" of rank
n.

We introduce a stronger term of coupling by a special kind of minimal
coupling which we call simple. The under-determined system of linear
equations with (reduced) matrix C should facilitate the conversion between
the coefficients of the functions {¢;} and {¢; }. We reduce the matrix C to a
smaller matrix C' by leaving out columns which are linearly dependent or
zero.

Definition 4 We define a coupling of shape functions {¢;} and {¢;} simple, if
there exists a reduced and permuted matrix C of maximal rank which has block-
diagonal form with 1 x 2 non-zero blocks.

The reduced matrix looks like this:
Cy

C= ' with C; € RV2,
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Example 1 We look at the simple coupling of two elements E and E* with 2 x 2
local matrices A and B and shape functions {¢1, ¢p2} and {¢7, ¢5}. Function
¢o equals function ¢; on E N E*. No other shape functions of E and E* are

correlated. This leads to a matrix C = ( 01 -1 0 ), a reduced matrix C =

Ci=(1 —1)andto
air a2
aiz a2
bi1 bi2
b1z bao

ai a12 0
a2 a + b1 b1
0 bi2 bao

coupled with

adds up to

Simple coupling may also appear as blocks of C; = (1 1), in general as
C; = (1 \), A # 0 or as small blocks simply invertible.

The Lagrange interpolation polynomials for equidistributed interpola-
tion points (as in chapter 1.1.1 on page 14) of degree |a| = p generate the
vector space Pg. This set of polynomials is symmetrical. Any affine trans-
form of the simplex onto itself will cause a permutation of the shape func-
tions, but no linear combinations are necessary. The polynomials facilitate a
minimal and simple coupling of blocks C; = (1 —1) by identifying the proper
functions being identical on the common boundary. The same holds for the
Bernstein polynomials. On the other hand, it is harder to apply Dirichlet-
boundary conditions. One has to interpolate the prescribed values using
the polynomials non-vanishing on the boundary.

Although the efficient implementation of boundary condition is only of
minor interest, because 02 is of lower complexity compared to 2, we want
to remark, that in general, only Lagrange polynomials permit a simple im-
plementation of (non-homogeneous) Dirichlet boundary conditions. The
situation changes in the case of other boundary conditions like Neumann
conditions. Leaving Lagrange polynomials, one may invest some more
computational effort in calculating interpolation conditions on the bound-
ary for gaining some nicer properties in the inner domain 2.

Remark 1 We conclude that there are shape functions with minimal and simple
coupling. Some are symmetrical, too.
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1.2.3 Symmetry

Finite Element methods often use a simple set of shape functions defined on
a reference element. In the case of simplexes each shape function is trans-
ferred to a real element using a linear transformation . There are different
possibilities to realize this transformation. The transformation is unique
only modulo permutation of the corner points. Hence one has to be able to
couple any face of one element with any face of another one, where faces
can be points, edges, triangles and so on.

NS
A4

A\ 5

Figure 13: Problems in orientating a tessellation in 2D

e

Figure 14: Non-oriented tessellations and mapping to standard elements in
2D

One can think of a completely oriented tessellation where the coupling is
restricted to only some distinguished combinations of faces. But in general
there is no such orientation (figure 1.2.3).
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Hence there is no way out of having a deeper look into symmetry and
coupling properties.

Definition 5 We denote the group of permutations of d elements with Sy and the
subset of the alternating group with S

+1

Figure 15: S, reflections of a 1-D function

3

Figure 16: A 2-D function f on the triangle

Definition 6 We define the action of a group S C Sg+1 on a set of polynomials
B in d variables by the set of polynomials resulting from permuting the input
variables (by the permutations of the group) in barycentric representation. This
covers the definition of the action on a single polynomial and on a whole vector
space of polynomials.

SB = U f(s_l(bo,bl,... ,bd))

fen,seS
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3 2 1

Figure 17: S3 reflections of a 2-D function f
2 Ml 1 ﬂr 3 3 m 12
3 2 1
3 1 2

Figure 18: S3 reflections of a 2-D function f

Definition 7 We call a polynomial f, a set of polynomials B and a vector space V
of polynomials S—symmetrical, if it is invariant with respect to the action of S

f=Sf, B=SBandV = SV.
It immediately follows that

e a set of S—symmetrical polynomials is an S—symmetrical set of poly-
nomials and

e a vector space generated by an S—symmetrical set of polynomials is
S—symmetrical itself.

Additionally we introduce point-symmetry which is not covered by the
previous definitions.

Definition 8 We define a set of polynomials B to be S, ,—symmetrical in d vari-
ables by
Vs € Sgy1 and V' f € B holds sf € Bor — (sf) € B.
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Figure 19: +-S7 reflections of a 2-D function f, correlated with S

Remark 2 Defining symmetry by Vs € Sqyq1 and Vf € B 3IX € R\ {0} with
A(sf) € Bleads to A = £1, too.

Lemma 1 An ST—symmetrical set BB of polynomials is St—symmetrical.

Remark 3 We conclude that there are S¥—and S —symmetrical shape functions.

1.24 Symmetry and Coupling

Finite Element methods often use a simple set of shape functions defined on
a reference element. In the case of simplexes each shape function is trans-
ferred to a real element using an affine transformation. There are different
possibilities to realize this transformation. The transformation is unique
only modulo permutation of the corner points. Hence one has to be able to
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couple any face of one element with any face of another one, where faces
can be points, edges, triangles and so on.

One can think of a completely oriented tessellation where the coupling is
restricted to only some distinguished combinations of faces. But in general
there is no such orientation.

Hence there is no way out of having a deeper look into symmetry and
coupling properties.

Theorem 1 A set of shape functions for a general conforming tessellation of d—
simplexes will permit a simple coupling with blocks C; = (1 — 1) if and only if
the shape functions permit minimal coupling and are S;1—symmetrical on each
j—dimensional face of a simplex.

We can relax this condition a little by requiring only ¢; = £y, on the
common boundary which leads to addition and subtraction of local matri-
ces.

Corollary 1 A set of shape functions for a general conforming tessellation of d—
simplexes will permit a simple coupling with blocks C; = (1 £1) if the shape func-
tions permit minimal coupling and are Sﬁl—symmetrical on each j—dimensional
face of a simplex.

Remark 4 S, —symmetry is correlated with simple coupling of (1 — 1) and
S, —symmetry is correlated with simple coupling of (1 + 1).

1.2.5 Symmetry and Hierarchy

We now want to derive the correlation of symmetry and p-hierarchy. The
Legendre polynomials for example are p-hierarchic and S-symmetrical,
which simply means point and axial symmetry in one dimension. For d
dimensions we get the following main result:

Theorem 2 There is no p—hierarchical Sj, ,—symmetrical polynomial basis on the
d—simplex for d > 1.

Proof. We look at the p-hierarchical step from polynomial degree j(d + 1)
to j(d+ 1) + 1 with j € Ny. Note that the dimension of symmetrizations of
the set {bg — b1,b1 — ba, ... ,bg_1 — ba}(bo - by - - -bg)7 is at least d + 1, but the
vector space is of dimension d. [

Corollary 2 There is no p—hierarchical Szltﬂ—symmetrical polynomial basis on
the d—simplex for d > 1.
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Theorem 3 There is no p—hierarchical Sq.11—symmetrical polynomial basis on the
d—simplex for d > 1.

Corollary 3 There are no S, \—symmetrical orthogonal polynomials on the d—
simplex for d > 1.

Remark 5 Symmetry and simple coupling on the one hand and p-hierarchy for
Pg on the other hand exclude each other.

1.3 Construction of New Polynomial Spaces

We want to construct a family of p-hierarchical shape functions for the
d-simplex. It has to facilitate a simple coupling which implies symmetry
(chapter 1.2.4). It should be suitable for a p— and h—p-version of finite ele-
ments with variable order p which means p-hierarchy in some sense. Both
properties are not possible at the same time (chapter 1.2.5).

We have to cope with the limitations of theorem (2). We shall enlarge the
polynomial vector spaces Pg slightly and construct new S;4;—symmetrical
vector spaces which avoid the irreducible subspaces of the proof.

1.3.1 Symmetry S,

We recursively construct a basis for the new vector space P4-¥™ by the span

of the vector space Pg’_s"lym one degree lower and additional functions. These
functions are internal functions formed by the product of the “bubble”
function H;l:o b; with functions of degree (p—d—1) and boundary functions
defined on the faces. The boundary functions are S} —permutations (sym-
metrizations) of such (lower-) i—dimensional functions (B;_i_1 . 3‘:0 b;),
i < d. The only difference to the standard polynomial spaces PJ is the
beginning of the recursion. We start with {by} for BY which actually has
degree 1. If we want to get the standard polynomial spaces Pg, we should
have taken {1}. We have enlarged the vector space. This enlargement

spreads to the higher dimensions and the higher degrees.

Definition 9 We recursively construct a basis for the new vector space in barycen-
tric coordinates based on lower dimensions and lower degrees using the group of
permutations Sy:

o 38 = {bo}

082:®,p>0
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© Bg = ngo Sd-i-l(B;—i—l o by---bi), d = 1.

Sometimes shape functions are written in a form like {z,y,1— z — y} on
a reference triangle. This is equivalent to {b1, b2, bo}-

Remark 6 In the previous definition we can substitute the action of Sqi1 by the
combinations without repetition of i + 1 elements of the set {bg, b1, ..., b4}

Definition 10 We now define the new polynomial vector spaces as the span of the
basis functions in d dimensions: P&™ = (U_, BY)

Remark 7 The vector spaces &Y™ are Sqi1—symmetrical. Their bases BE=y™
are p—hierarchical, facilitate minimal and simple coupling with blocks (1 — 1)
and are enlarged Pg C ngsym C Pg 1

These polynomial spaces are well-suited for the coupling (1 — 1), but
they have got a high dimension (= too many shape functions). If we relax
the coupling to (1 + 1), we can reduce this high dimension, but we have to
consider the group S3, ; (chapter 1.2.4).

1.3.2 Symmetry ST

Definition 11 We recursively construct a basis for the new Szltﬂ—symmetrical
vector space, taking the same O—dimensional space and the action of the alternating
group S otherwise, modifying the one dimensional basis:

o Bg’i = {bo}, Bg’i =0,p>0

o By = {bo, bi}, By* =0, BbE = {(by — bo)P}, p > 1

o Bg’i = U?:o S$+1(B;§_1 ~bo by -bi), d> 1.

Remark 8 In the previous definition we can substitute the action of S, , by the
even combinations without repetition of i + 1 elements of the set {bg, b1, . .. , bq}.
Watch out for a systematic interpretation of “even”!

Definition 12 We now define the new polynomial vector spaces as the span of the
basis functions in d dimensions: P+ = (U BYE)

Example 2 In zero dimension we get the following sequence of polynomials, which
are only useful for the construction of higher dimensional ones:
Pt =PIE =P == (b))
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Starting with the one dimensional S¥—symmetrical polynomials we get the fol-
lowing sequence:

Pot = Pt = ({bo, b))
Pyt = (PyF U {(b - bo)?))
Py = (PyE U {(b1— b))

The spaces Py-* are equal to the former spaces P} for p > 0. Thus they are
smaller than the spaces P;’Sym. The one dimensional basis is not enlarged any
more. Inserting this into the definition for two dimensions we get a sequence of
ST —symmetrical polynomials:

Pot = Pyt = ({b, by, bo})

PyE = (PP U {(bi—bo)?, (ba—b1)?,
(bo — b2)*})

PiE = (PyF U {(bi—bo)?, (b2 —b1)?,

(bo - 62)3} U {bo(boblbg),

b1(bob1b2), ba(bobiba)})
Pi* = (PP U {(bi—bo)t, (ba—b1)?,

(bo — b2)*})

On the triangle the polynomial sets for a degree p which is not divisible by 3
are identical to Py, all other vector spaces are generated by Py and 2 additional
polynomials.

Remark 9 The usual linear Lagrange polynomials are contained in both B{ and
B}, The associated hierarchical quadratic polynomials are contained in Bg’i, too.

Remark 10 The linear Lagrange polynomials can be interpreted as symmetriza-
tion of the canonical basis of P{: {1} U {b1,ba, ..., ba}.

Remark 11 The bases Bgvi are S, \—symmetrical, p-hierarchical and facilitate
minimal and simple coupling with blocks (1 =+ 1). The spanned vector spaces
PdE are only slightly enlarged (P4 C PHE C PEsym™ C PL)) and have got an
even lower dimension than ngsym.

1.3.3 The Enlargement

We saw that the enlarged polynomial spaces fulfill

d d,+ d
7310 < Pp < 731D+1
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which limits the enlargement of ngi (note 11). Actually we can show that
with p — oo this enlargement vanishes in the following sense:

dimPh* — dimP?
z.m Z zm P < O(p~!) for fixed d
dimPd, | — dimPg

We prove this also giving the dependence on d by
Lemma 2
dimPy* — dimPy < d(**07?)
Proof. dimPg may also be written by the recursive equation of dimpg’i

obtained form definition of P&-*. The difference obeys the same equation.
It can be majorized by a recursion of d - dimpg_Q. 0

enlargement

degree

enlargement
o
w

Figure 20: Enlargement of P¢*: values of (dimP$* — dimPg) /(dimPg, | —
dimPg)

With dimPg = (p;d) the proof of formula (1.3.3) is completed. Figure
(20) shows the actual values of the quotient. P,-* is not enlarged and P>+
is enlarged by 2 polynomials only for every third p. It indicates in conjunc-
tion with the actual numbers in table I on the facing page that the values
decrease asymptotically with p—1.
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Table I: Dimensions of Pg and Pg’i

d| dimP¢ dim PPt | dim P, dim PiE
1 6 6 11 11
2 21 21 66 66
3 56 56 286 294
4 126 130 1001 1045
5 252 276 | 3003 3192
6 462 546 | 8008 8757

Table II: Dimensions of P2 in R?, full and serendipity spaces, S-symmetric,
S*-symmetric and S*-symmetric on the boundary only, extensions/ reduc-
tions (serendipity)

serendip original | extension
P S S* S* on P Ston S* S
boundary boundary
1 4 4 4 4 4 4 4
2 4 10 10 10 10 10 16
3 16 16 16 20 28 28 28
4 28 34 35 35 35 38 44
5 4 56 56 56 56 56 68
6 68 80 80 84 92 92 104
7 104 116 120 120 120 128 140
8 140 164 165 165 165 168 192
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In table II on the preceding page we have added the dimensions for
full symmetric and (generalized) serendipity polynomial spaces obtained
by the recursion. Serendipity in this context are incomplete polynomial
spaces due to symmetrization analog the previous extension of spaces. The
spaces of polynomials with symmetry on the boundary of the element only
do not differ much from symmetry for all polynomials including the in-
ner functions. The S*-symmetric serendipity polynomials are an attractive
lower dimensional counterpart of the S¥-symmetric full polynomials Pg-*
and the S-symmetric serendipity polynomials are connected with full S-
symmetric polynomials Pg. We also remark the drop-out of full symmetric
serendipity polynomials at degree p = 2 and via recursion inherited minor
drop-outs. In the further we will use the polynomials P4* only.

1.4  Shape Functions for Iterative Solvers
1.4.1 Condition of the Stiffness Matrix

It is well known that the condition number of the global stiffness matrix for
a fixed set of shape functions depends on the extension of the elements h.
For elements of uniform size h, we get a sharp estimate

k(A) < C(a,p,v)h 2%

The constant C' depends on the interior angles « of the elements, on the dif-
ferential operator a, on the set of shape functions and the associated poly-
nomial degree p. In the case of non-uniform % and simplexes we get a lower
estimate J. Xu [Xu89, Xu92] with n denoting the number of simplexes

n(1 + log axh)  for d =2
K(A)Sc(a;pa'Y)'{ng/d o) ford > 3

Let us consider the p—-dependence of the constants C. In the one-dimen-
sional case there are shape functions with C' independent from p, namely
the integrated Legendre polynomials (chapter 3.1.1 on page 75). Next we
can conclude from sharp estimates in [BCMP91], that there are shape func-
tions in two dimensions with global condition number

k(A) < C(a, ’y)h_Q(l + log? p)

for uniform h. The required functions are split into point-, edge- and in-
ternal shape functions in the usual way and the edge-functions have to be
discrete harmonic with respect to the operator a. For dimensions higher
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than two (d > 2) an analogous construction delivers rapidly growing con-
dition numbers in p [BCMP91].

If we now split the local condition numbers ro(Ajoe) and x1(Ajpe) into
maximal and minimal eigenvalue Apax(Aioc) and Amin(Aloe) and look for
the maximal \.x and the minimal \.;, on all elements of a tessellation,
we get a connection of local and global condition numbers. We conjecture
an estimate for uniform h of the kind

o max Amax (Aloc>

< . _
K(A> — C(Couphng>h min /\min(Aloc>

The constant C' may also be written as a function of the minimal interior
angle yin and the family of shape functions. The conjecture is supported
by numerical experiments and the estimates in section 3.1 on page 75.

1.4.2 Preconditioning

et —

Figure 21: Domain decomposition preconditioner in 1D, global space of
piecewise linear functions and local spaces of higher order polynomials

In the context of the iterative solution of the linear systems another tool
comes into play. It is the convergence rate of the iteration. It can be esti-
mated for some classic iterations like conjugate gradients and Richardson-
iteration in terms of the condition number. But for sake of efficiency lin-
ear systems are often preconditioned, so we have to consider the condi-
tion number of the preconditioned matrix instead. There are two simi-
lar approaches for preconditioning linear systems of p—version [BCMP91,
Man90a, Man90b] and [Pav92, Pav94b, Pav94a], both leading to estimates
independent from h and with a rather mild increase in log? p. We also
have to mention an earlier experimental approach by [BGP89] in connec-
tion with the idea of ‘multi-p’ (Griebel) as an analogon to the h-version
multi-grid, a physical domain decomposition method [OPF93] (in contrary
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to decomposing only function spaces) and a more practical implementation
by [FP93] for p = 2 with ‘coarse’ grid p = 1 and SOR iteration (a two-level
multi-p method).

It is well known from domain decomposition, that any construction of a
preconditioner as splitting into a linear or piecewise constant global func-
tion space and several higher order local spaces leads to such an h-in-
dependence under the condition of minimal coupling (see figure 21 on the
facing page). Coupling comes into play localizing the global higher order
function spaces. Hence we construct our preconditioner as the splitting
into the global linear space and additional local spaces. To keep them lo-
cal, we have to separate spaces for each edge, triangle, tetrahedron etc.
Now we can interpret this preconditioner B as a block-diagonal version
of the stiffness-matrix A. Calculating the preconditioned condition num-
ber k(B~!A) we can see that it is majorized by the maximum of the lo-
cal condition numbers % ( m?ff;\:o) of the generalized eigenvalue problem
Biocx = AMjocz. K is calculated from the generalized eigenvalues orthogo-
nal to the common eigenfunction of the eigenvalue 0. This means that we
only have to optimize and calculate local condition numbers and the con-
dition number is independent from h with the aid of a good preconditioner
for the linear h—version problem.

1.4.3 Condition of the Preconditioned Stiffness Matrix

We want to construct the final version of our shape functions by using the
polynomial vector spaces P-*™ and Pg-* of chapter 1.2.4 on page 34. The
set of functions should maintain the symmetry and coupling properties of
the original basis B and B%*. P-hierarchy is guaranteed by the nesting of
the vector spaces. The only missing property is a low condition number of
the preconditioned system.

We make a general approach to optimization of the local condition num-
bers. The optimal polynomials are in a linear vector space V = (f1, fo,...).
Every optimized polynomial vy has a representation of

k
Ve =Y akifi, k=1,...
=1

We have to determine the coefficients gy, that vj, has got the desired proper-
ties. We did use some direct procedures for minimization of the condition

numbers.
For example we construct the cubic edge shape function on a triangle.
The raw edge function fg is bob1(b1 — by). We write the optimized edge
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Table III: Condition numbers of the preconditioned stiffness matrix for Pgi

d‘p:Q p=3 p=4 p=>5 p=6 p=7 p=8& p=9
21 600 192 215 288 290 397 545 643
3
4

123 125. 132,  235. 467. 577.
211 336. 467. 882.

shape function vg as
vg = qobobi (b1 — bo) + qibobi + q2bgbiba + gsbobibs + qabobib3

which implies hierarchy (from degree 2 to degree 3) and coupling (with
triangles with common edges). The condition of ST symmetry reads as

g2 +q3 =0, @ =q1=0

Normalizing the function vy, there is only one parameter left, which can
be obtained by an optimization procedure for condition number. The final
result will be

vg = boby (—16.635193 by by + 7.277900 by + 16.635193 by by — 7.277900 by)

All optimization procedures have in common the necessity of a correct
management of the polynomials, their symmetry and their coupling prop-
erties. This includes the construction of the appropriate basis functions for
each optimized shape function set. The optimized shape functions are a
linear combination of the basis functions. The combination itself depends
on the optimization. The actual basis functions f; are in some cases (opti-
mized) shape functions vy, of previous optimization steps and in some cases
symmetrizations of them.

We now compare the resulting local condition numbers. We choose the
Laplace operator on the equilateral simplex. The condition numbers shown
in table III were evaluated numerically.

We do not prove a special kind of asymptotics in p but we simply present
the actual numbers of interest. We think that a prove would not only be
intricated because of the structure of the function spaces Pg’i, but dropping
the constants it also would be of less practical worth for low p.

Nevertheless we obtain low local condition numbers. Hence an addi-
tional acceleration of an iterative solver would be obsolete. But our main
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result still are the new polynomial spaces P3¥™ and P#F including their

properties.

We present the shape functions, optimized for domain decomposition
preconditioned stiffness matrices of chapter 1.4.3 on page 43. We show the

functions belonging to P2+,
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Figure 23: Symmetric hierarchic polynomials fs and fy of 733? *

1.4.4 Iteration Counts for Iterative Solution
The local condition numbers for the preconditioned system of equations
are depicted in chapter 1.4.3 on page 43. They serve as an upper bound

for the global condition numbers. We now present iteration counts for the
iterative solution of global linear system of equations. We have to keep

in mind the dramatic increase of un-preconditioned condition numbers for

increasing p at high degrees p.
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BCMP91]. We now compare this one with another approach due

to [Deu94] only exploiting the history of refined grids called CCG. Optimal
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Figure 28: CCG iterations with diagonal scaling for adaptive h—version, es-

timated error .1

n, which probably are of limited use for practical

considerations and are not fully satisfying theoretically.
The CcG algorithm is originally equipped with a diagonal scaling. Hence

h—p—version with limited py,.x, we can obtain constants of the correspond-
we combine the pure CCG algorithm with the domain decomposition pre-

for linear finite elements in [Sha94, BD95]. This of course carries over to

complexity O(n) of the solution up to discretization error has been proven
higher order h—version with other (worse) constants. For p—version and

ing higher order h-versio
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Figure 29: CCG iterations with diagonal scaling for adaptive p—version, es-
timated error .1

conditioner derived. We choose a multi-grid V5 3 cycle with 3 x 3 block sym-
metric Gauss-Seidel smoother for the approximate solution of the global
system of linear elements arising in domain decomposition and use direct
solvers for the local linear systems connected with the geometric entities
such as edges, triangles and tetrahedra.

We present iteration counts for different solvers, FEM versions and some
examples described in chapters 3.2 on page 90 and 3.3 on page 102. Fig-
ures 28 on the page before for adaptive h—version, figures 29 and 30 for
adaptive p—version and figures 31 and 32 for adaptive h—p—version (h—p ra-
tio at .7 max h — err/p — err). The figures show the number of cg-iterations
per level. Each level is drawn at the number of degrees of freedom in-
volved. Iteration counts start at 1 because of the ‘one’ iteration of the direct
solver used on the initial coarse grid.

Figure 28 on the preceding page shows the iteration counts for adaptive
h-version and CCG solver with diagonal scaling. The number of iteration
is at least 3 for the Poisson equation problems and at least 5 for elasto me-
chanics problems. The elasto mechanics test cases need higher iteration
counts because of the 3 components of the solution vector, the 3 x 3 blocks
in the stiffness matrix and the spectral properties at Poisson ratio .29 used.
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Figure 30: CCG iterations with domain decomposition preconditioner for
adaptive p—version, estimated error .1

It is interesting to observe that the genuine 2D problem of the attachment
lug (‘'lug’) requires lower iteration counts than the full 3D elasto mechanics
problems ‘molding” and ‘valve’ although all problems are computed with
3D FEM and full 3D refinement. All graphs show the typical behavior of a
short increase of the number of iterations, an high peak at certain number
of unknowns and a slow decay down to a ridiculously low number of itera-
tions, also demonstrated in [BD95]. For h—-version we do not apply domain
decomposition preconditioning, because of the lack of higher p—extensions
for space decomposition.

The next two figures show iteration counts for adaptive p-version with
a forced minimum refinement of .3. The graphs for diagonal precondition-
ing, figure 29 on the preceding page show maximal iteration counts about
20 for elasto mechanics examples and below 5 for most of the Poisson equa-
tions. The almost polynomial solution and the analytic solution do not
differ much. The vertex-singularity example requires more iterations than
usual problems while approximation of the singularity remains bad during
p—adaption. Even uniform p-version cannot resolve the singularity prop-
erly, as show in chapter 3.2.5 on page 98. This effect spreads out onto the
behavior of the iterative solution procedure. The edge-vertex-singularity
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Figure 31: CCG iterations with diagonal scaling for adaptive h—p—version
(ratio .7), estimated error .1

is also affected from the approximation drawback, but its linear algebra in
conjunction with refinement shows an oscillatory behavior. The standard
test examples show the typical peak behavior of CCG, while the pure 3D
elasto mechanics examples seem to be in a pre-asymptotic increase phase
for .1 global energy error. Iteration counts are usually higher than for h-
version because of worse condition numbers of the global stiffness matrix
due to better approximation properties.

Figure 30 on the page before shows the number of iterations for domain
decomposition preconditioned CCG. Iteration counts for elasto mechanics
are generally cut down to 9 by preconditioning. The “valve’ problems re-
action to preconditioning is better than for the ‘molding” example, because
the loads act in all three directions in contrast to the uni-axial loading in
the ‘molding’ case. The vertex-singularity and the edge-vertex-singularity
problems show high iteration counts as in the previous case without pre-
conditioning. The graphs do not show the typical peak behavior of CCG
any longer, but a monotone increase. Preconditioning has the effect of re-
duction of the condition number especially for low p, whereas the condi-
tion numbers increase with p. Hence the usually high iteration counts in
the middle of the refinement history meet low condition numbers, lower-
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Figure 32: CCG iterations with domain decomposition preconditioner for
adaptive h—p—version (ratio .7), estimated error .1

ing them and the usually low iteration numbers at the tail are increased by
large increase of condition numbers. The computational grids (h and p dis-
tribution) may differ slightly, because the approximate solution does affect
error estimation and therefore grid refinement.

The last two figure are on h—p—version. We used a .7 max ratio strategy. It-
eration counts for diagonal scaling (without preconditioning) for elasto me-
chanics are below 20 and for Poisson problems are below 10. The genuine
2D mechanics example ‘lug’, it actually is mechanics, and the edge-vertex-
singularity examples, challenging approximation problem, show relatively
high numbers of iterations. The other test examples show typical peak-be-
havior of CCG. There is a small oscillation for the ‘valve” example probably
due to the refinement procedure. Absolute number of iterations are com-
parable or a little bit higher than for adaptive p—version, which is higher
than for adaptive h—version, due to higher p’s bad condition numbers and
the improved approximation properties of the grids.

The domain decomposition preconditioned CCG for adaptive h—p ver-
sion is presented in figure 32. For elasto mechanics examples the number
of iterations is reduced down to a maximum of 9 and the attachment lug
example does benefit, too. The positive effect of preconditioning seems to
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be comparable to preconditioning pure adaptive p—version. Graphs show
the monotonic increase pattern already discussed. The different graphs
look very similar, there are no drop outs due to approximation problems
as for the p—version. Preconditioning generally has an effect of smoothing
the graphs and making the graphs of different examples approaching each
other. Iteration history is regularized in this sense.
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2 Algorithmic Constituents

In this chapter we are going to discuss some components of an adaptive
h—p FEM code which deal with implementation, but which are of general
use beyond simplex shaped finite elements. Issues like a posteriori error
estimation, adaptive control and parallelization address rather general di-
rections of actual research. They are reviewed from the h—p point of view.
There are two more technical topics arising in the use of higher order ele-
ments. They are on the evaluation of polynomials in the code and export of
polynomial solutions from the code, the first related to symbolic computa-
tion and the second one related to computer graphics.

2.1  Error Estimation and h—p—Refinements

2.1.1 Error Estimation

Putting this new shape functions into a framework of an adaptive or feed-
back finite element code, we have to consider some other details. We use an
a posteriori error estimator to indicate those elements and regions to refine
in the next step of the adaptive procedure. Assuming that our initial grid
is fine enough, we can use an a posteriori error estimator. For a theoretic
review of a posteriori error estimators c.f. [BEK93b]. Some famous error
estimators can be considered as an extension of the finite element space by
some shape functions and the approximate solution of the enlarged sys-
tem by localizing domain decomposition preconditioning techniques. This
holds for error estimators of Babuska and Rheinboldt [BR78], Bank and
Weiser [BW85], Babuska and Miller[BM87] and Deuflhard,Leinen and Yse-
rentant (DLY) [DLY89]. Other concepts of a posterior error estimates con-
tain dual methods (c.f. comparison [ODRW89]) or asymptotic exact esti-
mators [BY87].

We consider the edge based error estimators of DLY type. The origi-
nal version is the extension of the space of linear functions by p-hierarchic
quadratic edge functions. The stiffness matrix is splitted into blocks for
linear functions (L) and quadratic functions (Q):

A Arg
Ato Agq

The linear system of equations is approximately solved by one iteration,
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using the preconditioner

0 diag(Age)

We want to calculate the coefficients of the quadratic shape functions, hence
we only use the diagonal of Agg and the actual solution of the linear sys-
tem. The spectral equivalence of the preconditioner and the stiffness matrix
may be obtained by standard domain decomposition analysis techniques.
For each edge we have to solve linear systems with one unknown. The
most expensive part is the assembly of the required parts of the stiffness
matrix and the right hand side terms. For more than one unknown per
node, we either can use a block diagonal of Agg, or we can use the diago-
nal with less computational work, but less precision.
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Figure 33: h—version’s error estimator efficiency index for uniform version
(left) and adaptive version (right), different test cases

The error estimator can be used in any space dimension d, and origi-
nally was proposed for 2D. For 3D there exists a comparison with another
generalization of the error estimator [BEK93b], generalizing the property
of bubble functions being applied to the boundary of the element which
now are triangle faces. Hence that version uses quadratic edge functions in
conjunction with cubic triangle functions. Both functions types have to be
combined in the right manner, because they have different approximation
properties. Numerical experiments show the superior performance and the
higher cost of this estimator. It seems difficult to judge. We do not consider
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this variants further, because we do not use the pure cubic triangle shape
functions needed and we want to have a concept applicable for different p.

s

:
p—error h—error

Figure 34: Edge oriented p— and h—error estimator
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Figure 35: Error estimator’s efficiency index for p—version (without scal-
ing), different test cases

We have to generalize the concepts of error estimation to higher degrees
p and to variable p. We keep the property of local one dimensional edge ex-
tensions. The existing function space is now called L and the space of edge
functions, each one one degree higher than in L is denoted by Q. The whole
mechanism of construction, proof and implementation is analogous. Al-
though we have to keep in mind the constants for spectral equivalence for
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high p. We already have mentioned the increase of condition numbers for
high p in the case of preconditioning. The same holds for the constants for
error estimation. Nevertheless error estimates for high p in regular parts of
the domain are quite precise because of the good approximation properties.
The error estimator constructed will be named the p—error, for p—extension.

It has been mentioned in [BY87] that odd p FEM errors are dominated
by jumps of derivatives across element boundaries, whereas even p FEM
errors essentially are interior errors. This means that for odd p the edge ori-
ented error estimators are supposed to work sufficiently well and for even
p they might even underestimate the true error. This effect is numerically
visible for degrees one and two in figure 35 on the page before. We will
scale even order edge error estimates by some factors f(p) > 1 decreasing
in p.

We present error estimators’ efficiency indices (ratio of estimated error to
true energy error) for some examples described in chapters 3.2 on page 90
and 3.3 on page 102. Figures 33 on page 54 present some numbers for uni-
form and adaptive h-version error estimation and figure 35 on the page
before presents some for uniform p—version.

Left figure 33 on page 54 shows indices for uniform h-version. The lines
are quite flat denoting rather constant deviation of the estimation from the
true values. Hence for each test case there is a tuning parameter improving
the error estimator just by scaling. Standard Laplace examples overesti-
mate the error by a factor about 7. The elasto mechanics examples meet
the error quite well. The vertex- and the edge-vertex-singularities deviate
form the general outline. For the vertex-singularity additionally there is a
dangerous underestimation of the error. This is due to bad estimates in the
vicinity of the vertex-singularity, containing a major part of the global error.

Right hand side of figure 33 on page 54 contains analogous graphs for
the adaptive h—version. The lines are smooth and constants are slightly
better (nearer to 1). Generally indices are often lower than for the uniform
refinement counterpart. This is because of the adaptive refinement, which
can be interpreted as an optimization procedure for minimization of er-
ror estimates. The vertex-singularity graphs shows some oscillation due to
arithmetic progression of the number of nodes. Adaptation does improve
the error estimate even in this case, converging to 1. It is interesting to note
that the minimization of error estimates by grid refinement does improve
the quality of error estimates besides the reduction of the true error. A
minimization of a measure totally uncorrelated to the true error would not
cause this effect.

We already have mentioned some difficulties with even order FEM er-
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ror estimation in figure 35 on page 55. This especially holds for quadratic
elements. We generally obtain an oscillatory behavior in p. The trend of
underestimation continues for quartic elements (p = 4) and even solutions
such as the analytic, polynomial and edge-singularity problem. However
in general there is no trend for higher order even p. These figures do not
use any scaling applied to further tests.

Along the same line we construct another error estimator, called the h—
error: We choose the space @ as one dimensional space extension located
at the edges. Now this should be h-refinement which is bisection or the
h-hierarchic hat-function. The constants of spectral equivalence are not as
good as for the p—extensions, but we will use the estimations as indicators
for decisions, whether to refine an element in h— or p-way. For refinement
decision the p—error is used.

2.1.2 Standard Refinement Control

The goal for any adaptive refinement control is the minimization of compu-
tational work while guaranteeing a prescribed global precision. We already
obtained local and global error estimates. We have to decide, whether to re-
fine an element or not. This is sometimes called error indicator € {0, 1} in
contrary to more precise error estimators € R¥.

First we consider pure h-version and pure p—version with binary deci-
sions whether to refine an element. Minimum work is often relaxed to a
condition of a low number of degrees of freedom with an estimated global
error € below a given tolerance tol. More precisely one has to take the num-
ber of estimation-refinement-solution cycles into account, which should be
low, too. The condition of low number of degrees of freedom can be trans-
formed into a low number of elements. Looking at the variation of an op-
timal grid , or introducing local optimality like Pareto optimality [Rhe80]
one ends up with a requirement for an equidistribution of local (estimated)
eITorS €;:

maxe; < min €;
grid ¢ father element ¢

or more vague for n elements

€ =

€E=7¢€

S|~

This characterization directly leads to a very effective greedy algorithm,
refining a suitable amount of elements carrying the biggest local errors.
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The elements are selected by a certain threshold 6,
€ >0
There are many suggestions for the selection of the threshold 6.

e refine all, # = 0 is often used for p—version FEM [Sza85], if the global
error ¢ does not match the required precision.

e fixed percentage c of elements s refined, choose § with #{¢; > 6} /n >
c. This guarantees a geometric progression of number of elements
and hence some complexity bounds on the whole FEM algorithm
[Ban94]. The median of the error distribution is ¢ = 1/2.

e a fraction c¢ of the maximum error, § = ¢ - max;¢;. Refining only a
small number of elements, high ¢ < 1 leads to optimal distributions
of errors. We reduce only the biggest errors [Roi8%a].

e the mean value of local errors, § = ¢ - ¢/n, which does not need a
problem dependent tuning parameter using ¢ = 1.

e fixed percentage c of the total energy error is refined, choose ¢ with
>0 € > ce. This guarantees in conjunction with a proper ini-
tial grid the convergence of the whole adaptive FEM process due to
[D6194].

e some combinations of the criteria, e.g. a linear combination of max; ¢;
and e/n, while preserving a geometric prescribed progression of nodes
(three parameters) [Lei90].

There is a modification, not just using the estimated local errors ¢;, but
estimations for the gain of refinement [BR78]. This can be accomplished by
means of extrapolation [ERFA91]:

& = 622 / 62anther

introducing another component for decision ¢;. Now the maximum crite-
rion also does not need a parameter

Ei Z 0= maxe;
%

The transfer of error estimates evaluated on edges to elements has a
smoothing property. The procedure of green closure of triangulations to
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avoid slave nodes smoothes the triangulation in a discrete sense, too. For
p—version some max p conditions on common element boundaries smooth,
too. The procedures enhance the approximation quality of the grids, lead-
ing locally to more regular grids with more accurate solution and error
estimates again. Local failure of error estimates may be overcome by forc-
ing refinement because of neighbor refinement. Any resulting slight over-
refinement does degrade performance of the adaptation process.

Asymptotically ¢ — 0 the different strategies all deliver the same local
optimal grids [Rhe80]. The actual performance is guided by the quality of
error estimation and the adaptation of tuning parameters towards the test
case. There are also considerations about grid optimization instead of error
estimation like [Jar86].

2.1.3 h—p Refinement Control

Besides indication of refined elements, we have to perform another task,
identifying h refined elements and p refined ones. First we have to state,
that the criterion of optimality may be modified. The derivation of the
equidistribution of local errors uses an assumption of equal work per el-
ement. A generalization is given in [ROD89] using an equidistribution of
error per work

¢ = ¢/ P(w;), P polynomial

for which we have to introduce some measures for work load depending
on the local polynomial degree p;:

w; A <pi :l_ d) = O((1 4 p)?) for varying p;

w; is the number of unknowns, w? is the number of non-zeros in the stiff-
ness matrix and w; is the complexity of local matrix diagonalization. Fol-
lowing [Deu83] we instead have to consider terms of

log ¢, = loge;/P(w;), P polynomial

We now can apply the previous strategies with threshold 6 and estimated
local errors for each local h-refinement € and p-refinement &, considering
the local work w! and w! for both possible decisions. Actually there is a
third possibility of combined refinement & and w”. The workloads may
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be estimated by
wh = w24
wy wi (o)
wi” = w2

We can take different extrapolations of old and actual h—error and p-
error for ¢, & and €?. We now employ the usual ¢ threshold strategy with
iteration over all elements i € {1,...,n} and no, h, p and h — p refinement
for each element.

We also introduce a different approach, without history and extrapola-
tion with old error estimates. History of local errors is not available in a
startup phase of the algorithm. In 3D we do not perform many refinement
steps, so history is of limited benefit. It may be inaccurate and misleading,
if one tries to compare errors for a previous p-refinement with a previous
h-refinement, or h-refinement with different orders p. Hence we do not
use any history of local errors. We have to base the decision on estimated
p— and h—errors and on the known workloads. The h—error is of low global
quality, so we use the p—error for standard refinement decision. Afterwards
we decide, whether to refine an element the h— or the p-way. Now we em-
ploy a quotient of h—error and p—error, using usual threshold techniques.

For other considerations about h—p grid generation see Gui and Babuska
[GB86a, GB86b, GB86¢], Oden [Ode94], Rachowicz, Oden and Demkowicz
[ROD89] and A. Hohmann [Hoh94]. Similar work on best bases selection
is done in wavelet context c.f. [CW90].

2.2 Parallelization

A great part of all parallel finite element research efforts are directed to-
wards parallel linear algebra. Domain decomposition methods are con-
sidered as decomposing the physical computational domain into pieces
mapped to processors. However it turned out, that standard multilevel
and multi-grid methods parallelize quite good [BPX90, Zum91, Gri%4] and
many implementations like [Bas93, Lem94] and are often faster than ex-
cessive cutting lines of information by lower communication methods like
domain decomposition. Hence we only consider parallel implementations
of multilevel finite element methods, which are identical to the scalar ones
(up to rounding errors).

Let us assume there is an efficient parallel implementation (data parallel)
of an adaptive multilevel h-version finite element code available. We now
want to add the p—version capabilities described (like [BEM92]), towards
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implementing an adaptive h—p—version. For polynomial degree p > 1
we add local work and we increase the local stiffness matrices, which are
dense. For uniform p global and local work increases. Meanwhile data at
the boundary of elements or element patches decreases relatively. Hence
parallel efficiency will get better. If we now consider varying degrees p,
we introduce some imbalance of work. Hence an adaptive partitioning al-
gorithm has to take the different local work into account, which is only a
minor modification in most cases.

Properties of a parallel adaptive h—p code strongly depend on the effi-
ciency of the underlying parallel adaptive h code. We want to mention
some steps towards such a parallel adaptive code. We want to make some
distinctions, sorted form ‘easy’ to ‘still to do”:

e non parallel codes: all kinds of adaptive and uniform A and p codes,
h—p codes with restrictions mentioned (usual scalar codes)

e fully adaptive parallel codes on shared memory computers, without
data partitioning but with coloring of data [Lei90, Bir93], perform-
ance is limited by computer hardware restrictions (not scalable)

e parallel codes on (uniform refined) structured grids: main part of all
parallel finite element codes, grid partition is easy (just use High-Per-
formance-Fortran, Parmacs, . . . , excellent efficiencies)

e parallel codes on (uniform refined) unstructured grids: grid parti-
tion is calculated (often scalar) before actual computation (use good
heuristics like [PSL90])

e parallel codes on a set of non-uniform refined unstructured grids,
given a priori: grid partition for the whole set is calculated before
actual computation (for block structured grids, with adaptivity in the
scalar case [Lem94], with interfaces for dynamic repartitioning and
with adaptivity in the scalar case [Bas93])

e parallel codes on adaptively derived non-uniform refined unstruc-
tured grids: grid partition for the initial grid can be calculated before
actual computation, following grid partitions have to be done while
parallel processing (without repartitioning, no multi-grid linear alge-
bra [BSS91, Wil92, JP92])

We conclude that there are efforts towards adaptive parallel codes, but
existing ones are either parallel or adaptive. Looking at parallelization of
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unstructured finite element codes with different grids or evolution turns
out the enormous implementational efforts to maintain data and data struc-
tures correct in parallel. Of course it is easy to use a very high level of ab-
straction, partitioning single elements with a comfortable numeric library
sacrifying performance and efficiency. However gains of parallel comput-
ing for this kind of problems are supposed to be so small, that full optimiza-
tion of the parallel code has to be applied. This means a very intricated and
error prone implementation. But there is a more general problem unsolved.
Following [Zum91], we mention some complexity bounds for h-version in-
volved. n denotes the number of unknowns, P is the number of processors.
The nested grids are assumed to have a geometric progression of nodes, we
have O(log n) different grids.

We assume a typical two-level non uniform memory access computer
architecture. Local memory access is assumed to have a linear access pa-
tern and it is sufficient to count the number of operations performed (‘com-
putation’). Global memory access is sensitive to both, volume of data ac-
cessed (‘data to transfers’) and the number of block read or write operations
(‘number of transfers’). This pattern can be motivated either by message-
passing or by a cache coherence protocol for shared memory and is found
to be very precise [Zum91]. All numbers are complexity bounds neglecting
constants, where n or 7 turns to infinity (n > 7).
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description scalar | parallel number local data
computation of local to transfer
(7 processors) transfers
assembly of local matrices | n n/m 0 0
coupling to global matrices | n n/m 1 <n/m
matrix multiply n n/m 1 <n/m
scalar product n n/m+ logm log 7 log ™
multilevel preconditioner | n n/m 1 n/m+ logn
multi-grid preconditioner | n n/m logn n/m 4+ logn
fixed number of precond. n n/m+ logm log 7 n/m+ logn
cg iterations (+1logn) +logm
error estimation n n/m 1 <n/m
marking elements n n/m+ logm log 7 log ™
for refinement
refining grid n n/m 1 <n/m
without “green’ closure
nested iteration cycle, n n/m+lognlogr lognlogm  n/m+log’n
without repartitioning (41og?n) (+1og®n)  +lognlogm
one grid bisection, n n/m+ logm log 7 n/m+ logm
by Lanczos iteration
one grid partitioning, nlogm | nlogn/7 log? n/m
nested bisection +1log® +1log®
partitioning of all grids nlogm | nlogn/7 log? mlogn  n/m
+log? 7logn +log® Tlogn

The grid partitioning algorithms known have a complexity O(nlog)

for recursive spectral bisection [PSL90] and modifications such as [WCE95]
with references therein and even higher O(nlogn) for Hilbert curve in-
dex based partitioning like [PO93] and [KOR95] (in this reference, adaptive
means variable computational environment), a complexity which is larger
than of the complete numerical algorithm itself. Just looking at complex-
ities may be misleading here, because a parallel version of a one dimen-
sional index based method with a high scalar and parallel complexity of
O(nlog mw+n/mlogn) (parallel sort) often is much faster than the very good
partitions obtained by recursive bisection algorithms. Although for mas-
sively parallel computations the algorithms can not be used without spe-
cial care. Clustering techniques [Bas93, WCE95] trace the problem to lower
granularity and put the limits of log 7 to higher 7. Another improvement
is the consideration of ‘scaling up’ a problem, denoting n/ is fixed while
n turns to infinity. For a parallel computer with fast communication hard-
ware, the number of transfers may be neglect-able. There is a hope that fast
communication is a future direction of parallel computing. Depending on
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the problem solved and the hardware used, one may trade off granularity
versus quality of partitioning. But at the end, a general solution for the
O(n) partitioning problem (if ever possible) still has to be found.

2.3 Evaluation of Shape Functions

We want to mention one implementational detail concerning the numerical
evaluations of the shape functions. [Pea76] used monomials for perform-
ance reasons, using less arithmetical operations per evaluation. However
we use a fixed set of integration formulas in the finite element code and
therefore a (greater) fixed set of evaluation points (in barycentric coordi-
nates) a priori known. We simply store the values of the shape functions at
these points in a table. Restoring these values is of course cheaper than cal-
culating them. The table may be set up without any connection to a finite
element run.

Actually we have to compute the table once. We could have done this
completely in the symbolic algebra package used for computing the shape
functions itself, put we did this in the code itself, by means of symbolically
generated code. But at the first time the was a drawback concerning a bad
code optimization of the code generator. Consider the following example,
a general polynomial of degree 3 in two variables:

f=> aiz'y
i+5<3

or in computer input
f:=a30"x**3+a03*y**3+a21*x*x "y +al12*x*y*y+
a20*x*x+all*x*y+a02*y*y+al0*x+a01*y+a00;

We get generated C source code without optimization like this:
h=pow((double)x,3.0)*a30+pow((double)x,2.0)*y*a21+
pow((double)x,2.0)*a20+x*pow((double)y,2.0)*al2+

x*y*all+x*al0+pow((double)y,3.0)*a03+
pow((double)y,2.0)*a02+y *a01+a00;

using the amount of arithmetic operations: 5 power, 12 mult, 9 add.
Turning on optimization, we are able to drop the power operations:

double a00,y,a02,a12,x,a03,a11,a21,a20,a30,a01,a10,h;

h=a00+y*y*(a02+al12*x+a03*y)+y*x*(all+a21*x)+
x*x*(a20+a30*x)+a01*y+al0*x;
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using the amount of arithmetic operations: 12 mult, 9 add.
Simply using Horner’s scheme (by hand) for polynomial evaluation re-
cursively for each variable, we are able to reduce computational effort to

h=((a30*x+(a21*y+a20))*x+((al2*y+all)*y+al0))*x+
(((a03*y+a02)*y+a01)*y)+a00;

which is an amount of arithmetic operations: 9 mult, 9 add.
The Horner option has been added to the new release of the symbolic
package used.

2.4 Post-processing

Some pictures showing results from finite element calculations are made
by a standard finite element post processor. It uses linear interpolation be-
tween given data at control points connected with nodes or finite elements.
For h-version of finite element this is an exact representation of the solu-
tion because of the linear shape functions used. p—extensions are not used
in graphics. This may be dangerous in the presence of large elements with
high p used in p— or h—p—version.

44444 4 44444 227114 4 44444
Figure 36: two components of a solution of an h—p adaptive procedure,
common h-grid and different distribution of p, numbers denote polyno-
mial degrees
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It is of course possible, to project the calculated solution onto a refined h
grid for export to graphics. However the structure of the calculation grid
would be lost in the post-processor and we applied p— and h—p—version for
the sake of efficiency, which we do not want to sacrify for graphics. To
fix the later one, one could reduce precision for post-processing, using less
refined h—grids. But there is no convenient way of determining a priori,
what part of the data has to be precise for interactive post-processing.

We will present some steps towards post-processing including higher p
and using standard formats of data from computer graphics in 2D follow-
ing [Zum94]. In one dimension we just show an output by straight lines
(figure 36 on the page before). The step size for graphics (polynomials
p > 2) is chosen in dependence of the resolution of the output device.

If the graphical results of the piecewise linear representations are not sat-
isfying and we want to increase precision, we have to supply additional
data. This can be done by using patches with a higher level of precision.
In order to improve the patches, we choose higher order B-splines and ra-
tional B-splines, which are both heavily used in computer graphics. Any
component of a solution is a surfaces, that has to be global continuous. The
surfaces are analytic on each local finite-element.

24.1 NURBS

We now concentrate on the exact graphical representation of higher order
polynomial shape functions stemming from a finite element code. We will
use one complete description of a NURBS for each finite element (p > 2)
according to a standard computer graphics data format. We will see that
every polynomial of degree p on a triangle is exactly contained in a NURBS
of degree p.

If we use central projection for representing the surface, which isin C R?,
starting with polynomials, we have to do the remaining parts of computa-
tion with rational functions. Hence we can operate on rational functions
anyway. They transform to rational functions of the same degree under
central perspective transformations. Orthographic perspective is consid-
ered as a special case of central perspective. Rational functions sometimes
are efficiently implemented in graphic subsystems.

We introduce the projective space E* based on R* by the relation

F=X/ modR?* NeR,A#0 = Z=¢ modE

Now we can write central projection in projective coordinates, which is the
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way it is typically implemented in graphics hardware
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We now want to define NURBS. Using B-splines in 1D (curves), we can
define every spline by its set of control points z; and its weights w;.

) =3 B (1)
=0

The B-Splines may be implemented using de Casteljau’s algorithm ([DH93],
for further reading [Far90]). This may be generalized to two parameter sur-
faces on regular grids of control points. The simplest one is a tensor product
approach for quadrilaterals:

fltu) = wiiBy (t) By (u)
i=0 j=0

Inserting this B-spline surface into central projection,
flt,u) = Z > @i By (t) By, (u) € R?

leads to rational B-splines. If the control points z;, y; are not equidistant,
we have got ‘non-uniform rational B-splines’, called NURBS.

We want to represent one polynomial of degree p by a NURBS. Hence
we transform the piecewise rationals into a meromorph function choosing
in 1D the set of p + 1 control points

(xo, 1,22, ...,2p) = (0,1/p,2/p,... 1)
which corresponds to a set of spline ‘knots” actually used

(kepy k_pits s kosk, ..o kpy1) = (0,0,...,0,1,...,1)
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We turn the meromorph functions into a polynomial by the weights
(@ig)e =1
For uniform interpolation we set
(@igh = a(br=1i/p,by=3/p), (Fig)2=y(br=i/p,b2=j/p)

with z and y being the coordinate system of the finite element We are left
with a transformation of the actual solution to a set of

(&i5)3

which is unique and linear.

2.4.2 Trimming Bivariate NURBS

Figure 37: A bivariate NURBS on a square, automatically resolved into
patches and a triangular trim curve for it, hardcopy from screen.

Unfortunately in most cases only the bivariate NURBS for the quadrilater-
als are implemented in graphical subsystems (Iris GL, OpenGL, Hewlett-
Packard Starbase), but we need them on the triangle. NURBS on the trian-
gle are determined by a lower number of coefficients (control points), but
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Figure 38: The bivariate NURBS trimmed to a NURBS on a triangle, addi-
tionally with texture mapping in an interactive scene viewer tool

they are completely contained in the space of NURBS on the quadrilater-
als of the same degree and the double area, analogously to the polynomial
spaces. Hence we can compute the coefficients of the NURBS on the quadri-
lateral instead of the ones on the triangle. For graphical representation we
have to remove one half of the quadrilateral which can be done by ‘trim-
ming’. We restrict the domain of parameters to a subset of [0, 1] bounded
by NURBS curves called trimming curves. This is shown in the sequence of
figures 37 on the facing page and 38. The NURBS is defined in parameter
space on [0,1]> — E*. We can restrict this space to a domain T' C [0, 1]?
defined as the interior of an oriented trimming loop. In our case T" will be
the triangle 7' = {(z,y)|z,y, (1 — . — y) > 0}.

2.4.3 Adaptive Tessellation

There is a general problem concerning higher degree polynomials: We can-
not render an higher order surface directly, if the degree p of the poly-
nomials exceeds three. Hence we apply adaptive subdivision of patches
until the area of display is resolved fine enough (display space), or the ob-

Lights
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Figure 39: A solution on an L-shaped domain with quadratic triangle
shaped elements. It is automatically resolved into patches. We show a
global view and a detail of the adaptive tessellation. The picture enlarge-
ment triggers a finer tessellation.

ject itself is resolved fine enough (object space) (figure 39). We postponed
this problem to the graphical software package (here Iris GL). We only sup-
ply the coefficients of the polynomial in a NURBS representation and we
supply a parameter ¢ € [0, 1] for adaptivity in display space, called ‘geo-
metric complexity’ (figures 40 on the next page and 41 on page 72).

We now show the influence of the polynomial degrees onto the tessella-
tion (figure 41 on page 72). The graphical object of the figures itself comes
from h—p-version finite element calculation on a 2D L-shaped domain with
non-uniform degree p and is a rather rare one in graphical representation.
Up to rounding errors, the functions on the boundary of the patches are
equal, because the global function is approximated continuously. Hence
the dense subdivision of quadratic elements which have an edge in com-
mon with a linear element do not produce errors in continuity. A key point
is either a stable (unique) representation of the polynomials or a high pre-
cision of the coefficients. Relying on precision, excessive subdivision or
excessive enlargement of the picture will result in display errors. Such er-
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Figure 40: Quadratic triangle shaped elements, geometric complexity for
adaptive control of the tessellation is set to 0.01 (detail) and to 0.9.

rors will always occur on edges of two triangles with different represented
polynomials or different subdivided polynomials, which is the case for dif-
ferent polynomial degrees.

A general solution for this problem is not a change of the NURBS ba-
sis. There are two alternatives: One can use the original representation
of data of the finite element method and do the adaptive tessellation in a
global conforming way. This can be done in a approach like [WR92]. An-
other way is used in [RR93a, RR93b], where the NURBS basis is retained,
but additional information concerning topology of the tessellation is sup-
plied. The renderer ‘knows’, that the surface is continuous and that specific
functions have to be equal on an edge. In the case of critical decisions for
drawing, an algorithm can use this information by some kinds of modified
skyline algorithms, which cannot miss a pixel.

244 Texture Mapping

We want to show results using a second technique of computer graphics,
which does not depend directly on NURBS but is easily used in conjunction
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Figure 41: L-shaped domain with linear, quadratic and cubic triangle
shaped elements. Linear shape functions are not resolved into smaller
patches because they are drawn exactly. Adaptive tessellation.

with NURBS, which is texture mapping. Texture mapping is algorithmi-
cally simple, but computationally intensive. It can be supported by hard-
ware [Sil] and it has the same measure of complexity O(n), like usual hid-
den line Z-buffer algorithm. We are able to transmit additional information
via texture mapping. It is a natural generalization of the linear color lookup
tables, which are widely used.

We use a linear mapping of coordinate space R? into the periodic param-
eter space of the texture defined in [0, 1]% Some pictures like the brick ex-
ample (figure 42 on the facing page) give a realistic impression of an artifi-
cial object in R? depicting the solution surface. The feature texture mapping
extends the imagination of the surface plots. Here we can easily perceive
curvature and relative height. In the square example (also figure 42 on the
next page) we are able to observe a widening and a thickness of the lines
depending on their distance to the observer. This is a very intuitive effect
similar to a textured membrane (a balloon) put onto the surface. Choosing
a proper texture, one add text and annotations onto the texture, inscrip-
tions like name of the axis and numerical values, and graphics like contour
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Figure 42: L-shaped domain with quadratic triangle shaped elements, tex-
tured with a squared pattern and with bricks.

Figure 43: L-shaped domain with quadratic triangle shaped elements, tex-
ture mapping is solution dependent.
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lines.

We continue with linear texture mapped views of the geometric object,
modifying the parameterization of the texture T' C [0, 1]> — R2 We can dis-
tort the map in the z, y—plane which leads to line plots instead of grid plots.
The lines can have different thickness and focal points in the picture (fig-
ure 43 on the preceding page). We also introduce additional components
of a vector valued solution. They are used as a component of parameter-
ization by a similar NURBS representation, z left and z&y right in figure
43. Geometrically this is a generalization of one dimensional color lookup
table, introducing a 2D table which is the texture.
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3 Numerical Experiments

In this chapter we present some numerical data and experiments concern-
ing the constituents of the adaptive multilevel h—pfinite element code. We
will show numerical comparisons of condition numbers for different fam-
ilies of shape functions and compare the approximation of different FEM
versions for some synthetic test cases and some applications to linear struc-
tural mechanics.

3.1 Comparison of Condition Numbers

We compare condition numbers of the local stiffness matrices for differ-
ent families of shape functions discussed in chapter 1.1 on page 13. The
numbers increase dramatically for higher degrees p. With this background
knowledge we look at the condition of the preconditioned system. The lo-
cal condition numbers were obtained in chapter 1.4.3 on page 43 already,
and we have presented resulting effective iteration counts for the global
linear system of equations in chapter 1.4.4 on page 45.

3.1.1 1D Condition Numbers

We now compare the resulting local condition numbers like in [BGP89,
CMTT93]. We choose the Laplace operator Au (i.e. ap = 0 and a;;, = I) and
vary the geometry of the elements. Equivalently we could have changed
the differential operator keeping the element fixed. The absolute scaling of
the elements is not relevant, hence we only change angles and aspect ratios.
The condition numbers are evaluated numerically.

We compare the condition numbers of the local matrices for the Laplace
operator on the interval [0, 1]. We may draw conclusions from this 1-D case
for edge based shape functions in higher dimensions.

The polynomials compared are (see chapter 1.1 on page 13):

e the monomials z” for p € Ny

e p-hierarchical polynomials proposed by [ZT89], which are of Her-
mitean type till degree two

) si(a?—1) peven
fp(w)—{ !(a;p—a;) podd

|~ §|H

3
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Figure 44: Local condition numbers for the Laplace operator on the interval

for different polynomials of degree 1 to 4 (detail)

e normalized polynomials ¢;. ¢; is substituted by

¢

2

V(@i )
norm of the polynomial is not zero (v/{(¢;, ¢;) # 0).

if the (semi-)

e Lagrange polynomials which are interpolation polynomials for the

equidistributed interpolation points z; = i/p, i € {0,1,...

interval [0, 1].

1 for i=p
pr(x2>_{0 for i #p

e Bernstein polynomials of degree p [Far90]
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,p} on the
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condition number

monomials

p-hierarch.

Lagrange
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Figure 45: Local condition numbers for the Laplace operator on the interval
for different polynomials of degree 1 to 15

e the integrated Legendre polynomials on [—1, 1] [SB91]

hle) =19

&Tx for p< 2
s (p(2) = fy—2(x)) for p>2

with Legendre polynomials f, defined in example ( 1.1.3 on page 17).

We observe the following: For degree one all condition numbers start
with a low number. For degree two, the quadratic case, the condition num-
bers diverge, but not with the same pattern as in the asymptotic case. The
Bernstein polynomials keep optimal for degree two. The p-hierarchical
polynomials are slightly better than the normalized ones in the quadratic
case, but are outperformed for higher degrees. The integrated Legendre
polynomials keep the optimal constant condition number due to their con-

struction.
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The numbers of the monomials and the p-hierarchic polynomials in-
crease drastically. At first the monomials are worse, but are caught at de-
gree 6, getting unacceptable for higher degrees. The normalized p-hierarchic
polynomials perform better. One can obtain a “staircase effect” for odd
and even degrees. The non-hierarchical Bernstein and the Lagrange poly-
nomials asymptotically show the same behavior.

3.1.2 2D Condition Numbers
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Figure 46: Local condition numbers for the Laplace operator on the equilat-
eral triangle for different polynomials of degree 1 to 10

We compare the condition numbers of the local matrices for the Laplace op-
erator on the triangle. The results only depend on the angles of the triangle.
The symmetric hierarchic shape functions in this section and the next one
are optimized for pure condition numbers [Zum93], instead of precondi-
tioned condition numbers of the last chapter.

The polynomials compared are (see chapter 1.1 on page 13):

o the monomials x'y? withi 4 j = p € Ny

e the orthogonal (ortho. 1) polynomials proposed by [GM78] for the
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Figure 47: Local condition numbers for the mass-matrix on the equilateral
triangle for different polynomials of degree 1 to 10
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Figure 48: The different triangle shapes
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e the orthogonal (ortho. 2) polynomials proposed by [AF26] for the d-
simplex

fo = aa((1 - ij)'a'ba),a e N¢

d
J=1



condtion number

10

10

10°

[
S}
cY

Figure 49: triangles with large angles
‘ ‘ : : 10*® : : : :
., / .
% XX p-hierarch. , % %X p-hierarch. X
»%—%—x  mod. monomials ’ %—%—x  mod. monomials .
+——+ mod. Legendre +——+ mod. Legendre Pt
+-+=+ norm. mod. Legendre J +-+=+ norm. mod. Legendre ;{/
+-+-+ Bernstein +-+:-+ Bernstein P 7
©-0-0 Lagrange 0-0-0 Lagrange P
©-0--0 sym. hierarch. Isq /’ 0 ©-0--0 sym. hierarch. Isq ”
*-x%--% sym. hierarch. stepIK 1 glo [ *-x--% sym. hierarch. step //}? il
) . ; ”
X--X--X  sym. hierarch. B/ -'ae E X--X--X  sym. hierarch. ////
Rd T <
. e -
=8 2
1 8 T
B
1 10 r 1
=
. B . . . . . . .
1 2 3 4 5 7 8 9 10 1 2 3 4 6 7 8 10
degree degree
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angled triangle with short edges of length 1 : 1 and 1 : 16 for different poly-
nomials of degree 1 to 10

with derivatives ' with respect to b;.

e normalized polynomials ¢;. ¢; is substituted by \/%, if the (semi-)
norm of the polynomial is not zero (1/{¢;, ¢;) # 0).
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Figure 51: Local condition numbers for the Laplace operator on the distorted
equilateral triangle stretched and contracted by a factor of 16 for different
polynomials of degree 1 to 10

e amodified version of the p—hierarchical polynomials proposed by [ZT89],
which are a generalization of the one-dimensional polynomials. We
have the linear functions {by, b1, b2} and the edge-functions gener-
ated by rotations (cyclic permutations) of:

_ ]% ((b2 = b1)P — (b2 + b1)P) p even
T = (b = 0P = (b — b)(ba + b)) podd

Additionally, the internal function byb; bs is proposed for degree 3 and
the functions {bg(bob1b2), b1(bob1b2), ba(bob1be)} for degree 4 as a sub-
stitution for it. Hence the functions are not p-hierarchical any longer.
We modify this step using the the usual monomials multiplied by the
“bubble”-function b’ibg(boblbg) with i + j + 3 = p. Hence we enforce
p-hierarchy and violate symmetry on the triangle. Thus the poly-
nomials are defined for all degrees p, not only till degree 4.
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e the modified monomials for the triangle proposed by [PeaZ6]:

;=1
f1172 = by, by point functions
flog = bﬁ‘l b1, by by, bg_l by edge functions, p>1
s = [ 3 bobiby internal functions, i >0

After construction of the polynomials we substitute the usual linear
polynomial b for f7.

Lagrange polynomials which are interpolation polynomials for the
equidistributed interpolation points z; = i/p and y; = j/p, i,j €
{0,1,...,p} on the reference triangle (z +y) < 1, (i + j) < p (for
details see [MP72, Nic72]).

_J 1 fori=kandj=1
fl](xk‘ayl)_{o else

Bernstein polynomials of degree p [Far90]

pl

BRI

Jijp(z, )

a construction using Legendre polynomials on the triangle [SB91]:
point functions {bg, b1, b2} as usual,

bO bl bo—b1
Fp=/8(2p— 1)m /_1 fp—1(2)dz

the edge function for the edge (0, 1) together with its cyclic permuta-
tions, and internal functions

Fpq = bob1ba fp (b1 — bo) f4(202 — 1)
with Legendre polynomials f, defined in example (1.1.3 on page 17).

the symmetric hierarchical least squares polynomials of the polynomial
vector space P%, optimized consecutively by a least squares method.

the symmetric hierarchical step-wise/ consecutively (by a Gauf3-Seidel
method) optimized polynomials of the polynomial vector space P>+
Each polynomial generating a symmetrical subset is optimized with
respect to the previous optimized polynomials.
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e the symmetric hierarchical polynomials of the polynomial vector space
P>*, optimized by a GauB-Seidel method for each space P2%, p =
1,2,...

We observe the following: For degree one all condition numbers start
with a low number. For degree two, the quadratic case, the condition num-
bers diverge, but not in the same pattern as in the asymptotic case. For
non-symmetric triangles we could get up to six different condition num-
bers depending on the orientation of the triangle, but actually we do get
only three different numbers. We see that a suitable orientation pays off in
this case. The symmetric polynomials have got only one unique condition
number independent of orientation.

We can separate the polynomials into three different groups (figure 46
on page 78). The highest condition numbers are produced by the mono-
mials, the modified monomials, the orthogonal polynomials and the p—
hierarchical polynomials. The condition numbers are not acceptable for
higher p and grow dramatically. The second group contains the normalized
orthogonal polynomials number 2, the modified Legendre polynomials and,
asymptotically, the normalized modified Legendre polynomials. The slow-
est growth of condition numbers show the Bernstein and Lagrange poly-
nomials and the symmetric hierarchical polynomials. The different ver-
sions of optimization procedures do not differ much from each other. We
have chosen the best optimization as a reference for the following tests.
Looking at the details for low degrees we see a cluster until p = 3 or 4. An
optimal choice in these sections may differ from a choice for higher p. In
this range the condition numbers are generally not very high, hence other
properties than condition numbers may become a criterion of higher prior-
ity.

The comparison of the condition numbers for the Laplace-operator and
the pure mass-matrix (i.e. ap = 1 and a;; = 0) on the equilateral trian-
gle shows that the numbers are approximately of the same size but are not
equally clustered (figure 47 on page 79). Some polynomials perform signif-
icantly better for the mass-matrix and some perform in a similar way. The
orthogonal polynomials number 2 do benefit from this operator, whereas
the normalized ones (normalized for the Laplace-operator) are slightly bet-
ter in the beginning until p = 5, but are asymptotically worse. The La-
grange polynomials have got smaller condition numbers, too. In this case
they generally differ from the numbers of the Bernstein-polynomials. The
symmetric hierarchical polynomials perform similarly to the modified Legendre-
polynomials. Besides the similarity of condition numbers for the different
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differential-operators for the equilateral triangle one has to mention the fact
that the eigenvalues for the mass-matrix scale in a different way in h than
they do for the Laplace-operator.

Let us look at some other triangles. A “canonical” one is the right-angled
triangle with short edges of length 1 and the hypotenuse of length /2 (fig-
ure 50 on page 80). The triangle is no longer symmetric which means that
non-symmetric polynomials are sensitive for orientation. We can see this
effect for the modified monomials which split into two different paths of
condition numbers. We can see that the Bernstein-polynomials perform
slightly worse for small p, but in general there is not much difference to the
equilateral triangle.

Things change for a distorted right-angled triangle with short edges of
length 1 and 16 (figure 50 on page 80). The condition numbers are approx-
imately a factor of 162 higher than for the undistorted case. We obtain a
splitting of condition number histories not only for the modified monomi-
als (up to 3 branches) but also for the p-hierarchic polynomials and the
modified Legendre-polynomials. The difference between different orien-
tations diverges for the Legendre—polynomials starting with p = 5, which
means that a proper orientation of the polynomials depending on the ge-
ometry does pay off. Both for the normalized and the original modified
Legendre-polynomials the best condition numbers (lowest branch) do not
suffer as much from the distortion as the other polynomials do.

Going further into details we look at two other triangles distorted by a
factor of 16 which gives a stretched and a contracted equilateral triangle
(figure 51 on page 81). The condition numbers for the stretched triangle
do not differ much from the long right-angled triangle. In the contracted
case the splitting of the condition numbers for the modified Legendre-
polynomials converges for high p, which was not the case for the previ-
ous triangles. The normalized Legendre-polynomials perform better than
before in a medium range of p.

We can summarize this by saying that the lowest condition numbers are
gained with the Lagrange and Bernstein polynomials. They are not far
away from the numbers for the new symmetric hierarchical polynomials
and the modified Legendre polynomials, which depend on orientation. The
exact ranking depends on the triangle and the differential operator itself.

3.1.3 3D Condition Numbers

We compare the condition numbers of the local matrices for the Laplace
operator on the tetrahedron. The results only depend on the angles of the
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Figure 52: Local condition numbers for the Laplace operator on the equilat-
eral tetrahedron for different polynomials of degree 1 to 7

tetrahedron.
The polynomials compared are (see chapter 1.1 on page 13):

o the monomials 'y’ z* withi+ j + k= p e Ny

e the orthogonal (ortho. 1) polynomials proposed by [GM78] for the
d-simplex defined in chapter ( 3.1.2 on page 78).

e the orthogonal (ortho. 2) polynomials proposed by [AF26] for the d-
simplex defined in chapter ( 3.1.2 on page 78).

e amodified version of the p—hierarchical polynomials proposed by [ZT89],
which are a generalization of the one- and two-dimensional poly-
nomials. We take the usual linear functions {by, b1, bs, b3} and the
edge-functions generated by permutations of:

{ z% ((bg — b1)P — (ba + b1)P) p even

fp = ]% ((by — b1)P — (ba — by)(by + b1)P~1)  podd

Analogously to the two dimensional case we enforce p-hierarchy and
violate symmetry by constructing internal functions and functions on
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Figure 53: Local condition numbers for the Laplace operator on the right-
angled tetrahedron with short edges of length 1 : 1 : Tand 1 : 1 : 16 for
different polynomials of degree 1 to 7

the triangular faces with standard monomials and “bubble” functions
bo - by - - - by.

e the modified monomials originally proposed by [Pea76] for the triangle,
generalized for the d-simplex:

Fy = {1}

F = {bi,bs.... b4}

Fy, = {b}

Fg = U permutations of Flf_k_l bbby
k

After the construction of the polynomials we substitute the usual lin-
ear polynomial {by} for F{.

e Lagrange polynomials which are interpolation polynomials for the
regular equidistant interpolation points z,, on the reference simplex:

1 for a=g
fﬁ(%):{ 0 for a#p
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Figure 54: Local condition numbers for the Laplace operator on the right-
angled tetrahedron with short edges of length 1 : 16 : 16 and 1 : 16 : 162 for
different polynomials of degree 1 to 7

e Bernstein polynomials of degree p for the d—simplex [Far90]

o= ()
o
e a construction using Legendre polynomials on the tetrahedron [SB91]:
point functions {bg, b1, b, b3} defined as usual,

bQ bl bo—b1
by = 8(2p—1)m /_1 fp-1(z)dz

as edge function for the edge (0, 1) together with permutations for the
other edges,
Fppq = bobiba f, (b1 — bo) fa(2bg — 1)

as triangle function for the triangular face (0, 1, 2) together with per-
mutations for the other faces,

Fo=bo b1 bq fa, (b1 — bo) fay(202 — 1)+ fas(2b3 —1)---
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Figure 55: Local condition numbers for the Laplace operator on the distorted
equilateral tetrahedron stretched and contracted by a factor of 16 for different
polynomials of degree 1 to 7

as general internal functions for a d—simplex with |a| = d and with
Legendre polynomials f, defined in example ( 1.1.3 on page 17).

o the symmetric hierarchical least squares polynomials of the polynomial
vector space P>+, optimized by a step-wise least squares method.

o the symmetric hierarchical step-wise/ consecutively (by a Gauf3-Seidel
method) optimized polynomials of the polynomial vector space P3=.
Each polynomial which generates a symmetrical subset is optimized
with respect to the previous optimized polynomials.

o the symmetric hierarchical polynomials of the polynomial vector space
P3%, optimized by a GauB-Seidel method for each space Po%, p =
1,2,....

We observe the following: For degree one all condition numbers start
with a low number. For degree two, the quadratic case, the condition num-
bers diverge, but not with the same pattern as in the asymptotic case. For
non-symmetric tetrahedra we could get up to 24 different condition num-
bers depending on the orientation of the tetrahedron, but actually we get
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up to six different condition numbers. We see that a suitable orientation
pays off in this case. The symmetric polynomials have got only one unique
condition number independent from orientation.

In more detail we can see in figure ( 52 on page 85) an analogous pattern
of condition numbers for the equilateral tetrahedron. We can split the poly-
nomials into groups of lower or higher growth of condition numbers. The
monomials, the orthogonal polynomials, the p-hierarchical polynomials,
the modified monomials and the modified Legendre polynomials belong
to the group with rapidly growing condition numbers. On the triangle
the modified Legendre-polynomials were in the group with better condi-
tion numbers, but this is not the case for the tetrahedron. Now the Bern-
stein polynomials perform best and the Lagrange polynomials are slightly
worse. In general the lowest condition numbers are of the same magnitude
like on the triangle, but other ones may be much higher. We have to keep in
mind that the number of polynomials involved for each p grows an order
of p faster in 3D than in 2D.

Looking at right-angled tetrahedra we have to consider different situa-
tions concerning a factor 16 of distortion (figures 53 on page 86 and 54 on
page 87). The distortions are applied analogously to the 2-D case (figure 48
on page 79). We take theedges1 :1:1, 1:1:16, 1: 16 : 16 and
1 : 16 : 162 preserving the right-angle. The 1 : 1 : 1 situation produces
only slightly higher condition numbers than the equilateral tetrahedron.
The other distorted tetrahedra have a factor of 162 and the twice distorted
ones (1 : 16 : 162) an even higher factor. The condition numbers for the
1 : 16 : 16 case are slightly better than for the 1 : 1 : 16 one. In each case
the symmetric hierarchical polynomials have the lowest condition number
of all hierarchic polynomials. Only Bernstein- and Lagrange-polynomials
have lower ones, but are not far away. The different distortions lead to
a splitting of the condition number histories, which diverge for modified
monomials and modified Legendre-polynomials. For high p a proper ori-
entation pays off for these polynomials.

Proceeding to distortions of an equilateral tetrahedron (figure 55 on the
preceding page), we can observe a similar pattern but with different scal-
ing. We have contracted and stretched a tetrahedron by a factor 16. The
contracted one leads to a smaller divergence of non-symmetric polynomials
and at some points to a slightly lower condition number. The general be-
havior and the division into groups remains the same. At degree p = 3 we
can see small deviations for some polynomials.

We can summarize the results saying that the lowest condition numbers
arise in the case of Bernstein and Lagrange polynomials. They are not far
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away from the numbers for the new symmetric hierarchical polynomials.
The modified Legendre polynomials have got higher condition numbers,
which additionally depend on orientation. The exact ranking depends on
the tetrahedron shape and the differential operator itself.

3.2 Comparison of h—, p— and h—p—Versions

We present some numerical experiments concerning the performance of
different finite element versions. Depicted are the error measured in energy
norm versus the number of unknowns in the linear system of equations
(logarithmic scale). The examples shall confirm that the uniform p—version
is faster than the uniform h—version, different behavior of the adaptive ver-
sions and performance of the h—p adaptation for some threshold parame-
ters. The adaptivity is controlled by a posteriori error estimators and error
indicators described in chapter 2.1 on page 53. For a detailed explanation
of such kind of figures we refer to [SB91].
For Poisson equation

—Au=f, inQ, QcR?
with smooth right hand side
fel=(Q)

we obtain smooth solutions in the interior of the domain 2 and several
kinds of singularities at the boundary 052, sometimes referred as pollution
effect. In one dimension d = 1 there are no such singularities. In two
dimensions all singularities are vertex singularities of the type

u=U(g)r"

written in polar coordinates (r, ¢) with a smooth function ¥. o determines
the regularity of the solution v and depends on the angle w of the vertex
and the kind of boundary conditions, &« = 7/w or @ = 7/2w (D-D and
N-D).

In three dimensions d = 3 there are three different types of singularities,
called edge, vertex and edge-vertex singularities. Following [Gri92, Dau88,
BS94] and more general [NP94], we denote the asymptotic expansions like
this:

Edge singularities are genuine 2D vertex singularities, written in cylinder
coordinates (r, ¢, z) with smooth ¢

u=c(x)¥(e)r*



3.2 Comparison of h—, p— and h—p—Versions 91

Vertex singularities are real 3D singularities, in polar coordinates (r, 6, ¢)
with smooth ¢
u = c(6, p)r’

and exponent  depending on the lowest eigenvalue of the Laplace-Beltrami
operator on a infinitesimal sphere around the vertex (in ).

Edge-Vertex singularities denote a mixture of pure edge and vertex sin-
gularities, which often is the case

w = U(p)r’e®

There is another kind of pollution driven by some non-smoothness of the
right hand side f or jumps in the coefficients of the differential operator,
e.g. change of material. These discontinuities often are resolved by the
initial grid. An adaptation scheme suitable for this singularities mainly is a
proper adaptive integrator.

3.2.1 Polynomial Solution
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Figure 56: Nearly polynomial solution

First example is a problem with a nearly quadratic solution,

Au(z)=1, ze[-1,17
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with homogeneous Dirichlet boundary conditions.

This example seems to be a little bit unfair for linear element p = 1
h-version FEM. For exact polynomial solution an higher order FEM is of
course able to reproduce this solution exactly. Distorting the quadratic
polynomial by the introduction of vertices of the cube, higher order FEM
inherits an advantage, but is not exact any longer.

The convergence results are depicted in figure 56 on the page before, with
a computational domain of only 1/8th of the cube. The energy error of the
discretization versus the number of unknowns are given, with neglect-able
error of a linear algebra solution procedure. It shows a comparison of uni-
form and adaptive h—versions with different orders p, uniform and adap-
tive p—versions on the initial grid and some h—p-version runs. For linear
elements p = 1 adaptivity does not pay off. We see the rare case of uni-
form h—version being superior over adaptive versions at some stages. In
general the h—adaptive control is very robust, but of course it is easy to trap
an adaptive procedure by bad error indicators, even delivering no conver-
gence at all. Here the error estimator has got good equivalence constants,
preventing this worst case.

Things completely change for quadratic elements. Now the adaptive ver-
sion gains an extraordinary factor of at least 4 (number of unknowns) com-
pared to the uniform h-version. General approximation by quadratic ele-
ments is good and we have to resolve the vertex and to a certain extend the
edges with the aid of adaptivity. We want to point out, that this is no effect
of error estimation, but a question of approximation, which can be verified
looking at the other examples.

When we now have a look on the bulk of other tests, we do not expect
great differences between them. The adaptive p—version seems to be prefer-
able at some stages, but uniform p, adaptive h with p = 2 or p = 3 do not
deteriorate much. The h—p—tests are among them, after some initialization
phases. The ratio of .7 means more p-refinement (and less h-refinement)
than the ratio of .3, which is faster approaching the p—version’s convergence
history in this example.

3.2.2 Analytic Solution

Next example is an analytic one, also rewarding higher order approxima-
tions:

Au(z) = cosxy coszacosxs, € [—n/2,7/2°

with homogeneous Dirichlet boundary conditions.
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Figure 57: Analytic Solution

This example illustrates the behavior of smooth solution in the interior
of a domain and an analytic right hand side. Even a solution with singu-
larities at the boundary may be thought of a linear combination of such a
smooth solution and some approximations of the singularities. Hence such
an example isolates the performance of the method for the interior of the
domain.

There is another challenge of the problem, which is connected with higher
order derivatives. The solution is an even function. Hence even and odd
derivatives behave differently at each point in the domain. This exagger-
ates any oscillations of an error estimator during p-refinement, because the
higher order approximation p — p + 1 need not improve the solution. This
also challenges the p—adaptive control and the h—p—version control.

The results are depicted in figure 57, calculations done on a domain of
1/8th with different scaling in . The h—adaptivity does not pay off in this
example. Conversely the moderate increase of number of unknowns re-
quires a higher number of matrix assemblies and solution steps than uni-
form (factor 8) refinement. For p—version we slightly can see an exponen-
tial convergence with the adaptive version oscillating around the smoother
convergence history of the uniform p-version. The threshold h—p-versions
perform between pure p—version and h—version, depending on the thresh-
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old parameter (parameter times maximum). The fixed thresholds (without
using maxima) need some startup, but do outperform the p—version on the
long run. The precisions reached in this example are extraordinary high for
3D calculations due to the smoothness.

3.2.3 Edge Singularity

Figure 58: Edge singularity: geometry with boundary conditions and per-
spective view of the solution (h version)

We consider the edge singularity (in cylinder coordinates) of the type
u = sin(a¢)r?, a=2/7

analogous the 2D singularity example ‘circle’ of [Ban94] and [Lei90]. We
use homogeneous Neumann and varying Dirichlet boundary conditions
and a right hand side f = 0. The problem serves as an example for one kind
of singularities caused by the geometry of the domain and by boundary
conditions. Figure 58 shows geometry and boundary conditions and the
solution. Although the solution would not be H2-regular in 2D (H! 7T¢(0Q)),
it is almost H2-regular in 3D (H?°/14+¢(Q2)). Hence it is not a very strong
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Figure 59: Edge Singularity

singularity and performance of h—version FEM of order p = 1 should not
be seriously deteriorated by the singular behavior.

This is why the adaptive h-version as shown in figure 59 only gains a
constant factor less than 2 compared to the uniform h version. This too
gives rise to the good performance of the p version although adaptive p
version control is oscillating a little bit. The p—versions remain the best ones
until the maximal degree p is reached. Beyond an error of 2% the adaptive
h-version with quadratic elements seems to be preferable. The cubic ele-
ments probably will be superior for even higher precision demands. The
h—p—version show a whole spectrum of convergence behavior: One thresh-
old version near the p—version, one near the h—versions and another version
which has a drop out, refining all h at 10% error, leading to an disastrous
amount of work before recovering.

There is another general drawback in performance of the adaptive h—
version here, which is isotropic refinement. Some kind of anisotropy as
proposed by [BS94] would certainly be more suitable for the structure of
the singularity than the isotropic one. While solution changes rapidly per-
pendicular to the edge, it is smooth along the edge.

There are such anisotropic refinements in computational fluid dynam-
ics, even for triangular grids in 2D (‘blue refinement’ proposed by [KR90].
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However there are certain implementational difficulties, performing this in
the context of an (self-) adaptive procedure and only based on local infor-
mation. First there is the decision to be made whether to refine in one di-
rection or isotropically in both directions. For means of efficiency, elements
have to be rotated and distorted. Last un-refinement has to be considered,
because one wrong isotropic / anisotropic decision made in the first steps
of the algorithm may deteriorate the overall performance of the adaptive
procedure.

These difficulties may explain, why we did not consider anisotropy in
3D, although the shape functions do facilitate anisotropic distribution of
degrees of freedom, too. But the possible gain of a reduction of degrees of
freedom from n = h=3 down to n = h~2 seems to be neglect-able in view of
h—p version asymptotic convergence. With respect to the regularity of many
3D problems and the good performance of higher order FEM versions, this
decision seems to be justified.

3.2.4 Edge-Vertex Singularity
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Figure 60: Edge-vertex singularity, geometry with boundary conditions
and perspective view of the solution
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Figure 61: Edge-vertex singularity, cross-section of the solution

The edge-vertex singularity problem is constructed by means of homoge-
neous Neumann and varying Dirichlet boundary conditions, right hand
side f = 0 analogous the edge-singularity example in the previous section
3.2.3. Figure 60 shows the geometry and the boundary conditions for the
edge-vertex singularity problem.

The appropriate solution u is depicted in figures 61. The edge-vertex
singularity is not a very strong one as explained in section 3.2.3 on page 94.
The results seem to be comparable at a first glance.

We obtain a factor of 2 improved convergence by using adaptive h—version
instead of uniform h—version. Up to an error of 3% the adaptive p—version
performs best, when the maximal polynomial degree is reached. Uniform
p-version is slightly less efficient, about a factor of 1.3. For a higher pre-
cision beyond the 1% mark, quadratic adaptive h—version seems to be the
method of choice. Cubic elements are to expensive below a precision of
2%. The different h—p—versions mimic the p—version’s behavior in a suc-
cesfull way. The version using h and p estimates uses slightly to much
h-refinement in the startup phase.

The overall good performance of the equal p—version and higher order
h-version are generally due to regularity of the solution. Any effect of the
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Figure 62: Edge-Vertex Singularity

use of anisotropic refinement probably would at least be disturbed by the
additional presence of vertex-singularity components in the solution and
in view of the regularity without great effect.

3.2.5 Vertex Singularity

Unfortunately the construction of pure vertex singularities with zero right
hand side f = 0 via boundary conditions is difficult in 3D, so we present
a vertex singularity of r*~type induced by the right hand side (in spherical
coordinates)

f=r"2 a=-3

with homogeneous Dirichlet boundary conditions on the unit cube with a
computational domain of 1/8th. The right hand side is not analytic any
longer. Nevertheless this does not destroy the exponential convergence of
a p— or h—p-version, because of the spherical r“ type solution.

First we look at the vertex singularity of exponent o = .3, which is not a
very strong one and belongs to H!-8+¢(Q) as explained in chapter 3.2.3 on
page 94. The results depicted in figure 64 on page 100 seem to be compara-
ble to the previous regular solution ones at a first glance.
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Figure 63: Vertex singularity, perspective view of the solution and close up

Due to regularity, the adaptive h—versions is able to gain a factor of only
2.5 compared to uniform h-version. However uniform p-version performs
poor below an error of 5%. Performance degrades in this asymptotic phase
worse than uniform h—version. Such is cubic element adaptive h—version,
with a rare effect of increasing error while refinement. This increase is not
possible for nested FEM spaces, only stagnation would be possible. The
effect is do to green closure of triangulations, which introduces a small ef-
fect of non nested-ness of spaces in some distance away from the singu-
larity. While quadratic adaptive h—version seems to be preferable up to
an error of 2%, it is overtaken by the adaptive p—version. After a startup
phase the adaptive p—version reaches the pre-asymptotic exponential con-
vergence phase down to .4%. This is in sharp contrast to uniform p and in
fact a rare case of a drastic improvement by p—adaptivity. One has to men-
tion that the improved approximation at the last adaptive p—version steps
in this case is also visible at the increase of iterations during solution. The
two h—p-versions perform in a smoother fashion than the superior quad-
ratic h—version in the 1% error area. Different refinement control has got no
great effect onto convergence.

We now consider the other exponent example. The vertex singularity
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Figure 64: Vertex Singularity for another (more regular solution) exponent
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Figure 65: Vertex singularity for (original) exponent o = —.3
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with parameter o = .3 are almost H?(Q)-regular (H!-8+¢), whereas expo-
nent a = —.3 gives rise to a strong singularity only contained in H'-2*¢(Q),
shown in figure 65 on the preceding page. This completely changes the
role of adaptive h—version. Adaptivity now has to restore the usual H?({2)
convergence properties of the h—version (with respect to the amount of
work), which is O(1/+/n) and now is not only a gain of a constant factor
any longer. The history of grids during refinement becomes an arithmetic
progression of nodes in a pre-asymptotic phase instead of geometric pro-
gression for regular solutions. Now any O(n) implementation instead of
O(#levels) in the FEM code pays off in this phase of convergence.

Figure 65 on the facing page depicts the convergence for exponent o =
—.3. We do not obtain the regular convergence slope of .5 : 2¢ for uni-
form h—version, but can clearly see the degradation down to approximately
52 : 27 ~ 87 : 8. Hence uniform h-version becomes unacceptably slow.
We also observe the feigned convergence of the p—versions suffering from
pollution of the singularity.The p—versions do not only fail to converge at
an observable speed, but they fake convergence in conjunction with a pos-
teriori error estimators. For this example and this very coarse initial grid,
p-version is by no means reliable. This is in contrast to the overall good
performance in other examples and illustrates the potential danger of the
method.

The different h—p—versions are in certain trouble, too, because they should
not raise p in the first steps and perform h-refinements only very selec-
tively. We can see the p = 2 adaptive h-version overtaking the p = 1
version at about .15 error and reaching an asymptotics at .07 error with
overall best performance. The p = 3 h—version seems to be much to costly
in this phase. Hence any h—p version avoiding to much p-refinements is
comparable to the p = 1 h—version and will be overtaken by the p = 2 ver-
sion at this point of .15, while raising p at this point (like for the uniform
p h—p—versions) is much to costly and introduces un-smooth convergence
histories, because the whole grid is not adapted for higher p and h—de-
refinements at additional cost seem to be appropriate but we would expect
to be unmanageable to control.

We can draw two conclusion out of this: In the vicinity of strong singular-
ities p—version is extremely dangerous while different adaptive h—-versions
perform well. And additionally any h—p control of comparable quality in
the presence of strong singularities can not be a pure local strategy based
on local error estimates as proposed by the Kaskade principle (look for the
uniform p h—p-versions). Nevertheless higher order FEM pays off even in
this case, for precision better than 15%.
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In general we have seen the potential danger of pure p—versions for sin-
gularities and a comparable performance of higher order adaptive h—versions
overcoming this danger. The optimal polynomial degree depends on the
final precision required. In our examples we obtained an optimal switch
form linear to quadratic elements at an error level of about 10%. For ex-
traordinary high precisions, solution dependent methods like adaptive p—
versions or h—p—versions have to be applied.

3.3 Application to Structural Mechanics

Before presenting some examples, we briefly want to summarize some ba-
sic equations of structural mechanics.

3.3.1 Foundations of Structural Mechanics

We want to derive the basic equations from elasto mechanics in brief, us-
ing notation of [Bra92, Ran78], for further reading see [Cia88, Gur81]. We
consider a bounded mechanical body at an un-deformed position, called
reference configuration, 2 C R3. It is subject to forces and is thereby de-
formed to a new position. The transformation

r— x+u(r) = (utid)(zr) € R

describes the position of every point of the body = € Q after deformation.
The field
w: Q) — R3

is called the displacement field. The symmetric tensor
C = V(u+id)'V(u+id)

is called the right Cauchy-Green strain tensor related to the local change of
scales. The (symmetric) strain tensor itself is defined by

o %(C’—Id)

sometimes also called ‘kinematic balance’, yielding

1 6uz ou; ou; Ou;
Eij = 5( ) Z .

2 83:] 63:2 aa?k 0wy,

Looking at the eigenvalues and eigenvectors of E gives rise to the main
directions of strain. One can also extract geometric shears.
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Stress is defined as force per area, introduced by Cauchy (1823) stating
the existence of a symmetric tensor 7', which fulfills the static balance

divT(z) + f(z) =0

with f(z) being forces (dead loads) applied to the body. Unfortunately the
strain tensor 7' is given in the coordinate system of the deformed body.
Transforming the Cauchy stress tensor back to the reference system by Pi-
ola transform leads to an un-symmetric first Kirchhoff stress tensor. The
symmetric version is called (second) Kirchhoff stress tensor defined by

2 = det(V(u +id))(V(u+ id)) T (V(u+ id)) ™

For completeness we include the definition of the term ‘constitutive equa-
tion” describing properties of the material:

S = Y(z, B(z),...)

A constitutive equation has to be “objective’, which means independent of
the coordinate system, it may be homogeneous (independent of position
x) or isotropic (independent of orientation). A homogeneous material is
called “elastic’, iff the stress tensor does only depend on the strain

Applying proper boundary conditions, including prescribed displacements
or forces onto the boundary, the problem description is completed.

3.3.2 The Linear Elastic Problem

We want to simplify the situation a little bit, looking at the linearized elastic
problem. We have to make the assumption of small strains, giving rise to
the linear variant of the Cauchy-Green strain £

1 6uz 8uj
= 5(633] 8x,>

We are able to identify the stress tensors 7" and ¥ writing o in the latter.
Hence the constitutive equation becomes linear. If the material is isotropic,
there are only two parameters left (as a consequence of a theorem of Rivlin

and Erickson).
e

:1+V(€+

(tr €)1d)

g

v
1—-2v
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is called St. Venant-Kirchhoff equation or just generalized Hookean law,
with constants e Young’s modulus of elasticity (in units of pressure) and v
Poisson ratio, 0 < v < 1/2. It is sometimes written in Lamé constants

ev e

A= (1+v)(1-2v) P9

The differential equation of the static balance in the variational formulation
leads to the energy functional

1
H:/Q(ﬁe:a—fu)da:

The interior forces f may stem from gravity or in one application from
thermal expansion. Introducing a temperature 7 and a reference system of
the body at a reference temperature 7, we substitute the strain e by € — ¢,
with thermal strain being

€0 = (T —719)Id

with a thermal expansion coefficient « [ZT89]. One is able to rewrite the
equations, inserting the temperature into the right hand side force f =
aVr. For further reading see [BW60]. The equations are called Navier-
Lamé.

We are able to exploit the variational formulation for finite element dis-
cretization, called the displacement approach. We discretize the displace-
ments u by H!(() finite elements leading to a second order elliptic partial
differential equation in 3D with a system of three unknowns per node. El-
lipticity is guaranteed by Korn’s inequality, if the Poisson ratio v < 1/2. In
the vicinity of v = 1/2 we obtain numerical effects of ‘locking’, the finite
element approximation constants become worse, which is not as dramatic
for p—version finite elements [Vog83].

3.3.3 Discretizations

Another way to overcome locking is the use of mixed finite element meth-
ods, discretizing the stress o, too. This leads to saddle point problems not
considered here. We just want to mention some approaches like the two-
field mixed discretization (u — o) named Hellinger-Reissner and the three-
field mixed discretization (u — € — o) named Hu-Washizu, see [ZT91, RT91].

Most of engineering finite element computations are not done with full
3D models, but with less computational expensive 2D ones. Under the as-
sumption of small thickness of a body or homogeneity in that direction,
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there are reduced models of plain stress and plain strain. Using some
higher order differential terms, previously neglected, there are masses of
different models for plate bending and shells, depending on what parts of
the equations are considered to be small and are neglect-able and depend-
ing on some given symmetry. In plate bending we want to mention models
of Kirchhoff-Love and Reissner-Mindlin. There are also some approaches
of varying approximations for plates and shells in the direction of thick-
ness. In 1D there are analogs named beams and rods [ZT91].

3.3.4 Nonlinear Mechanics

In the derivation of the linear equations we made some derivations about
small displacements and small strains. These need not be fulfilled. We
are now able to enhance the system of equations by several kinds of non-
linearity.

First one is called the geometric non-linearity. We have to consider the
second order derivatives of displacement:

~ Oui Oy

— oxp Oxk

1
Ez‘j = 62‘]‘4‘ 5
k

Taking into account the different stresses 7' and ¥ we have a fourth or-
der partial differential equation, which under some circumstances loses
uniqueness of the solution. There are effects of symmetry breaking (e.g. Eu-
lerian rod) and history dependence of the solution. Non-unique solutions
are often calculated by means of path following methods, see [Le 94, Cri91]
and citations therein and [Hoh94]. These effects generally appear in bend-
ing, not only in 3D but for plates and shells in 2D and rods in 1D.

There is another effect of geometric non-linearity, for large deformations
not contained in the differential equations. The deformation of the body
may be restricted by some other bodies, leading to the problem of contact.
Besides modelling of actual contact (friction, slip, adhesive) (see [KO88]
and references therein) there come some inequalities into play written as a
constraint (2

(u+id) : Q —Q, injective

It is not only a question of numerical algorithms here [HHNLS88] and [Hop90,
HK94], but sometimes is an algorithmic challenge, too, identifying the lo-
cations of contact.

If stresses become large, even the elliptic constitutive equations for a
specific material may become complicated. The number of parameters in-
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creases. But modelling a material as being elliptic need not be appropriate
any longer. There are two generalizations: Viscosity means a certain flow
of the material which may occur just before melting or under extreme con-
ditions. A constitutive equation may be written as

¥ € 06(E)

with a dissipation potential ¢. This would be fluid dynamics, but with
transitions from elastic response to viscous flow we are at visco-elasticity.
The problems are time dependent, see also [Le 90, FLO76]. Pure melting
with phase transitions of a material is a special subject where numerical
detection of the transition area can be studied in detail [HK90].

Another material property is plasticity. Material has got memory and be-
havior depends on the history of time at that point [DL76, FLO76]. Perfect
plasticity may be written as

X e C
(E — Elinear(¥)) € {normal cone toY at X}

with local linear elasticity tensor Ejinea, denoting the elastic constitutive
equation for E and ¥. Sometimes a combination of all of them is used,
called elasto-visco-plasticity, where the yield surface Y is time dependent.
These problems definitely are time dependent. Integrating one time-step,
one has to solve variational inequalities giving rise to rather complex al-
gorithms and often prohibiting the use of advanced strategies of ordinary
differential equation solvers.

3.3.5 Experiments

We present some experiments in linear elastic mechanics with a full 3D
displacement discretization. For an analogous treatment of singularities
for elasto mechanics like in chapter 3.2 on page 90, the reader is referred to
Grisvard [Gri89, Gri92].

3.3.6 Attachment Lug

This example is a typical 2D benchmark test, so it seems to be prohibitive
for 3D calculations. But we are able to test symmetry of the solution while
initial triangulation is not symmetric, and we are able to test loading (Neu-
mann) boundary conditions. The solution has got singularities at the bound-
aries of the prescribed displacement area (change homogeneous Dirichlet/
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Figure 66: Attachment lug: geometry and boundary conditions, and p—
version solution (displacement)

Neumann conditions). Only constant loads on triangle faces are applied
due to the lack of proper geometric handling of the curved surface (lack
of exporting curved surfaces due to I-DEAS). Hence there are some minor
singularities in the loaded area, which do not influence convergence very
strongly depicted in figure 68 on the following page.

The adaptive h—version s a factor of 2.5 faster than the uniform h-version.
This asymptotic behavior is reached in the very first steps. Best perform-
ance delivers adaptive p—version up to a precision of .3%. Uniform p—
version seems to be a constant factor slower before performing two ex-
ponential convergent final steps below .1%. The higher order adaptive
h—versions are comparable down to a precision of .5% before reaching an
asymptotic phase. It is interesting to mention that cubic h-version per-
forms better than quadratic in this example, while usually it appears to be
too costly. The h—p—versions in the first steps do too much h-refinement
before recovering down to the general .5% mark. We conclude that we ob-
tain a very regular solution’s behavior facilitating a high final precision and
smooth p—convergence properties.
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3.3.7 Molding Case

Figure 69: Molding case: perspective view of the geometry and boundary
conditions

We apply this as an example for complicated while plane geometry. Walls
are considered thick, so a real 3D approach is needed. One triangle shaped
area on top of the case is loaded by a constant force while zero displacement
is prescribed at the base of the case. This may reflect some test of durability
of the case. Singularities mainly are placed at the edges of this triangle.
The other singularities are at obtuse angle corners and slightly above the
prescribed zero deformation at ground level.

Results are shown in figure 71 on the next page which is a relatively reg-
ular solution’s behavior. The overall precision is limited by a larger initial
grid due to a more sophisticated geometry, compared to the previous exam-
ple. Adaptive h—version delivers a .5 advantage over uniform h-version.
There are too much and too weak singularities. Up to a precision of 8% the
quadratic adaptive h—version performs best, overtaken by cubic adaptive
h-version. Both sharply end up in an asymptotic convergence phase. The
pure p—versions both perform very well, adaptive p down to 5% and uni-
form below. Uniform p-version even reaches an exponential convergence
phase ending up at the most precise solution about 1.5%. The h—p-versions
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both perform well, independent form exact control. They should have done
some more p-refinement, but converge in a smooth way. To conclude we
obtain a very regular behavior with exponential p—version convergence and
finial precision guided by geometric complexity of the domain.

3.3.8 Valve Body
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Figure 72: Valve body: perspective view of the geometry and boundary
conditions

This example is considered as a relatively complicated geometry. Interior
forces are used, to squeeze the thick pipes of the valve body. One side con-
tains an area with fixed displacement (an attachment) giving rise to some
singularities at the boundary of the attachment area.

Convergence history is depicted in figure 75 on page 113, where usual
performance for regular solution can be obtained. In detail, adaptive h—
version is about a factor of 2 faster than uniform h—version, both deliver-
ing usual regular convergence. Adaptive p—version performs best, which
is slightly better than uniform p—version. The higher order adaptive h—
version are comparable down to a precision of 5% and continue with slower
asymptotic convergence. In this case, the cubic version performs better
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Figure 73: Valve body: perspective view of strain and displacement and
cross-section

than the quadratic one, which seems to be natural,but look for the singu-
larity examples chapter 3.2.3 on page 94 ff. The h—p-version’s performance
approaches the p—versions if one increases the number of refined elements
at every refinement step. Low numbers of 10% elements marked for re-
finement are far to specific and tend to use to much high degrees p. We
presented 30% refinement for threshold and fixed h—p criterion based and
h—and p— estimates and a 60% run, which is difficult to separate form pure
p—version although h-refinements were applied.

We conclude for all three elasto mechanics examples a very regular con-
vergence, although there are some singularities present. Final precision is
strongly limited by geometric complexity of the domains, while the num-
ber of unknowns on the very coarse initial grid seem to be comparable.
Hence pure p-versions pay off in this mechanics examples, while higher
order h-versions seemed to be preferable for the Poisson equation proto-
type singularities.
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Conclusion

We have presented a complete framework for adaptive h-p finite element
methods for second order boundary value problems. Aiming an efficient
computational code with fully automatic control, we were led to the h-p
version of finite elements ensuring (sub-) exponential convergence in con-
trast to the standard algebraic one. To generate the full convergence order,
well-adapted grids had to be generated by the code.

The demands for efficiency in conjunction with unstructured grids (be-
cause of geometry constraints and adaptation), varying polynomial de-
grees (in space and in adaptation history) and some concerns on robust-
ness required new shape functions. The different polynomial degrees call
for the concept of p-hierarchy of the shape functions. The easy assembly
of the global stiffness matrix and the load vector on unstructured grids of
simplices clearly lead to the requirements of symmetry of the shape func-
tions on the boundary of each individual element. Finally independence
of orientation demands symmetry of the shape functions on the whole ele-
ment.

A short review showed some symmetric and p-hierarchic families of shape
functions. But it was proved, that no one could have both properties at once
for standard polynomial spaces. Hence the spaces of polynomials spanned
by the shape functions were slightly modified and p-hierarchic and sym-
metric shape functions were constructed.

Therefore, a domain decomposition preconditioner for h-p grids based
on a standard multilevel iterative solver for h grids was developed. This
construction implied an orthogonalization of shape functions by means of
optimization of the resulting condition numbers of the preconditioner. The
optimization procedure delivered the uniqueness (modulo symmetry) of
the shape functions.

A set of error estimators and refinement strategies was developed for an
adaptive construction of h-p grids where h- and p-refinements were applied
simultaneously. The most robust strategies turned out to be the ones with
different a posteriori error estimators on the finest grid.

The numerical experiments demonstrated the superior convergence prop-
erties of pre-asymptotic p-version and the global convergence of h-p-version
finite elements which agrees with the theory. This was shown both for
the characteristic 3D singularities of the Laplacian and for some 3D ex-
amples of linear elasto mechanics. Medium or high precision solutions
(less than 5%-20%) for 3D problems could only be obtained by higher order
methods. Comparisons with standard h-version implemented in KASKADE
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were available only for low precision on the very first grids and refinement
steps. However we also have to state the enormous efforts in implementa-
tion needed for h-p adaptive codes.

The advances in parallelization of adaptive finite element codes appeared
to be slow and there was no complete implementation found. Further-
more complexity bounds were derived for the partitioning of adapted grids
(the bottle-neck). Hence there may be only convincing solutions for mas-
sive parallelization which depend on the problem and the computer hard-
ware. The computer graphics capabilities for higher order elements were
reviewed, stating that appropriate base software is available which only
lacks the usage by finite element packages.

In a short introduction to structural mechanics we have shown some fu-
ture directions of development for the existing linear finite element code,
which are different kinds of non-linearities, variational inequalities for pri-
mal or dual variables, mixed finite elements for nearly incompressible ma-
terials, reduced elements in 2D or in 1D following different theories of me-
chanics (or dimension adaptation), time dependent problems and path fol-
lowing for (geometric) instabilities (bifurcations). Some of the generaliza-
tions were done within the KASKADE project.

We conclude that further finite element projects dealing with piecewise
analytic (or at least smooth) solutions or data, should be based on higher
order methods. These are the p—version FEM on solution dependent adap-
ted grids and (from the scratch) the h—p-version. For ease of coding p-
extensions should be omitted or encapsulated by object oriented coding
during development of new numerical procedures.
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Symbols

Q CcR?
L?(©)
H*(©2)

Symbols

real numbers

natural numbers

number of space dimensions, domain is in R?
polyhedral domain

space of square integrable functions

Sobolev space, a-th derivatives are in L?((2)

number of unknowns, number of degrees of freedom
step-size, diameter of the finite elements

local approximation order, polynomial degree of the shape
functions

in chapter 2.2 on page 60 only: number of parallel processors
Landau order symbol

second order selfadjoint elliptic differential operator (intro-
duction on page 3)

weak formulation of a

., bg) barycentric coordinates in R% normed by Y%, b;(z) = 1, Vz

(chapter 1.1 on page 13)
polynomials of degree p in d variables

group of permutations of the set (1,2,...,d,d + 1) (chap-
ter 1.2.3 on page 31)

alternating group, even permutations

anti-symmetry of functions R? — R, based on S, ; expressed
in barycentric coordinates (chapter 1.2.3 on page 31)

projection of the Euclidean space R? onto the hyper-plane
xzq = 1 (chapter 2.4 on page 65)
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