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Energy efficiency in extensive multilayer core and regional
networks with protection

Andreas Betkér  Dirk Kosiankowski ~ Christoph Langeé  Frank Pfeuffer
Christian Raack Axel Wernet

Abstract

Energy-efficient operation of large telecommunicationwmeks is an important issue today
and in the near future. Given that the energy consumpti@s rgth the ever increasing demand
for capacity and network speed, there is a growing interestrategies for a sustainable net-
work management. It is a well-known fact that traffic demaveaty significantly over time, most
notably in day/night- and in weekly cycles. This provides thain potential for energy-saving
strategies. We study the question of how much power is nage$s operate a network with
state-of-the-art hardware during peak or low-traffic tim&ke study respects realistic side con-
straints, such as protection requirements and routingnsebeand takes the special structure of
an extensive nation-wide optical network, including bamkéand regional sections, into account.
We formulate mixed integer programming models for the apoading optimization problems
using predictions for traffic matrices, as well as statehafart hardware and power models. We
address questions as the following: How much energy is spéhé core and in metro regions of
the network and how big are the savings in low-demand scendirve always assume the system
power-minimum in these situations? What is the influenceiféérént hardware on the overall
energy consumption? How much do different routing schenmgzratection scenarios restrict
potential energy savings?

Keywords: telecommunications, network design, routing, energy iefiicy

1 Introduction

Telecommunication networks are large nation-wide digteéd systems that consume significant
amounts of electricity. From a national economy’s pointieiwthe sustainability aspect is important
to consider, especially in the light of climate change. kemnore, these networks’ power consump-
tion causes considerable energy bills for operators. Toereenergy efficiency of telecommunication
networks has gained increasing interest in research angdtiydn the recent past.

Conventionally, network capacity is planned and providaded on peak traffic — with capacity
reserves included — constantly over time. However, demsinols significant temporal fluctuation on
different time scales, cf. Figures 1(a) and 1(b). Therefarpromising direction for network energy
efficiency improvements is a load-adaptive network openatioupling the provided capacity to the
real — varying — traffic demands.

*This research has been supported by the German FederatiylioisEconomics and Technology (BMWi) within the
IT2Green program (www.it2green.de) and the DFG researcheC®ATHEON

fDeutsche Telekom AG, Telekom Innovation Laboratories, téffieldtstr. 21, D-10781 Berlin{andreas.betker,
dirk kosiankowski, christoph.lange} @telekom.de

iZuse Institute Berlin (ZIB), Takustr. 7, D-14195 Berlin, @eny, { pfeuffer, raack, werner } @zib.de
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(a) 1 month — Aggregation in intervals of 1 hour during Mar€i 2.

Traffic in Mbps
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(b) 1 day — Aggregation in intervals of 1 hour and
averaged over all working days of March 2012.

Figure 1: Total IP traffic at the Friedrichshafen city haltaffic is usually high on business days and
before noon, and low on weekends and holidays and througheurtight.

The work presented in this article is focused on the potenfipower saving in a nation-wide
telecommunication network based on IP-over-DWDM (IntérReotocol over Dense Wavelength
Division Multiplexing) and Ethernet-over-WDM architeceu We consider the network core and
metropolitan regions but ignore the access network. Eawiiek in this direction has been presented,
for instance, in Hulsermann et al. [8] and Idzikowski ef&0]. We refer to Idzikowski et al. [9] for a
thorough discussion of relevant literature and to Heddegdued Idzikowski [6] for a list of frequently
used acronyms. Heddeghem and Idzikowski [6] and Heddeghein [€] collect extensive material
regarding the power consumption of multilayer networksiclwserves as a numerical basis.

In this paper we consider the following question: Given aisteag network with state-of-the-art
hardware and traffic demands for busy hour as well as loidrfe, what is the minimal amount
of power (in watts) that is needed to route the occurrinditrafinder the assumption that the routing
can be reconfigured according to the situation and that @ssecy hardware can be deactivated?
To answer this, we solve a suitable mixed integer progranbtaie a power-optimal routing in the
backbone in both the IP-layer, as well as the optical layer.

Assumptions on network topology, hardware, and routinglitams, as well as the demand matri-
ces used in this study are described in detail in the nexiosecthe most notable features we address
are the following:

e A realistic, nation-wide network including an IP-over-WD&bre architecture and regional

sections based on Ethernet technology.
¢ Traffic originating at regional nodes, plus peering andriraéonal transit traffic.
o Network failure protection in the optical domain and diwersuting schemes in the IP domain.

e Computations based on the power consumption of the commddseork equipment, assuming
state-of-the-art hardware.



2 Modelling the problem

In this section we provide a detailed description of the tnymed for our studies, that is, we intro-
duce network topology and architecture, the different defrecenarios, and the mathematical model

used to compute power-optimal configurations. We also ilhate practical side constraints, such as
routing schemes and network protection.

Network topology and architecture.

Basis of our model is a hierarchical nation-wide opticamek, which coincides with real existing
structures to a great extent; see Figure 2. The given netimstéance consists of 918 nodes in total
and is subdivided into ten regional parts (metro networkstaining 898 nodes and the core network
(backbone) with 20 nodes. The backbone, comprising 29,liskesponsible for long-distance traffic
transport.

For resiliency purposes there are always two backbone mumtesty, in different locations. Each
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Figure 2: Used network structure with regional (orange) lzantkbone (green) sections; physical fiber

network (above left), virtual IP network (above right), amdlose-up of a backbone node pair with
three of its regional half rings (below)



regional node is connected to the backbone over one of 18€igd, where every half ring disjointly
connects up to five regional nodes to both of their corresipgridackbone nodes, cf. Figures 2 and 3.
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Figure 3: Five regional nodes (blue) in a half ring (orangehnected to the backbone network (green)
via a backbone node pair (red); devices within the blue addleshed circumference count towards
power consumption in the regional and backbone domaingotisgly

In the backbone we assume an IP-over-DWDM architectur®, sée [8] or [9], with a partly
meshed IP layer: The backbone nodes are partitioned inteétgosuch that the two backbone nodes
of each city belong to different partitions; within each béttwo partitions all backbone nodes are
pairwise connected by IP links, and an additional IP linkaalecity connects the two local backbone
nodes, cf. Figure 2. All nodes of core and metro networksrateréonnected by a network of optical
fibers which in the core network may carry up to 80 optical WMenels of capacity 10 Gbps, and in
the regional rings up to 40 lightpaths of capacity 10 Gbps-eémparison, we also consider a 1 Gbps
scenario for the metro part, while the specifications fotthekbone remain unchanged. To refresh the
optical signals, an optical line amplifier (OLA) is used gv80 km of fiber in the backbone, as well as
on the two backbone-connecting links in each regional vadf. rBackbone nodes are equipped with IP
routers and optical cross connects (OXC), where opticalmmbla can either be terminated and handed
over to the IP router, or optically bypassed. Similarly,ioegl nodes contain Ethernet aggregation
switches and (reconfigurable) optical add/drop multipleXROADM). Traffic at the regional nodes is
always directly transmitted to the associated backbone,nmgpassing intermediate metro locations,
and terminated at the backbone node by a WDM terminal (dpticdtiplexer, OMUX).

To terminate one optical channel in the backbone (metroor&vihe respective OXC (ROADM)
has to be equipped with a transponder, connected to a fré@tpone of the port cards (line cards)
installed at the IP router (Ethernet aggregation switchljgiAtpath provides a virtual capacitated link
between its end-nodes. Virtual links form a virtual capateitl topology or layer and can be used to
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BACKBONE SECTION

Equipment Table Power cons.
IP/MPLS CRS-1 Fabric Card Shelf 3 8100 W
Cisco CRS-3 16-slot shelf 2,3 2401 W
Slot/Port Card CRS-3 MSC, 240G 3 536 W
WDM Cisco 15454 MSTP OXC degre¥ 13 (150+N-160) W
80 OLA Cisco 15454 MSTP EDFA 11 200 W
Transponder card Cisco 15454 MSTP 10G 9 35W
REGIONAL SECTION
Equipment Table Power cons.
Ethernet Chassis: Juniper EX8216 4,5 1080 W
aggregation Line Cards: Juniper EX8200-8X&,18G 4,5 299 W
WDM Cisco 15454 MSTP WDM terminal (OMUX) 12 230 W
10G aggregation Cisco 15454 MSTP ROADM 40ch 13 436 W
40\ OLA Cisco 15454 MSTP EDFA 11 200 W
Transponder card Cisco 15454 MSTP 10G 9 35W
IP conn.to Slot/Port Card CRS-3 MSC, 440G 3 536 W
backbone
Ethernet Chassis: Juniper EX8216 4,5 1080 W
aggregation Line Cards: Juniper EX8200-48F<4& 4,5 185 W
WDM Cisco 15454 MSTP WDM terminal (OMUX) 12 230 W
1G aggregation Cisco 15454 MSTP ROADM 40ch 13 436 W
40\ OLA Cisco 15454 MSTP EDFA 11 200 W
Transponder card Cisco 2-channel SFPWDM 3 in [3] 5W
IP conn.to  Slot/Port Card CRS-1 MSC-B,42G 3in[2] 473 W
backbone

Table 1: Network equipment and power consumption taken tadtes in [2], [3] and [6]

transport IP (Ethernet) traffic. In this respect, we alscakpaf IP links. The precise equipment we
assumed for the computations, as well as the correspondingrconsumption, is given in Table 1.
To protect against single link failures in the backbone, wsuae that every IP link must be

realized by two link-disjoint paths in the optical layer. rifiermore, we assume that each half ring
maintains enough capacity so that traffic from each regionde can be routed in both directions;
additionally, each of the two backbone nodes in a city mustlile to take over the complete traffic
originating within the adjacent half rings. In this way, thetwork is protected against link or node
failures in regional rings, but also to some extent agaiaskbone node failures.

Traffic demands.

The basis of the traffic model is a combination of the forexd4} and [5] and other non-public
forecasts. In 2012 about 40 million private and businesgsstines will generate a peak data flow
of 3Thps within the regional networks. A share of 90% of tredfic remains in the region, but is
managed over a backbone node, the remaining 10% are guidethevbackbone to other regions.
To determine realistic values for the peak demands betwasgonal and backbone nodes, as well
as between pairs of backbone nodes, we used statistics thieamimber of consumers connected to
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Figure 4: Peak (left) and night (right) traffic demand masicLinks with traffic of 1 Gbps or less are
green i), those with 10 Gbps are orangas), and those with 40 Gbps or more are rall)( The size
of the nodes reflect their observed traffic.

each regional node and information about which of the two@ated backbone nodes each regional
node is primarily connected to. The (undirected) demanddeh a pair of backbone nodes that
are not both in the same city was assumed to be directly piopal to the number of consumers

connected via regional half rings to either of the two. Theded between a pair of backbone nodes
in the same city was assumed to be 0. Finally, the demand betaveegional node and an associated
backbone node was also computed to be directly proportimnttie number of consumers at that
regional node.

In addition to customer traffic we assume about 1.3 Tbps ofeétipg traffic and about 0.4 Tbps
of IP transit traffic. Every backbone node serves as both angeand a transit point, and the distri-
bution of this IP traffic share inside the backbone dependb@peering/transit point utilization. The
resulting peak traffic matrix is visualized in Figure 4.

Traffic fluctuates significantly over a day. In our traffic mh@emporal correspondence between
the regional and the backbone traffic curves is assumed. ivkrasnts have shown that during night-
times the customer traffic demand drops down to 20% of the fi@akwhile IP peering/transit traffic
drops down to about 25% at night (see [1]). This yields a nigiffic demand matrix, see Figure 4.
Eventually, the daily traffic distribution used for the comgtions were obtained by interpolating
between the peak and night demand matrices, with weightgetad according to an average working
day from data collected at the Friedrichshafen city hak (Sjure 1(b)).

Mathematical model and optimization.

The task of the optimization is to compute a power-optimatiivare configuration in the regional as
well as the backbone network, together with a traffic rouegving the given demand. Considering
several demand scenarios for different times, we effdgtagsume that the network can be rebuilt in
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each of the scenarios, that is, we ignore any constraintsecoimg reconfigurability of the network
when changing from one scenario to another. The resultimgepoonsumption in every scenario thus
serves as a lower bound estimate and the presented poswidg savings are upper bound estimates.

In a first step of the optimization we compute the power comgion in the regional network.
Due to the special ring structure of the regional network la@chuse regional demand is always sent
directly to the corresponding backbone node, the routinfp@fegional demands and hence also the
equipment configuration is predetermined and no optinumatif the routing is possible. Given a
demand value for every regional node, we simply count thesesary interfaces, channels, and ports,
and we set up the hardware (Ethernet aggregation switdnescards, WDM transponders, WDM
terminals, ROADMSs, OLAs, cf. Table 1) accordingly. In ordercope with possible link or node
failures, enough capacity is provided to send the samedfadiin a regional node in both directions
to the corresponding backbone nodes. The resulting totabeuof channels terminated at a backbone
locationi results in a certain number of line card slgfsthat have to be provided at the corresponding
IP-router. This information is used in the subsequent dpttion of the backbone network.

To compute a power-optimal routing in the backbone sectioth® network, a mixed integer
program (MIP) is solved, which is given below. It simultansely optimizes the routing in both the IP

min  (total power consumption) Z(Eppi + Esqi + Epri+Epw; + Eo) + Z E.z,
eV eck

1 if 1 = s,

subject to ST - = -1 ifi=t, VieV, ke K 1)
{ijtel 0 else
Yo if 1 = sy,
Y (Gou— ) = {yz ifi=t,  YveV,lel 2)
{uvlel 0 else
[+ fi—f =0 Vi={ijleL ke K (3)
deff—cye <0 Vee L (4)
keK
GowtGou—9gt =0 Ve={u,v} € E, (e L (5)
dgt-Mz <0 Vec E (6)
eElR
> yi—pi =0 VieV )
LeL
pi—Mpg <0 VieV (8)
aF+q—Msr; <0 VieV 9)
ri — Mpw; < 1 VieVv (10)
w; < 1 VieV (11)
9,290, 7w > 0

q9,2,y,p,q,7,w integral

layer (graphG = (V, L) with nodesV” and virtual IP linksL) and the optical layer (grapi = (V, E)
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with nodesV and fiber linksE) to minimize the power consumed by the devic&scorresponds to
the 20 nodes in the backbone network. We denotdbthe set of backbone demands. Every demand
k € K has a source nodg. € V, atarget node;, € V, and a demand valug,, , ) > 0 as described

in the previous section. We also abbrevidfe= d,, ;). Avirtual link £ € L has source, € V and
targett, € V.

The routing (IP flow) on virtual linkgi, j} € L is described by variableﬂfj andfj’.fl. for every
demandk € K. Similarly, the realization of a virtual link € L on physical links{u,v} € E'is
modeled by variableg;, , andg}, . For simplicity, we introduce variable§” andg’ to abbreviate the
total flow on virtual links¢ € L and physical links: € E, respectively; cf. Constraints (3) and (5).
Variablesy, count the number of 10 G optical channels correspondingdovittiual IP link¢ € L,
while variablesz, count the number of fibers on a fiber linke FE. For every location € V,
variablesp;, ¢;, r;, andw; denote the total number of provided 10 G ports, line cards (I4G), line
card shelves (Cisco CRS-3), and fabric card shelves (Ci&®)espectively.

The linear objective minimizes the total power consumptiowatts. HereE'p, Es, Er,, Er, Eo,
andE, represent the consumption of the ports (together with theWtiiansponders), line cards, line
card shelves, fabric card shelves, OXCs, and fibers, r@gplyciThe consumption of a fiber includes
the power consumed by multiplexer, demultiplexer, and pgdier at both end-nodes of the fiber
(corresponding to the node degree dependent cost of the @Xf@ble 1) and the consumption of the
necessary OLAs along the fiber.

Constraints (1) and (2), together with the integrality & ghvariables guarantee a feasible routing
of demands in the IP layer and a feasible routing of chanmetke optical layer, respectively. The
capacity constraints (4) and (6) ensure enough channetitapa route the demands on virtual links
and enough fiber capacity to realize the channels using gddyber links, respectively. We set
c := 10 (Gbps per channel) antll := 80 (channels per fiber). Equation (7) connects the number of
channels needed on links in the optical layer with the nunolhgrorts at the nodes. Constraints (8)
to (10) state that enough hardware must be provided at thesnodsupport the routing: line cards
based on the number of portd/{ := 14 ports per line card), line card shelves based on the number
of line cards (/s := 16 line card slots per shelf), and if there is more than one sitefiode; then
Inequality (10) guarantees the installation of a fabriccgtrelf. By (11) we allow for only one fabric
card shelf per node; thus, the maximum number of line cartvetés M, + 1 := 9. Recall tha’quR
denotes the number of line cards needed for terminatingigin@ls from the metro network, which is
computed beforehand, as described above.

By changing the various constants in the model, it can easilgpplied to different actual hard-
ware. Furthermore, it can be adapted to account for otheéingband protection schemes, which we
describe in the following.

Routing restrictions: IP/MPLS vs. IP/OSPF. Since there is no restriction on the IP flow variables
f in the model above, the IP flow between two demand end-nodgsbmaplit up and distributed
arbitrarily over different paths. We hence implicitly agseia routing protocol such as MPLS (mul-
tiprotocol label switching) with a flexible path managemelitthe path management is limited by
routing protocols such as OSPF (open shortest path first) a\xesetf{fj € {0,1} forall {i,5} € L,

k € K, which forces the flows to take a single path in the IP layer.

Survivability.  We consider protection against two types of failures: failaf half rings in the re-
gional sections and failure of optical links in the backhone
As the optimization for the metro network already provideslink capacity in both directions



within each half ring, it remains to ensure that regional deds in a half ring failure case can still be
handled by the same backbone configuration. This is modejl@thanging the backbone demands to
the worst case for every node, respectively. Essentiallpsseime that a backbone node must be able
to handle all the traffic of regional half-rings connectedt ttf all ¢ regional line cards at a backbone
node: or all fibers leaving nodétowards the attached regional section fail at once, albregitraffic

in this regional section has to be routed by the other baakimmadle of this city. However, we assume
that this happens at not more than one backbone node at tleetisaen That is, the demand between
two backbone nodes,z € V' (not in the same city) either stays unchanged/as, (no failure),
increases td, ;) +d(s ) (failure ats), or increases td, ;) + dis ) (failure atf), wheres andt denote
the other backbone node in the same city @nd¢, respectively. Assuming the worst of these two
cases, demands have to be changed accordingly:

d(s,t) — d(s,t) + max{d(svf), d(§,t)}'

In a similar way the traffic is mapped foand? if nodess or ¢ fail, respectively. Obviously, this also
covers regional node failures, in the sense that the trafiio the two disconnected parts of the ring
can be routed via the two associated backbone nodes.

To incorporate protection against link failures in the Hamke we change constraints (2) and (7)
to

21 if i = sy,

S (hu—dhy) = -2y ifi=t, eV, leL
{uv}el 0 else
Z2yé—Pi:0 VieV.
leL

This way the network capacity in the backbone is doublednThg adding the constraint
gt <y, VLEL,e€E,

it is guaranteed that at most half of the channels correspgrnd the same IP link pass the same
physical fiber link. Hence even in case of single fiber linkuias there will be enough channel

capacity to still route all demands. This model is close ttoap 1+1 and 1:1 protection. However,

since we do not explicitly model a dedicated link-disjoiackup channel for every optical connection,
one might have to adapt the IP-routing in case of a failure.

Additional constraints. The following constraints can be added to the above modéabuwitchang-
ing the solution space but potentially strengthening thedl&xation.

Because of capacity slacks there might be circulation floviké solution. These can be removed
without changing the value of the solution. One way to avoasthof these circulations is adding the
bound constraints

ff<1 VkeK el

to the system. Similarly we may add
gﬁgyg Vie Liec E

also in the model without protection.



Givennode € V letd; := 3y cre.img, Ak + D _per.i—t, di D€ the corresponding node traffic. We
denote byL; C L all IP links starting or terminating in Clearly, all channels corresponding to links
in L; have to provide sufficient capacity to handle the node traffimand. Furthermore, as all nodes
have to be interconnected by channels, the number of cleondll links has to suffice to establish
a spanning tree in the network. Thus,

d; .
ZWZ [—w VieV and Zygz\vy—l.
lel; ¢ lel

In a similar way we conclude that the minimum number of fiberdirg in: depends on the number
of terminating channels, and there have to be sufficientlgynfidbers to interconnect all nodes:

Zzez Fdz/cr‘ VieV and ZZeZ|V|—1-

M
eckE; ecE

Here IZ; denotes the set of all fiber links endingiinin the case of survivability in the backbone, as
described in the previous paragraph, the latter conssraar be strengthened to

Z Ze > [Z%-‘ VieV and Zze > |V].

eck; eck

3 Results

Tables 2 and 3 give a summary of the computational resulate®tare power consumption values
for the different network sections under various routingesnes and protection scenarios for the
backbone (with protection of regional half rings alwayswe)t at peak traffic times and during the
night, as described in Section 2, as well as for a referenemasio, in which all connections are
realized via shortest paths in the graph. Besides the tai@kpconsumption values, it lists the
respective contributions by IP routers and WDM hardwaretlierbackbone network; likewise, for
the metro network the contributions towards total powerscomption by the different parts is given:
Ethernet switches at regional nodes, IP router line cards @sr regional traffic at the backbone
nodes, and WDM hardware at the backbone nodes and withinathegs. The MIP for backbone
routing was solved using CPLEX 12.3, with remaining optityadaps below 5%.

Backbone. Table 2 shows that the computed power consumption of thebloaeknetwork during
low-traffic times decreases by 30 — 54% compared to peak handseven by 50 — 63% in com-
parison to the (straight-forward operating) referencavodt, where the higher relative decreases are
achieved in the scenarios with optical link failure prokect Furthermore, forcing single-path IP
routing increases power consumption only marginally (teas 6%), while protection constraints re-
sult in considerably higher increases of about 75% (pedhdyand 20% (night traffic). The larger
portion of the power in the backbone is consumed at the IR, |layldch results in a higher potential
for savings. However, the larger relative savings (of mhent50%) are obtained in the optical layer.
Figure 5 illustrates network operations in the single-mthnario with protection against optical
link failure. Red connections indicate higher utilizatiohlinks, which is achieved in the optimized
solutions. Figure 6 shows the development of the power ecoptan values over one average day, for
which the hourly traffic was computed as described in Se@jas well as the total energy consump-
tion on that day, i.e. the integral of the power consumptialoes over time. The power-unaware refer-
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Net. section IP routing/protection Layer Reference Peak Njht
Backbone single-path IP traffic (OSPF)total 242004 203370 92584
(10G) WDM links protected IP 154344 126910 63564
WDM 87660 76460 29020
split IP traffic (MPLS)/ total 242004 191914 89856
WDM links protected IP 154344 121014 61956
WDM 87660 70900 27900
single-path IP traffic (OSPF)/ total 153956 116234 78676
unprotected IP 103326 76964 59276
WDM 50630 39270 19400
split IP traffic (MPLS)/ total 153956 111474 77510
unprotected IP 103326 74284 58740
WDM 50630 37190 18770
Regional standard devices total 2027105 1984358
(10G) Eth. agg. 1238641 1238342
IP conn. 88976 73968
WDM 699488 672048
load-adaptive devices total 1476410 1426453
Eth. agg. 690550 683041
IP conn. 86372 71364
WDM 699488 672048

Table 2: Power consumption (W) in different network sedtiand layers assuming different routing
and protection scenarios with 10 G hardware in regionalaest

ence hardware configuration constantly consumes 242 k\Wrédge 2), which sums up to 5 808 kwh
per day. The power consumption of the optimal hardware cordtgpn that is computed for the de-
mand of each hour follows the demand curve over the day. Abdmaeknetwork with the possibility to
switch its hardware configuration hourly would then consiB0€6 kWh per day, saving 47%. Note
that this value should be seen as an upper bound on the goesiblgy savings, as current networks
are not yet designed to flexibly switch hardware on and off.

Metro region. By far the most power is consumed in the regional sectionsaatite same time the
potential for savings is negligible here, with only slighdlbove 2% (2 027 kW compared to 1 984 kW,
see Table 2). This has mainly two reasons. First, the routinpe regional section is fixed and
can not be optimized according to the traffic state as it caddme in the backbone. Second, the
channel granularity of 10 G is relatively large for the meategion such that for almost all regional
nodes one 10 G connection has to be provided and also suffidependently of peak or night traffic.
This means that even with peak traffic only one slot at the Ha#teswitch and only one port at the
corresponding line card is active.

A way to save energy also in the metro network is to developches as well as line cards that
are able to adapt their power consumption to the traffic I0Htis can be achieved by introducing
load-adaptive devices, that is, line-cards that can switch off their individualrigoand switches that
can switch off individual line-card slots, as well as regelfans and cooling, cf. [11]. To evaluate the
potentials of load-adaptive devices, we assumed that imeienal section line-cards and switches
consume energy proportionally to the number of used podsshnts, respectively, with a maximum
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Net. section IP routing/protection Layer Reference Peak Njht

Backbone single-path IP traffic (OSPF)total 393820 371850 92724
(10G) WDM links protected IP 306160 294390 63564
WDM 87660 77460 29160
Regional standard devices total 2153078 1759520
(1G) Eth. agg. 1139300 1135970
IP conn. 156 090 44 462
WDM 857688 579088
load-adaptive devices total 1633766 1224371
Eth. agg. 625416 604 605
IP conn. 150661 40678
WDM 857688 579088

Table 3: Power consumption (W) in different network secddiand layers assuming OSPF routing and
WDM link failure protection with 1 G hardware in regional seas

consumption based on the values in Table 1, and a minimurse@®fonsumption of 540 W for the
Ethernet switch and 150 W for the line cards (50% of the marinsonsumption), cf. Figure 7. These
settings are in line with the definitions and measurement$lih We still assumed that the devices
can be switched off and consume no power when not in use. Pabl®ws that using such load-
adaptive devices may save about 25% of the total power in #teomegion. Because of the fixed
ring routing and the large granularity of the capacity medu|10 G links) there are still no further
savings in the night when the demand drops. This, howevangds if we use smaller capacities to
dimension the regional links. As shown by Table 3, using arfaf@annel granularity of 1 G in the
regional sections significantly increases the gap betweampconsumption at low-traffic and peak
hours — at the expense of increased power consumption attipeak due to the higher number of
ports and WDM transponders needed. Clearly, whether to neeficoarse granular channels in the
field strongly depends on the corresponding equipment pestees and also on the concrete demand
fluctuations over time.

4 Summary

We have studied the question of how much energy can be saegd demand fluctuations in state-of-
the-art telecommunication networks focusing on the backlmut also on regional sections. The study
is based on reasonable assumptions on the network stractdigrchitecture including important side-
constraints such as routing restrictions and resiliengairements. We used a nation-wide reference
network with 918 nodes. Based on sophisticated mixed integgramming models we evaluated
the potential for power savings in different scenarios.ighting the main results we find that

e Whether to have single-path routing or more flexible IP myschemes has almost no effect
on the power consumption.

e Resilience requirements strongly increase the power copson (up to 75% increase com-
pared to the unprotected network). However, the potertgigbdéwer savings during low traffic
times is much larger in protected networks, such that indhettaffic scenario the consump-
tion of unprotected and protected solutions differ consitly less (by only 20%).

¢ In general, the potential for (relative) power savings igéa in the backbone, where the rout-
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Figure 5: Backbone IP layer (above) and WDM layer (belowhia teference network (left), and in
peak and night-time traffic scenarios (middle and right);cennections indicate high utilization

ing can be adjusted in a flexible way. However, power consiomph the backbone is on a
relatively small level compared to the regional part, whibe potential for savings is small,
due to low flexibility in the routing.

Significant savings also in the regional sections can besgetdiby introducing load-adaptive
devices (switches, line cards, etc.). This is true in paldicif the consumption of these devices
can be adjusted in small steps with preferably fine-granch@anges of capacity and power.
The smallest power consumption in low-traffic scenariostee obtained with load-adaptive
devices and 1 G ports.

We plan to extend the work presented here in several directio

Consider OTN technology, which is frequently used in backboetworks and can have inter-
esting effects on routing flexibility and power consumption

Use more refined demand scenarios, describing traffic overoraplete time-period
(day/week/month).

In practice some devices, such as transponders, would taHeft running during low-traffic
hours, since they need much time to recalibrate after hawiregm switched on; this results in a
more fine-grained power and device modelling.

Extend the modelling to guarantee full node-protectiorhmtbackbone.
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Figure 6. Power consumption (left) of the backbone netwoitk wingle-path IP routing and WDM
link failure protection for the reference (i.e., power-uaae) network design (dashed blue), for the
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hourly over one average day; energy consumption (righth@biackbone network per day
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