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Abstract

We deal with an infinite-server system where the service speed is gov-
erned by a stationary and ergodic process with countably many states.
Applying a random time transformation such that the service speed be-
comes one, the sojourn time of a class of virtual requests with given
required service time is equal in distribution to an additive functional de-
fined via a stationary version of the time-changed process. Thus bounds
for the expectation of functions of additive functionals yield bounds
for the expectation of functions of virtual sojourn times, in particular
bounds for fractional moments and the distribution function. Interpret-
ing the GI(n)/GI(n)/∞ system or equivalently the GI(n)/GI system
under state-dependent processor sharing as an infinite-server system with
random states given by the number n of requests in the system provides
results for sojourn times of virtual requests. In case of M(n)/GI(n)/∞,
the sojourn times of arriving and added requests are equal in distri-
bution to sojourn times of virtual requests in modified systems, which
yields many results for the sojourn times of arriving and added requests.
In case of integer moments, the bounds generalize earlier results for
M/GI(n)/∞. In particular, the mean sojourn times of arriving and
added requests in M(n)/GI(n)/∞ are proportional to the required ser-
vice time, generalizing Cohen’s famous result for M/GI(n)/∞.
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1 Introduction

We deal with an infinite-server system, where the service speed at time t
depends on a random state N(t) ∈ Z+ := {0, 1, . . .}. More precisely, the
service speed of the server in state N(t) = n, n ∈ Z+, equals ϕ(n) > 0,
and we assume that the process N(t), t ∈ R, is stationary and ergodic. We
analyze the sojourn time of virtual requests with required service time τ (τ -
requests) by applying a random time transformation to the infinite-server
system such that the service speed becomes one. In Section 2.1 we construct
the distribution of a stationary and ergodic version Ñ(t), t ∈ R, of the time-
changed process of N(t), t ∈ R, by using the Palm distribution, which
provides a representation of the sojourn time of a class of virtual τ -requests
by a smooth additive functional. In Section 2.2 we analyze the expectation
of non negative convex and concave functions of additive functionals at a
given time instant τ , in particular, we analyze fractional moments and the
distribution function of additive functionals.

In Section 3, the results of Section 2.2 are applied to the representation
of the sojourn time of a class of virtual τ -requests by an additive functional
given in Section 2.1, which yields bounds for the expectation of non negative
convex and concave functions of virtual sojourn times, in particular bounds
for fractional moments and the distribution function of virtual sojourn times.

In Section 4 we deal with the GI(n)/GI(n)/∞ system or equivalently
with the GI(n)/GI system under State-Dependent Processor Sharing, i.e.
with the GI(n)/GI/SDPS system. Note that we have the single-server pro-
cessor sharing system GI(n)/GI/1−PS in the special case of ϕ(n) := 1/n,
n ∈ N := Z+ \ {0}, for other special cases see e.g. [BB5]. Processor sharing
systems have been widely used in the last decades for modeling and ana-
lyzing computer and communication systems, cf. e.g. [CMT], [Ram], [BP],
[BBJ], [GRZ], [HHM], [YY], [BB1]–[BB5], [ZLK], [LSZ], and the references
therein. For an application of a random time transformation to processor
sharing systems see [Tol], [Kit], [YY], and the references therein. We in-
terpret the GI(n)/GI(n)/∞ system as an infinite-server system in random
environment, where the state N(t) of the infinite-server system is given by
the number of requests in GI(n)/GI(n)/∞ at time t. Thus we obtain results
for sojourn times of virtual τ -requests.

For the M(n)/GI(n)/∞ system or equivalently the M(n)/GI/SDPS
system we show that the sojourn time of an arbitrary arriving τ -request
equals in distribution the sojourn time of a class of virtual τ -requests in the
modified system with one permanent request and that the sojourn time of
an added τ -request equals in distribution the sojourn time of this class of
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virtual τ -requests in another modified system. Thus we obtain bounds for
the expectation of non negative convex and concave functions of the sojourn
times of arriving as well as of added τ -requests inM(n)/GI(n)/∞, in partic-
ular bounds for all fractional moments and the distribution functions of the
sojourn times. Note that these bounds are given in terms of the well-known
stationary occupancy distribution inM(n)/GI(n)/∞, cf. [Coh], being insen-
sitive with respect to the service time distribution given its mean. The lower
and upper bounds for the fractional moments are asymptotically tight. In
case of non negative integer moments, the bounds generalize corresponding
results for the M/GI/SDPS system given in [BB3], for the M/M/SDPS
system given in [BB2], and for the M/GI/1 − PS system given in [CVB],
to M(n)/GI/SDPS. Moreover, for fixed k ∈ [1,∞) (k ∈ (−∞, 1] \ {0}) it
follows that the kth root of the kth moment of the sojourn times of arriving
as well as of added τ -requests in M(n)/GI/SDPS are subadditive (super-
additive) functions of τ ∈ (0,∞), generalizing Cohen’s famous proportional
result for the expectation of the sojourn time of τ -requests inM/GI/SDPS
in several directions, cf. [Coh].

2 Preliminary results

We consider a stationary and ergodic process N = (N(t), t ∈ R)1, where
N(t) takes values in Z+ and the sample paths of N are P-a.s. in the set
D(R,Z+) of all piecewise constant, right-continuous functions having a finite
number of jumps in any finite interval. Let

p(n) := P (N(0)=n), n ∈ Z+, (2.1)

be the marginal distribution of N and Z
′
+ := {m ∈ Z+ : p(m) > 0} the

support of N(0). Further we assume that

0 < λ := E[#{t : 0<t≤1, N(t−) 6=N(t)}] <∞, (2.2)

where #A denotes the number of elements of a set A, i.e., the intensity λ of
jumps is positive and finite. The process N describes a random environment
of an infinite-server system – system for short – where requests are served
with speed ϕ(n) > 0 at time t if N(t) = n. We assume that

g := E[ϕ(N(0))] =
∑

n∈Z′

+

ϕ(n)p(n) <∞, (2.3)

1If convenient, we consider the process later also only on R+. Due to Kolmogorov’s
extension theorem, the distribution of the stationary ergodic process (N(t), t ∈ R+) can
be uniquely extended to the whole axis R, which is again stationary and ergodic.
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and hence by the ergodicity of N it follows

lim
T→∞

1

T

∫ T

0
ϕ(N(t))dt = g a.s. (2.4)

Summarizing, we make the following assumption:

(A1) Assume that N = (N(t), t ∈ R), is a stationary and ergodic process
with values in Z+, whose trajectories are P-a.s. piecewise constant and
right-continuous and which satisfies (2.2), (2.3).

Below we define two classes of sojourn times of virtual τ -requests used in
this paper, where virtual means that the request does not interact with the
infinite-server system. Thus a virtual request may be considered as a real
(non virtual) request if the process N is independent of the arrival process
and the required service times of the real requests. Further, we consider the
service received by a virtual request. In the following basic properties and
relations between the sojourn times are given and outlined, respectively.

1. Sojourn time of a virtual request : The sojourn time Vv(t, τ) of a
virtual τ -request arriving at time t at the system is the time until the virtual
τ -request has received its required service time τ ∈ R+, i.e.

Vv(t, τ) = inf
{

v∈R+ :

∫ t+v

t
ϕ(N(u))du≥τ

}

. (2.5)

Let Vv(τ) := Vv(0, τ), and for n ∈ Z
′
+ let Vv(τ |n) be the corresponding

sojourn time of a virtual τ -request arriving at time t = 0 conditioned that
N(0) = n, i.e.

P (Vv(τ)≤x) =
∑

n∈Z′

+

P (Vv(τ |n)≤x)p(n). (2.6)

For other concepts of sojourn times of virtual requests in special cases see
Remark 4.3 in Section 4.

2. Sojourn time of a synchronized virtual request : For giving another
interpretation of the sojourn time of a virtual τ -request, we send a state-
dependent Poisson process of virtual τ -requests to the system whose arrival
intensity is α(n) > 0 at time t if N(t) = n, i.e., the arrival process of the
virtual τ -requests is a Cox process, driven by the random intensity α(N(t)),
t ∈ R. Let Φs = {T sℓ , ℓ ∈ Z} be the point process of arrival times of the
Cox process with . . . < T s−1 < T s0 ≤ 0 < T s1 < . . .. The stationarity and
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ergodicity of N implies the stationarity and ergodicity of Φs. We assume
that the intensity λs of Φs is finite, i.e.

λs =
∑

n∈Z+

α(n)p(n) <∞. (2.7)

Let τ ∈ R+ be fixed in the following and X := (X(t), t ∈ R), where
X(t) := (N(t), Vv(t, τ)), t ∈ R. Then the stationarity and ergodicity of
N implies that (Φs, X) is jointly stationary and ergodic, too, because the
construction (2.5) of Vv(t, τ) is a measurable mapping of N compatible to
the shift operator θt and Φs is a Cox process driven by α(N(t)), t ∈ R, cf.
e.g. [DV]. Consider the canonical form of (Φs, X), i.e., the basic probability
space is the set of all realizations of (Φs, X), endowed with the appropri-
ate Borel σ-field, and P is the distribution of (Φs, X), cf. e.g. [BB]. The
Palm distribution P 0

s of (Φs, X) is uniquely defined, and for all measurable
functions f it holds

λs

∫

f(ϕs, x)P
0
s (d(ϕs, x)) = E

[

∫ 1

0
f(θtΦs, θtX)Φs(dt)

]

(2.8)

and P 0
s (T

s
0 = 0) = 1, cf. e.g. [Kal]. Now let D(R,Z+ ×R+) be the set of all

Z+ × R+ valued functions on R which are right-continuous with left-hand
limits and with a finite number of discontinuities in any finite interval. Since
Φs is a Cox process driven by the random measure ξ(dt) := α(N(t))dt, we
have the following well-known result.

Lemma 2.1 For measurable functions h : D(R,Z+ × R+) → R+ it holds

λs

∫

h(x)P 0
s (d(ϕs, x)) =

∑

n∈Z+

α(n)E[ I{N(0)=n}h(X)]. (2.9)

Proof Consider the canonical form of (Φs, ξ,X). Let P 0
(ξ,X) be the Palm

distribution of (ξ,X) and Πγ the distribution of a Poisson process with
intensity measure γ. Since the function h only depends on x and Φs is a
Cox process driven by the random measure ξ(dt) = α(N(t))dt, we obtain

∫

h(x)P 0
s (d(ϕs, x))

=

∫∫

h(x)Πγ(dµ)P
0
(ξ,X)(d(γ, x)) =

∫

h(x)P 0
(ξ,X)(d(γ, x)).
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Using the definition of the Palm measure for P 0
(ξ,X) and the stationarity of

the process N , i.e., θtN = (θtN(s), s ∈ R) has the same distribution as N
for t ∈ R, we can continue

∫

h(x)P 0
s (d(ϕs, x))

= λ−1
∗ E

[

∫ 1

0
h(θtX)ξ(dt)

]

= λ−1
∗ E

[

∫ 1

0
h(θtX)α(N(t))dt

]

= λ−1
∗

∫ 1

0
E[h(θtX)α(N(t))]dt = λ−1

∗

∫ 1

0
E[h(X)α(N(0))]dt

= λ−1
∗

∑

n∈Z+

α(n)E[ I{N(0)=n}h(X)].

Choosing h(x) ≡ 1, we obtain in particular λ∗ = λs finishing the proof.

Applying now Lemma 2.1 to the function h(X) := I{N(0) = n, Vv(0, τ) > x}
for n ∈ Z+, x ∈ R, we find

λsP
0
s (Vv(0, τ)>x,N(0)=n) = α(n)P (Vv(0, τ)>x,N(0)=n). (2.10)

In particular, for x < 0 it follows that the probability p̊s(n) that an arriving
virtual τ -request finds the system in state n is given by

p̊s(n) =
α(n)

λs
p(n), n ∈ Z+. (2.11)

Further, dividing (2.10) by α(n)p(n), n ∈ Z
′
+, and taking into account (2.11),

it follows

P 0
s (Vv(0, τ)>x |N(0)=n) = P (Vv(0, τ)>x |N(0)=n),

i.e., the sojourn time V̊s(τ |n) of an arriving virtual τ -request finding the
system in state n has the same distribution as Vv(τ |n):

V̊s(τ |n)
D
= Vv(τ |n), τ ∈ R+, n ∈ Z

′
+, (2.12)

where
D
= means equality in distribution. For the sojourn time V̊s(τ) of an

arbitrary arriving virtual τ -request hence we obtain

P (V̊s(τ)≤x) =
∑

n∈Z′

+

P (Vv(τ |n)≤x)p̊s(n). (2.13)
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Choosing α(n) = α, n ∈ Z+, for some α > 0, (2.7) implies λs = α, and
(2.11) yields p̊s(n) = p(n), n ∈ Z+. Because of (2.6) and (2.13), thus the
sojourn time of arriving virtual τ -requests equals in distribution Vv(τ) in
this case. Note that the clock governing the arrival process of the virtual
τ -requests is asynchronous to the clock governing the service process in this
case, in general. Choosing α(n) = αϕ(n), n ∈ Z+, for some α > 0, which we
will always assume in the following, the clock governing the arrival process
of the virtual τ -requests is synchronous to the clock governing the service
process. Therefore we denote the arriving virtual τ -requests as synchronized
virtual τ -requests. Note that (2.7), α(n) = αϕ(n), n ∈ Z+, and (2.3) imply
λs = αg, and λs <∞ is equivalent to (2.3). From (2.11) it follows that the
probability p̊s(n) that an arriving synchronized virtual τ -request finds the
system in state n is given by

p̊s(n) =
1

g
ϕ(n)p(n), n ∈ Z+. (2.14)

3. Service received by a virtual request : Let a virtual request with infinite
required service time (permanent virtual request) arrive at time 0, let U(t)
be the service received by the virtual request from time 0 until time t, and
for n ∈ Z

′
+ let U(t |n) be the service received by the virtual request from

time 0 until time t conditioned that N(0) = n. Obviously, it holds

U(t) =

∫ t

0
ϕ(N(u))du, t ∈ R+, (2.15)

U(t |n) =

∫ t

0
ϕ(N(u |n))du, t ∈ R+, n ∈ Z

′
+. (2.16)

Analogously to (2.6) we find

P (U(t)≤x) =
∑

n∈Z′

+

P (U(t |n)≤x)p(n). (2.17)

Note that in view of ϕ(m) > 0, m ∈ Z+, the processes U(t) and U(t |n),
n ∈ Z

′
+, are strictly increasing in t. Thus from the definitions of Vv(τ), U(t)

and Vv(τ |n), U(t |n) for τ, t ∈ R+ it follows that Vv(τ) = t is equivalent
to U(t) = τ and that Vv(τ |n) = t is equivalent to U(t |n) = τ for n ∈ Z

′
+.

Thus Fubini’s theorem, (2.15), the stationarity of N(t), t ∈ R+, and (2.3)
yield

∫

R+

P (Vv(τ)≤ t)dτ =

∫

R+

E[ I{τ≤U(t)}]dτ = E
[

∫

R+

I{τ≤U(t)}dτ
]
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= EU(t) = E
[

∫ t

0
ϕ(N(u))du

]

=

∫ t

0
E[ϕ(N(0))]du

= gt, t ∈ R+. (2.18)

Moreover, Fubini’s theorem and (2.18) provide
∫

R+

E[e−sVv(τ)]dτ = E
[

∫

R+

∫ ∞

Vv(τ)
se−stdtdτ

]

= E
[

∫

R2
+

I{Vv(τ)≤ t}se
−stdtdτ

]

=

∫

R2
+

P (Vv(τ)≤ t)se
−stdτdt

=

∫

R+

gtse−stdt =
g

s
, s ∈ (0,∞). (2.19)

Note that (2.19) implies

lim
τ→∞

Vv(τ) = lim
τ→∞

Vv(τ |n) = ∞ a.s., n ∈ Z
′
+. (2.20)

As ϕ(n) is positive, from (2.15), (2.4), and (2.3) we find

lim
t→∞

U(t)/t = g = E[ϕ(N(0))] > 0 a.s., (2.21)

which yields

lim
t→∞

U(t) = lim
t→∞

U(t |n) = ∞ a.s., n ∈ Z
′
+. (2.22)

Because of (2.20), (2.22), finally we find that Vv(·) is a.s. the inverse function
of U(·) and that Vv(· |n) is a.s. the inverse function of U(· |n) for n ∈ Z

′
+.

In view of (2.22) and (2.21), therefore the substitution τ = U(t) provides

lim
τ→∞

Vv(τ)/τ = lim
t→∞

t/U(t) = 1/g a.s., (2.23)

which, in view of (2.12), implies

lim
τ→∞

V̊s(τ)/τ = 1/g a.s. (2.24)

2.1 A random time transformation

Note that
∫ t
0 ϕ(N(u))du, t ∈ R, defines an additive functional generated by

the process N . The associated random time transformation is given a.s. by

ϑ(τ) := inf
{

t∈R :

∫ t

0
ϕ(N(u))du≥τ

}

, τ ∈ R. (2.25)
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As Vv(·) is a.s. the inverse function of U(·), from (2.25) and (2.15) it follows

ϑ(τ) = Vv(τ) a.s., τ ∈ R+. (2.26)

Let N̂ := (N̂(t), t ∈ R), where

N̂(t) := N(ϑ(t)), t ∈ R, (2.27)

be the time-changed process of N . Remember that if the system is in state
n then the clock governing the service process runs with speed ϕ(n). The
time transformation (2.25), (2.27) implies that the service clock is speeded
up by the factor 1/ϕ(n), and hence the service clock runs with speed 1 under
the time-changed dynamics.

Also, in view of (2.25) and (2.27), there is a one-to-one correspondence
between the sample paths of N and N̂ , and we have the following.

Lemma 2.2 For each trajectory and τ ∈ R it holds

ϑ(τ) =

∫ τ

0

1

ϕ(N̂(u))
du. (2.28)

Proof From (2.25) and (2.27) it follows

ϑ(τ) =

∫ τ

0
ϑ′(u)du =

∫ τ

0

1

ϕ(N(ϑ(u)))
du =

∫ τ

0

1

ϕ(N̂(u))
du.

Note that the time-changed process N̂ is not a stationary process in
general, although N is a stationary one. However, we will construct the
distribution of a stationary process with the time-changed dynamics.

Let Tℓ, ℓ ∈ Z, be the jump epochs of N , i.e. N(Tℓ−) 6= N(Tℓ), ordered
such that . . . < T−1 < T0 ≤ 0 < T1 < . . ., and Kℓ := N(Tℓ) be the state of
the system at Tℓ. Note that

N(t) =
∑

ℓ∈Z

I{Tℓ≤ t < Tℓ+1}Kℓ, t ∈ R, (2.29)

since the sample paths of N are in D(R,Z+). The marked point process
(MPP) Ψ := {[Tℓ,Kℓ], ℓ ∈ Z} is stationary and ergodic, too, since N is
stationary and ergodic and has the finite intensity λ, cf. (2.2). Note that Ψ
can be considered as the natural embedded MPP of N . Also, Ψ determines
N uniquely, cf. (2.29). Consider the canonical representation of Ψ with
distribution P , cf. [BB]. More precisely, (MK ,MK , P ) is the probability
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space and Ψ the identical mapping Ψ :MK →MK . The setMK is the set of
all simple counting measures ψ(·) =

∑

ℓ∈Z δ[tℓ,kℓ](·) on R×Z+ endowed with
the appropriate Borel σ-field MK such that . . . < t−1 < t0 ≤ 0 < t1 < . . .
and limℓ→±∞ tℓ = ±∞. Note that ψ ∈ MK can be represented by the
sequence ψ = {[tℓ, kℓ], ℓ ∈ Z}, which we will use in the following. Further,
the Tℓ and Kℓ correspond to the mappings Tℓ(ψ) = tℓ and Kℓ(ψ) = kℓ
for ψ ∈ MK . The shift operator θt applied to the measure ψ ∈ MK is
defined by θtψ =

∑

ℓ∈Z δ[Tℓ(ψ)−t,Kℓ(ψ)]. Note that Tℓ(θtψ) = Tℓ+c(t)(ψ) − t,
Kℓ(θtψ) = Kℓ+c(t)(ψ), where c(t) is the number of points of ψ in (0, t] if
t > 0 and the negative number of points in (t, 0] if t ≤ 0. Since (Ψ, P ) is
stationary, it holds P (A) = P (θtA), t ∈ R, A ∈ MK . Let P 0 be the Palm
distribution of (Ψ, P ). It holds P 0(T0 = 0) = 1, i.e., P 0 is concentrated
on M0

K := {ψ ∈ MK : t0 = 0}, M0
K := {A ⊆ M0

K : A ∈ MK}, and P 0

is invariant with respect to the mapping θ defined by θψ := θT1(ψ)ψ for
ψ ∈MK , i.e.

P 0(A) = P 0(θ−1A), A ∈ M0
K , (2.30)

EP 0 [T1] = λ−1. (2.31)

Also, P 0 is ergodic since P is ergodic. The invariance property (2.30) and the
ergodicity of P 0 imply that the sequence {[Aℓ,Kℓ], ℓ ∈ Z} of the spacings
Aℓ, where Aℓ(ψ) := Tℓ+1(ψ) − Tℓ(ψ), and marks Kℓ is a stationary and
ergodic sequence with respect to P 0. Also, because of P 0(T0 = 0) = 1, there
is a one-to-one correspondence between the distribution of {[Aℓ,Kℓ], ℓ ∈ Z}
and the Palm distribution of the MPP Ψ, cf. e.g. [BB], [BFL], and [FKAS].

Consider now the time-changed MPP Ψ̂ := {[T̂ℓ, K̂ℓ], ℓ ∈ Z}, where
K̂ℓ = Kℓ, ℓ ∈ Z, and, in view of (2.25) and (2.29),

T̂ℓ :=

∫ Tℓ

0
ϕ(N(u))du =



















ϕ(K0)T0 −
−1
∑

j=ℓ

ϕ(Kj)(Tj+1−Tj), ℓ ≤ 0,

ϕ(K0)T1 +
ℓ−1
∑

j=1
ϕ(Kj)(Tj+1−Tj), ℓ > 0.

(2.32)

Note that (2.32) defines a one-to-one mapping ĥ : MK → MK and that
Ψ̂ = ĥ(Ψ). Because of the construction, it holds ĥ(θΨ) = θĥ(Ψ), and from
(2.32) we obtain that the distribution P̂ 0(A) := P 0(Ψ̂ ∈ A) = P 0(ĥ−1(A)),
A ∈ M0

K , of Ψ̂ on (M0
K ,M

0
K) is invariant with respect to θ and ergodic and

that P 0(T̂0 = 0) = 1. Note that for A ∈ M0
K it holds ĥ(A) ∈ M0

K and
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vice versa and that {[Âℓ, K̂ℓ], ℓ ∈ Z}, where Âℓ := T̂ℓ+1 − T̂ℓ = ϕ(Kℓ)Aℓ,
K̂ℓ = Kℓ, ℓ ∈ Z, is a stationary and ergodic sequence with respect to P 0 as
basic probability measure on (M0

k ,M
0
k) in view of

P 0(ψ : Aℓ+1(ĥ(ψ))=Aℓ(ĥ(θψ))) = 1.

From the inversion formula of Ryll-Nardzewski and Slivnyak, cf. e.g. [BB]
(1.2.25), or the inversion formula for embedded MPPs, cf. e.g. [FKAS]
(1.5.2), and (2.32), (2.3) it follows

EP 0 [T̂1] = EP 0

[

∫ T1

0
ϕ(N(t))dt

]

= λ−1E[ϕ(N(0))] = λ−1g. (2.33)

Let P̃ be the uniquely determined θt-invariant distribution on (MK ,MK)
given by the inversion formula from the Palm distribution P̂ 0

P̃ (A) = λ̃

∫ ∞

0
P 0(T̂1>t, θtΨ̂∈A)dt, A ∈ MK , (2.34)

whose intensity λ̃ = 1/EP 0 [T̂1] is finite and given by

λ̃ = λ/g, (2.35)

cf. (2.31), (2.33). Taking into account T̂1 = ϕ(K0)T1, Ψ̂ = h(Ψ), using
Fubini’s Theorem, applying the substitution s := t/ϕ(K0), and using the
fact that for s ∈ R+

I{t1>s, θsϕ(k0)ĥ(ψ)∈A} = I{t1>s, ĥ(θsψ)∈A}, ψ ∈MK , (2.36)

from (2.34) for A ∈ MK we obtain

P̃ (A) = λ̃

∫ ∞

0
EP 0 [ I{ϕ(K0)T1>t, θtĥ(Ψ)∈A}]dt

= λ̃EP 0

[

∫ ∞

0
I{ϕ(K0)T1>t, θtĥ(Ψ)∈A}dt

]

= λ̃EP 0

[

∫ ∞

0
I{T1>s, θsϕ(K0)ĥ(Ψ)∈A}ϕ(K0)ds

]

= λ̃EP 0

[

∫ ∞

0
I{T1>s, ĥ(θsΨ)∈A}ϕ(K0)ds

]

= λ̃

∫ ∞

0
EP 0 [ I{T1>s, ĥ(θsΨ)∈A}ϕ(K0)]ds
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= λ̃

∫ ∞

0

∑

n∈Z+

ϕ(n)EP 0 [ I{T1>s, ĥ(θsΨ)∈A,K0=n}]ds

= λ̃
∑

n∈Z+

ϕ(n)

∫ ∞

0
P 0(T1>s, θsΨ∈ ĥ−1(A),K0=n)ds.

Applying now the inversion formula to P 0 and taking into account (2.35),
we obtain

P̃ (A) =
1

g

∑

n∈Z+

ϕ(n)P (Ψ∈ ĥ−1(A),K0=n), A ∈ MK . (2.37)

Since P̂ 0 is ergodic with respect to θ, P̃ is an ergodic distribution with
respect to θt, t ∈ R, too. Let Ψ̃ = {[T̃ℓ, K̃ℓ], ℓ ∈ Z} be an MPP with
distribution P̃ . Then

Ñ(t) :=
∑

ℓ∈Z

I{T̃ℓ≤ t<T̃ℓ+1}K̃ℓ, t ∈ R, (2.38)

provides a stationary and ergodic process Ñ := (Ñ(t), t ∈ R), corresponding
to a time-stationary version of the time-changed process N̂ = (N̂(t), t ∈ R).

Summarizing, we have the following theorem.

Theorem 2.1 Assume that the process N = (N(t), t ∈ R) satisfies (A1).
Let Ψ = {[Tℓ,Kℓ], ℓ ∈ Z} be the given embedded MPP of jump epochs Tℓ
and marks Kℓ = N(Tℓ), ℓ ∈ Z, where . . . < T0 ≤ 0 < T1 < . . ..

Then (2.37) defines the distribution of a stationary and ergodic MPP
Ψ̃ = {[T̃ℓ, K̃ℓ], ℓ ∈ Z} and via (2.38) a related stationary and ergodic process
Ñ = (Ñ(t), t ∈ R) being a time-stationary and ergodic version of the time-
changed process N̂ = (N̂(t), t ∈ R) with a finite intensity of jumps.

For n ∈ Z
′
+ let N̂n := (N̂(t |n), t ∈ R) and Ñn := (Ñ(t |n), t ∈ R) be

processes with distributions P ((N̂(t), t ∈ R) ∈ (·) | N̂(0) = n), cf. (2.27),
and P ((Ñ(t), t ∈ R) ∈ (·) | Ñ(0) = n), respectively. Further, let us denote
by p̃(n) := P (Ñ(0) = n), n ∈ Z+, the marginal probabilities of Ñ .

Lemma 2.3 Assume that (A1) is fulfilled. Then it holds

p̃(n) = p̊s(n), n ∈ Z+, (2.39)

Ñn
D
= N̂n, n ∈ Z

′
+, (2.40)
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E
[ 1

ϕ(Ñ(0))

]

= 1/g, (2.41)

lim
T→∞

1

T

∫ T

0

1

ϕ(Ñ(τ))
dτ = 1/g a.s. (2.42)

Proof Applying (2.37) to A := {K0 = n} = {N(0) = n} and taking into
account ĥ−1(A) = {K0 = n}, we obtain

p̃(n) =
1

g
ϕ(n)p(n), (2.43)

and thus (2.39) in view of (2.14). From Theorem 2.1, (2.37), (2.43), and
because of N̂(0) = N(0), we find that

P (Ñn∈A) =
1

p̃(n)
P (Ñn∈A, Ñ(0)=n)

=
1

p̃(n)

1

g
ϕ(n)P ((N̂(t), t∈R)∈A,N(0)=n)

=
1

p(n)
P ((N̂(t), t∈R)∈A,N(0)=n)

= P ((N̂(t), t∈R)∈A | N̂(0)=n),

finishing the proof of (2.40). Assertion (2.41) follows directly from (2.43).
Since Ñ is an ergodic process, assertion (2.42) follows immediately due to
Birkhoff’s ergodic theorem and (2.41).

The following lemma provides the key representations for the sojourn
times Vv(τ) and V̊s(τ) in terms of the stationary process Ñ(t), t ∈ R+.

Lemma 2.4 Assume that (A1) is fulfilled. Then it holds

Vv(τ |n)
D
=

∫ τ

0

1

ϕ(Ñ(u |n))
du, τ ∈ R+, n ∈ Z

′
+, (2.44)

V̊s(τ)
D
=

∫ τ

0

1

ϕ(Ñ(u))
du, τ ∈ R+, (2.45)

and for any measurable non negative function f(x), x ∈ (0,∞), it holds

E[f(Vv(τ)/τ)] = gE
[

f
(1

τ

∫ τ

0

1

ϕ(Ñ(u))
du

) 1

ϕ(Ñ(0))

]

, τ ∈ (0,∞).

(2.46)
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Proof For n ∈ Z
′
+ from (2.26), (2.28), and (2.40) we obtain

Vv(τ |n) =

∫ τ

0

1

ϕ(N̂(u |n))
du

D
=

∫ τ

0

1

ϕ(Ñ(u |n))
du,

and from (2.13), (2.44), and (2.39) it follows that

P (V̊s(τ)≤x) =
∑

n∈Z′

+

P (Vv(τ |n)≤x)p̊s(n)

=
∑

n∈Z′

+

P
(

∫ τ

0

1

ϕ(Ñ(u |n))
du≤x

)

p̃(n)

= P
(

∫ τ

0

1

ϕ(Ñ(u))
du≤x

)

.

Taking into account (2.14), (2.44), and (2.39), we find

E[f(Vv(τ)/τ)] =
∑

n∈Z′

+

E[f(Vv(τ |n)/τ)]p(n)

= g
∑

n∈Z′

+

E[f(Vv(τ |n)/τ)]
1

ϕ(n)
p̊s(n)

= g
∑

n∈Z′

+

E
[

f
(1

τ

∫ τ

0

1

ϕ(Ñ(u |n))
du

) 1

ϕ(Ñ(0 |n))

]

p̃(n),

which provides (2.46).

2.2 Expectation of functions of additive functionals

In order to exploit the representations (2.44)–(2.46) and (2.15), we will de-
rive some results on the expectation of functions of smooth additive func-
tionals in the following. Let Y (t), t ∈ R+, be a stationary càdlàg process
with values in (0,∞), and assume that EY (0) <∞. Further, let

Z(τ) :=

∫ τ

0
Y (t)dt, τ ∈ R+. (2.47)

Note that Z(τ), τ ∈ R+, is an additive functional with density Y (t), t ∈ R+.
Because of the stationarity of the process Y (t), t ∈ R+, from (2.47) it follows
immediately, cf. [Hor],

EZ(τ) =

∫ τ

0
E[Y (t)]dt = τEZ(1) = τEY (0), τ ∈ (0,∞). (2.48)
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Note that due to Birkhoff’s ergodic theorem

Y0 := lim
τ→∞

Z(τ)/τ (2.49)

exists a.s. and that

EY0 = EY (0). (2.50)

Theorem 2.2 Let f(x), x ∈ (0,∞), non negative and convex. Then for
τ1, τ2 ∈ (0,∞) it holds

E[(τ1+τ2)f(Z(τ1+τ2)/(τ1+τ2))]

≤ E[τ1f(Z(τ1)/τ1)] + E[τ2f(Z(τ2)/τ2)], (2.51)

i.e., E[τf(Z(τ)/τ)] is subadditive for τ ∈ (0,∞).
Let f(x), x ∈ (0,∞), non negative and concave. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(Z(τ1+τ2)/(τ1+τ2))]

≥ E[τ1f(Z(τ1)/τ1)] + E[τ2f(Z(τ2)/τ2)], (2.52)

i.e., E[τf(Z(τ)/τ)] is superadditive for τ ∈ (0,∞).

Proof We will give the proof of (2.51), the proof of (2.52) runs analogously.
As the function f(x), x ∈ (0,∞), is convex, from (2.47) for τ1, τ2 ∈ (0,∞)
it follows that

E[f(Z(τ1+τ2)/(τ1+τ2))]

= E
[

f
( τ1
τ1+τ2

1

τ1

∫ τ1

0
Y (t)dt+

τ2
τ1+τ2

1

τ2

∫ τ1+τ2

τ1

Y (t)dt
)]

≤
τ1

τ1+τ2
E
[

f
( 1

τ1

∫ τ1

0
Y (t)dt

)]

+
τ2

τ1+τ2
E
[

f
( 1

τ2

∫ τ1+τ2

τ1

Y (t)dt
)]

= (E[τ1f(Z(τ1)/τ1)] + E[τ2f(Z(τ2)/τ2)])/(τ1+τ2),

where the last equality follows due to the stationarity of the process Y (t),
t ∈ R+.
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Theorem 2.3 Let f(x), x ∈ (0,∞), non negative and convex. Then for
τ ∈ (0,∞) it holds

f(E[Y (0)]) ≤ E[f(Y0)] ≤ lim inf
t→∞

E[f(Z(t)/t)]

≤ E[f(Z(τ)/τ)] ≤ lim
t↓0

E[f(Z(t)/t)] = E[f(Y (0))]. (2.53)

If additionally E[f(Z(τ)/τ)] <∞ for some τ ∈ (0,∞), then

E[f(Y0)] = lim inf
t→∞

E[f(Z(t)/t)], (2.54)

and if E[f(Z(t)/t)] is bounded in a neighborhood of some τ ∈ (0,∞), then

E[f(Y0)] = lim
t→∞

E[f(Z(t)/t)]. (2.55)

Let f(x), x ∈ (0,∞), non negative and concave. Then for τ ∈ (0,∞) it
holds

E[f(Y (0))] = lim
t↓0

E[f(Z(t)/t)] ≤ E[f(Z(τ)/τ)]

≤ lim
t→∞

E[f(Z(t)/t)] = E[f(Y0)] ≤ f(E[Y (0)]). (2.56)

Proof (i) Let f(x), x ∈ (0,∞), non negative and convex. We use the
subadditivity of E[τf(Z(τ)/τ)], τ ∈ (0,∞), in the following, cf. [BO]. By
induction on n from (2.51) we find that

E[f(Z(nτ)/(nτ))] ≤ E[f(Z(τ)/τ)], τ ∈ (0,∞), n ∈ N, (2.57)

which implies

lim inf
t→∞

E[f(Z(t)/t)] ≤ E[f(Z(τ)/τ)] ≤ lim sup
t↓0

E[f(Z(t)/t)]

for τ ∈ (0,∞). Further, Jensen’s inequality and Fubini’s theorem provide

E[f(Z(τ)/τ)] = E
[

f
(1

τ

∫ τ

0
Y (t)dt

)]

≤ E
[1

τ

∫ τ

0
f(Y (t))dt

]

=
1

τ

∫ τ

0
E[f(Y (t))]dt = E[f(Y (0))],

where the last equality follows from the stationarity of the process Y (t),
t ∈ R+. Thus it holds

lim sup
t↓0

E[f(Z(t)/t)] ≤ E[f(Y (0))].
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On the other hand, Fatou’s lemma provides

lim inf
t↓0

E[f(Z(t)/t)] ≥ E[lim inf
t↓0

f(Z(t)/t)]

= E[f(lim inf
t↓0

Z(t)/t)] = E[f(Y (0))]

as well as

lim inf
t→∞

E[f(Z(t)/t)] ≥ E[lim inf
t→∞

f(Z(t)/t)]

= E[f(lim inf
t→∞

Z(t)/t)] = E[f(Y0)] ≥ f(E[Y0]) = f(E[Y (0)])

due to (2.49), Jensen’s inequality, and (2.50). Summarizing, we have proved
(2.53).

(ii) Assume that E[f(Z(τ)/τ)] < ∞ for some τ ∈ (0,∞). Then for
m ∈ N we find

lim inf
t→∞

E[f(Z(t)/t)]

= lim inf
t→∞

(E[min(f(Z(t)/t),m)] + E[max(f(Z(t)/t)−m, 0)])

= E[ lim
t→∞

min(f(Z(t)/t),m)] + lim inf
t→∞

E[max(f(Z(t)/t)−m, 0)],

where the last equality follows from dominated convergence of the first
summand on the r.h.s. Taking into account (2.49) and applying (2.57) to
g(ξ) := max(f(ξ)−m, 0) instead of f(ξ), we obtain

lim inf
t→∞

E[f(Z(t)/t)]

≤ E[min(f(Y0),m)] + lim inf
n→∞

E[max(f(Z(nτ)/(nτ))−m, 0)]

≤ E[f(Y0)] + E[max(f(Z(τ)/τ)−m, 0)].

In view of (2.53), taking the limit m→ ∞ provides (2.54) due to dominated
convergence.

(iii) Assume that E[f(Z(t)/t)] is bounded in a neighborhood of some
τ ∈ (0,∞). Then there exist m ∈ N and M ∈ R+ such that

E[f(Z(t)/t)] ≤M, t ∈ [τ, τ+τ/m).

Let t ∈ [mτ,∞). Then there exists n ∈ N such that t ∈ [nτ, (n+1)τ) and
n ≥ m, which implies t/n ∈ [τ, τ + τ/n) ⊆ [τ, τ + τ/m). Thus from (2.57)
we find

E[f(Z(t)/t)] ≤M, t ∈ [mτ,∞). (2.58)

17



Let t ∈ [mτ,∞), and let t′ ∈ [2t,∞). Then there exists n ∈ N such that
t′ ∈ [(n+ 1)t, (n+ 2)t), and from (2.51) it follows that

E[t′f(Z(t′)/t′)]

≤ E[(t′−nt)f(Z(t′−nt)/(t′−nt))] + E[ntf(Z(nt)/(nt))],

which implies

E[f(Z(t′)/t′)] ≤ (2t/t′)E[f(Z(t′−nt)/(t′−nt))] + E[f(Z(nt)/(nt))].

Because of t′ − nt ≥ t ≥ mτ , thus from (2.58) and (2.57) we obtain

E[f(Z(t′)/t′)] ≤ (2t/t′)M + E[f(Z(t)/t)].

Letting now t′ → ∞ and then t→ ∞ provides

lim sup
t′→∞

E[f(Z(t′)/t′)] ≤ lim inf
t→∞

E[f(Z(t)/t)],

which yields (2.55) in view of (2.54).
(iv) Let f(x), x ∈ (0,∞), non negative and concave. By induction on n

from (2.52) it follows

E[f(Z(nτ)/(nτ))] ≥ E[f(Z(τ)/τ)], τ ∈ (0,∞), n ∈ N,

which implies

lim inf
t↓0

E[f(Z(t)/t)] ≤ E[f(Z(τ)/τ)] ≤ lim sup
t→∞

E[f(Z(t)/t)]

for τ ∈ (0,∞). Again, Fatou’s lemma provides

lim inf
t↓0

E[f(Z(t)/t)] ≥ E[lim inf
t↓0

f(Z(t)/t)]

= E[f(lim inf
t↓0

Z(t)/t)] = E[f(Y (0))]

as well as

lim inf
t→∞

E[f(Z(t)/t)] ≥ E[lim inf
t→∞

f(Z(t)/t)]

= E[f(lim inf
t→∞

Z(t)/t)] = E[f(Y0)]

due to (2.49). As f(x), x ∈ (0,∞), is a concave function, there exists an
affine function g(x) such that f(x) ≤ g(x), x ∈ (0,∞). From (2.48) for
t ∈ (0,∞) it follows

E[g(Z(t)/t)] = g(E[Z(t)/t]) = g(E[Y (0)]).
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Thus Fatou’s lemma provides

g(E[Y (0)])− lim sup
t↓0

E[f(Z(t)/t)]

= lim inf
t↓0

E[g(Z(t)/t)−f(Z(t)/t)]

≥ E[lim inf
t↓0

(g(Z(t)/t)−f(Z(t)/t))]

= E[g(Y (0))−f(Y (0))] = g(E[Y (0)])− E[f(Y (0))],

which implies

lim sup
t↓0

E[f(Z(t)/t)] ≤ E[f(Y (0))].

Analogously, in view of (2.49) and (2.50), we find

g(E[Y (0)])− lim sup
t→∞

E[f(Z(t)/t)]

= lim inf
t→∞

E[g(Z(t)/t)−f(Z(t)/t)]

≥ E[lim inf
t→∞

(g(Z(t)/t)−f(Z(t)/t))]

= E[g(Y0)−f(Y0)] = g(E[Y (0)])− E[f(Y0)],

which implies

lim sup
t→∞

E[f(Z(t)/t)] ≤ E[f(Y0)] ≤ f(E[Y0]) = f(E[Y (0)])

due to Jensen’s inequality and (2.50). Summarizing, we have proved (2.56).

Note that (2.55) holds if E[f(Y (0))] < ∞. The function f(x) := xk,
x ∈ (0,∞), is convex for k ∈ R \ (0, 1) and concave for k ∈ [0, 1]. Thus
Theorem 2.2 and 2.3 provide results on the moments of Z(τ) in particu-
lar. However, for the moments of Z(τ) slightly stronger statements can be
proved.

Corollary 2.1 For τ1, τ2 ∈ (0,∞) it holds

(E[Zk(τ1+τ2)])
1/k ≥ (E[Zk(τ1)])

1/k + (E[Zk(τ2)])
1/k,

k ∈ (−∞, 1] \ {0}, (2.59)
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(E[Zk(τ1+τ2)])
1/k ≤ (E[Zk(τ1)])

1/k + (E[Zk(τ2)])
1/k,

k ∈ [1,∞), (2.60)

i.e., (E[Zk(τ)])1/k is for fixed k ∈ (−∞, 1]\{0} a superadditive and for fixed
k ∈ [1,∞) a subadditive function of τ ∈ (0,∞).

Further, (E[Zk(τ)])1/k is for fixed τ ∈ (0,∞) a non decreasing function
of k ∈ R \ {0}.

Proof We will give the proof of (2.60), the proof of (2.59) runs analogously.
Assume that E[Zk(τ1)] and E[Zk(τ2)] are finite. As the function f(x) := xk,
x ∈ (0,∞), is convex for k ∈ [1,∞), for τ1, τ2 ∈ (0,∞) and ξ ∈ (0, 1) from
(2.47) it follows

E[Zk(τ1+τ2)] = E
[(

∫ τ1+τ2

0
Y (t)dt

)k ]

= E
[(

ξ
1

ξ

∫ τ1

0
Y (t)dt+ (1−ξ)

1

1−ξ

∫ τ1+τ2

τ1

Y (t)dt
)k ]

≤ ξE
[(1

ξ

∫ τ1

0
Y (t)dt

)k ]

+ (1−ξ)E
[( 1

1−ξ

∫ τ1+τ2

τ1

Y (t)dt
)k ]

= ξ1−kE[Zk(τ1)] + (1−ξ)1−kE[Zk(τ2)],

where the last equality follows due to the stationarity of the process Y (t),
t ∈ R+. Choosing

ξ := (E[Zk(τ1)])
1/k/((E[Zk(τ1)])

1/k+(E[Zk(τ2)])
1/k),

which minimizes the r.h.s., provides (2.60). Further, the monotonicity of
(E[Zk(τ)])1/k with respect to k follows from Hölder’s inequality.

Corollary 2.2 For τ ∈ (0,∞) it holds

(E[Y (0)])k ≤ E[Y k
0 ] ≤ lim

t→∞
E[(Z(t)/t)k ] ≤ E[(Z(τ)/τ)k ]

≤ lim
t↓0

E[(Z(t)/t)k ] = E[(Y (0))k ], k ∈ R \ (0, 1), (2.61)

E[(Y (0))k ] = lim
t↓0

E[(Z(t)/t)k ] ≤ E[(Z(τ)/τ)k ]

≤ lim
t→∞

E[(Z(t)/t)k ] = E[Y k
0 ] ≤ (E[Y (0)])k, k ∈ [0, 1]. (2.62)
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For fixed k ∈ R it holds

lim
t→∞

E[(Z(t)/t)k ] = E[Y k
0 ] or lim

t→∞
E[(Z(t)/t)k ] = ∞. (2.63)

Proof Note that only (2.63) for k ∈ R \ (0, 1) remains to be proved. If
E[(Z(τ)/τ)k ] = ∞ for all τ ∈ (0,∞), then limt→∞E[(Z(t)/t)k ] = ∞. If
E[(Z(τ)/τ)k ] <∞ for some τ ∈ (0,∞), then it holds E[(Z(t)/t)k ] <∞ for
t ∈ (0, τ ] or t ∈ [τ,∞) due to the monotonicity of E[(Z(t))k ] with respect to
t ∈ (0,∞), which implies limt→∞E[(Z(t)/t)k ] = E[Y k

0 ] because of (2.55).

Apart from the moments, there are also other interesting applications.

Corollary 2.3 For any a ∈ R+ it holds

E[min(a(x−Y (0)), 1)] ≤ P (Z(τ)/τ≤x) ≤ E[max(a(x−Y (0))+1, 0)],

τ ∈ (0,∞), x ∈ (0,∞). (2.64)

Proof Let a ∈ R+ and x ∈ (0,∞) be fixed. As f(ξ) := max(a(x−ξ)+1, 0),
ξ ∈ (0,∞), is non negative and convex, from (2.53) it follows

P (Z(τ)/τ≤x) = E[I{Z(τ)/τ≤x}]

≤ E[max(a(x−Z(τ)/τ)+1, 0)] ≤ E[max(a(x−Y (0))+1, 0)].

As also f(ξ) := max(−a(x−ξ)+1, 0), ξ ∈ (0,∞), is non negative and convex,
from (2.53) we obtain

P (Z(τ)/τ≤x) = 1− E[I{Z(τ)/τ >x}]

≥ 1− E[max(−a(x−Z(τ)/τ)+1, 0)]

≥ 1− E[max(−a(x−Y (0))+1, 0)] = E[min(a(x−Y (0)), 1)].

3 Sojourn times under random service speed

We consider an infinite-server system where the service speed at time t
depends on the random state N(t) ∈ Z+ of the infinite-server system at time
t and is given by ϕ(N(t)) > 0. With respect to the process (N(t), t ∈ R)
we assume that (A1) is fulfilled.

First we will prove general relations between the Laplace-Stieltjes trans-
forms (LSTs) and moments of the sojourn time Vv(τ) of a virtual τ -request
and of the sojourn time V̊s(τ) of an arriving synchronized virtual τ -request.

21



Theorem 3.1 Assume that (A1) is fulfilled. Then it holds

E[e−sV̊s(τ)] = 1−
s

g

∫ τ

0
E[e−sVv(t)]dt (3.1)

=
s

g

∫ ∞

τ
E[e−sVv(t)]dt, s ∈ (0,∞), τ ∈ R+, (3.2)

and for k ∈ (−∞, 0) it holds

E[V̊ k
s (τ)] =

−k

g

∫ ∞

τ
E[V k−1

v (t)]dt, τ ∈ (0,∞), (3.3)

for k ∈ (0,∞) it holds

E[V̊ k
s (τ)] =

k

g

∫ τ

0
E[V k−1

v (t)]dt, τ ∈ R+. (3.4)

Proof Using Lemma 2.4, the abbreviation Y (t) := 1/ϕ(Ñ(t)), t ∈ R+,
Fubini’s theorem, and the stationarity of the process Y (t), t ∈ R+, we
obtain

1− E[e−sV̊s(τ)] = E
[

1− e−s
∫
τ

0
Y (u)du

]

= E
[

∫ τ

0
sY (τ−t)e−s

∫
t

0
Y (v+τ−t)dvdt

]

= s

∫ τ

0
E
[

Y (τ−t)e−s
∫
t

0
Y (v+τ−t)dv

]

dt

= s

∫ τ

0
E
[

Y (0)e−s
∫
t

0
Y (v)dv

]

dt

= s

∫ τ

0

(

∑

n∈Z′

+

1

ϕ(n)
E
[

e−s
∫
t

0
1/ϕ(Ñ(v |n))dv

]

p̃(n)
)

dt.

Therefore from Lemma 2.4, (2.39), and (2.14) we find

1− E[e−sV̊s(τ)] = s

∫ τ

0

(

∑

n∈Z′

+

1

ϕ(n)
E[e−sVv(t |n)] p̃(n)

)

dt

=
s

g

∫ τ

0

(

∑

n∈Z′

+

E[e−sVv(t |n)] p(n)
)

dt =
s

g

∫ τ

0
E[e−sVv(t)]dt,

which is equivalent to (3.1). Note that (3.2) follows from (3.1) and (2.19).
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Let k ∈ (−∞, 0) and τ ∈ (0,∞). Replacing s by s + ξ in (3.2), in-
tegrating on ξ ∈ R+ with weight ξ−k−1, applying Fubini’s theorem, using
the substitution x = ξV̊s(τ) and x = ξVv(t), respectively, and taking into
account that Γ(−k + 1) = (−k)Γ(−k) yield

E[V̊ k
s (τ)e

−sV̊s(τ)] =
−k

g

∫ ∞

τ
E[V k−1

v (t)e−sVv(t)]dt

+
1

g

∫ ∞

τ
E[sV k

v (t)e
−sVv(t)]dt.

In view of xe−x < 1, x ∈ R+, it holds sV k
v (t)e

−sVv(t) ≤ V k−1
v (t), and thus

we obtain (3.3) by taking the limit s ↓ 0 due to monotone convergence and
dominated convergence of the second summand on the r.h.s. if the limit of
the first summand is finite.

Let k ∈ (0,∞) and τ ∈ R+. Analogously to the first part of the proof
we find

E[V̊ k
s (τ)] = E

[(

∫ τ

0
Y (u)du

)k ]

= E
[

∫ τ

0
kY (τ−t)

(

∫ t

0
Y (v+τ−t)dv

)k−1
dt
]

= k

∫ τ

0
E
[

Y (τ−t)
(

∫ t

0
Y (v+τ−t)dv

)k−1 ]

dt

= k

∫ τ

0
E
[

Y (0)
(

∫ t

0
Y (v)dv

)k−1 ]

dt

= k

∫ τ

0

(

∑

n∈Z′

+

1

ϕ(n)
E
[(

∫ t

0

1

ϕ(Ñ(v |n))
dv

)k−1 ]

p̃(n)
)

dt

= k

∫ τ

0

(

∑

n∈Z′

+

1

ϕ(n)
E[V k−1

v (t |n)] p̃(n)
)

dt

=
k

g

∫ τ

0

(

∑

n∈Z′

+

E[V k−1
v (t |n)] p(n)

)

dt =
k

g

∫ τ

0
E[V k−1

v (t)]dt.

Thus (3.4) is proved.

Choosing k = 1 in (3.4) provides the following.
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Corollary 3.1 Assume that (A1) is fulfilled. Then it holds

EV̊s(τ) =
τ

g
, τ ∈ R+. (3.5)

Remark 3.1 Note that due to (3.4), the variance of the sojourn time V̊s(·)
of an arriving synchronized virtual request is given by the expectation of the
sojourn time Vv(·) of a virtual request.

3.1 Sojourn time of a synchronized virtual request

In this section we will prove some results on the sojourn time V̊s(τ) of an
arriving synchronized virtual τ -request. We assume again that N(t), t ∈ R+,
satisfies (A1).

Theorem 3.2 Assume that (A1) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(V̊s(τ1+τ2)/(τ1+τ2))]

≤ E[τ1f(V̊s(τ1)/τ1)] + E[τ2f(V̊s(τ2)/τ2)], (3.6)

i.e., E[τf(V̊s(τ)/τ)] is subadditive for τ ∈ (0,∞).
Let f(x), x ∈ (0,∞), non negative and concave. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(V̊s(τ1+τ2)/(τ1+τ2))]

≥ E[τ1f(V̊s(τ1)/τ1)] + E[τ2f(V̊s(τ2)/τ2)], (3.7)

i.e., E[τf(V̊s(τ)/τ)] is superadditive for τ ∈ (0,∞).

Proof Note that Y (t) := 1/ϕ(Ñ(t)), t ∈ R+, is a stationary process with
values in (0,∞). Moreover, it holds EY (0) < ∞ due to (2.41), (2.3). In
view of (2.45) and (2.47), thus we obtain Theorem 3.2 from Theorem 2.2.

Theorem 3.3 Assume that (A1) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for τ ∈ (0,∞) it

holds

f(1/g) ≤ lim inf
t→∞

E[f(V̊s(t)/t)] ≤ E[f(V̊s(τ)/τ)]

≤ lim
t↓0

E[f(V̊s(t)/t)] =
1

g

∞
∑

n=0

f(1/ϕ(n))ϕ(n)p(n). (3.8)
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If additionally E[f(V̊s(τ)/τ)] <∞ for some τ ∈ (0,∞), then

f(1/g) = lim inf
t→∞

E[f(V̊s(t)/t)], (3.9)

and if E[f(V̊s(t)/t)] is bounded in a neighborhood of some τ ∈ (0,∞), then

f(1/g) = lim
t→∞

E[f(V̊s(t)/t)]. (3.10)

Let f(x), x ∈ (0,∞), non negative and concave. Then for τ ∈ (0,∞) it
holds

1

g

∞
∑

n=0

f(1/ϕ(n))ϕ(n)p(n) = lim
t↓0

E[f(V̊s(t)/t)]

≤ E[f(V̊s(τ)/τ)] ≤ lim
t→∞

E[f(V̊s(t)/t)] = f(1/g). (3.11)

Proof Remember that Y (t) := 1/ϕ(Ñ(t)), t ∈ R+, is a stationary process
with values in (0,∞) and that EY (0) <∞. In view of (2.45), (2.47), (2.49),
(2.24), (2.39), and (2.14), thus we obtain Theorem 3.3 from Theorem 2.3.

Note that choosing f(x) := xk, x ∈ (0,∞), for fixed k ∈ R in Theo-
rem 3.2 and 3.3 provides results for the kth moment of V̊s(τ). However,
Corollary 2.1 and 2.2 yield slightly stronger results.

Corollary 3.2 Assume that (A1) is fulfilled. For τ1, τ2 ∈ (0,∞) it holds

(E[V̊ k
s (τ1+τ2)])

1/k ≥ (E[V̊ k
s (τ1)])

1/k + (E[V̊ k
s (τ2)])

1/k,

k ∈ (−∞, 1] \ {0}, (3.12)

(E[V̊ k
s (τ1+τ2)])

1/k ≤ (E[V̊ k
s (τ1)])

1/k + (E[V̊ k
s (τ2)])

1/k,

k ∈ [1,∞), (3.13)

i.e., (E[V̊ k
s (τ)])

1/k is for fixed k ∈ (−∞, 1]\{0} a superadditive and for fixed
k ∈ [1,∞) a subadditive function of τ ∈ (0,∞).

Further, (E[V̊ k
s (τ)])

1/k is for fixed τ ∈ (0,∞) a non decreasing function
of k ∈ R \ {0}.

Proof Remember that Y (t) := 1/ϕ(Ñ(t)), t ∈ R+, is a stationary process
with values in (0,∞) and that EY (0) < ∞. In view of (2.45) and (2.47),
thus we obtain Corollary 3.2 from Corollary 2.1.

25



Corollary 3.3 Assume that (A1) is fulfilled. For τ ∈ (0,∞) it holds

g−k ≤ lim
t→∞

E[(V̊s(t)/t)
k ] ≤ E[(V̊s(τ)/τ)

k ]

≤ lim
t↓0

E[(V̊s(t)/t)
k ] =

1

g

∞
∑

n=0

ϕ1−k(n)p(n), k ∈ R \ (0, 1), (3.14)

1

g

∞
∑

n=0

ϕ1−k(n)p(n) = lim
t↓0

E[(V̊s(t)/t)
k ] ≤ E[(V̊s(τ)/τ)

k ]

≤ lim
t→∞

E[(V̊s(t)/t)
k ] = g−k, k ∈ [0, 1]. (3.15)

For fixed k ∈ R it holds

lim
t→∞

E[(V̊s(t)/t)
k ] = g−k or lim

t→∞
E[(V̊s(t)/t)

k ] = ∞. (3.16)

Proof Remember that Y (t) := 1/ϕ(Ñ(t)), t ∈ R+, is a stationary process
with values in (0,∞) and that EY (0) <∞. In view of (2.45), (2.47), (2.49),
(2.24), (2.39), and (2.14), thus we obtain Corollary 3.3 from Corollary 2.2.

In view of (2.45), (2.47), (2.39), and (2.14), from Corollary 2.3 we obtain
the following estimate for the distribution of V̊s(τ).

Corollary 3.4 Assume that (A1) is fulfilled. Then for a ∈ R+ it holds

1

g

∞
∑

n=0

min(a(xϕ(n)−1), ϕ(n))p(n) ≤ P (V̊s(τ)/τ≤x)

≤
1

g

∞
∑

n=0

max(a(xϕ(n)−1)+ϕ(n), 0)p(n),

τ ∈ (0,∞), x ∈ (0,∞). (3.17)

3.2 Service received by a virtual request

We assume again that N(t), t ∈ R+, satisfies (A1). The service U(t) re-
ceived by a virtual request during the time interval [0, t] is given by (2.15).
Choosing Y (t) := ϕ(N(t)), t ∈ R+, from (2.15), (2.47), (2.48), and (2.3) we
find

EU(t) = tE[ϕ(N(0))] = gt, t ∈ R+. (3.18)

Theorem 2.2 and 2.3 provide the following results.
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Theorem 3.4 Assume that (A1) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for t1, t2 ∈ (0,∞)

it holds

E[(t1+t2)f(U(t1+t2)/(t+t2))]

≤ E[t1f(U(t1)/t1)] + E[t2f(U(t2)/t2)], (3.19)

i.e., E[tf(U(t)/t)] is subadditive for t ∈ (0,∞).
Let f(x), x ∈ (0,∞), non negative and concave. Then for t1, t2 ∈ (0,∞)

it holds

E[(t1+t2)f(U(t1+t2)/(t1+t2))]

≥ E[t1f(U(t1)/t1)] + E[t2f(U(t2)/t2)], (3.20)

i.e., E[tf(U(t)/t)] is superadditive for t ∈ (0,∞).

Proof Note that Y (t) := ϕ(N(t)), t ∈ R+, is a stationary process with
values in (0,∞), and that it holds EY (0) < ∞ due to (2.3). In view of
(2.15) and (2.47), thus we obtain Theorem 3.4 from Theorem 2.2.

Theorem 3.5 Assume that (A1) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for t ∈ (0,∞) it

holds

f(g) ≤ lim inf
τ→∞

E[f(U(τ)/τ)] ≤ E[f(U(t)/t)]

≤ lim
τ↓0

E[f(U(τ)/τ)] =
∞
∑

n=0

f(ϕ(n))p(n). (3.21)

If additionally E[f(U(t)/t)] <∞ for some t ∈ (0,∞), then

f(g) = lim inf
τ→∞

E[f(U(τ)/τ)], (3.22)

and if E[f(U(τ)/τ)] is bounded in a neighborhood of some t ∈ (0,∞), then

f(g) = lim
τ→∞

E[f(U(τ)/τ)]. (3.23)

Let f(x), x ∈ (0,∞), non negative and concave. Then for t ∈ (0,∞) it
holds

∞
∑

n=0

f(ϕ(n))p(n) = lim
τ↓0

E[f(U(τ)/τ)]

≤ E[f(U(t)/t)] ≤ lim
τ→∞

E[f(U(τ)/τ)] = f(g). (3.24)
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Proof Remember that Y (t) := ϕ(N(t)), t ∈ R+, is a stationary process
with values in (0,∞) and that EY (0) <∞. In view of (2.15), (2.47), (2.49),
and (2.21), thus we obtain Theorem 3.5 from Theorem 2.3.

Note that choosing f(x) := xk, x ∈ (0,∞), for fixed k ∈ R in The-
orem 3.4 and 3.5 provides results for the kth moment of U(t). However,
Corollary 2.1 and 2.2 yield slightly stronger results.

In view of (2.15) and (2.47), from Corollary 2.3 we obtain the following
estimate for the distribution of U(t).

Corollary 3.5 Assume that (A1) is fulfilled. Then for a ∈ R+ it holds

∞
∑

n=0

min(a(x−ϕ(n)), 1)p(n) ≤ P (U(t)/t≤x)

≤
∞
∑

n=0

max(a(x−ϕ(n))+1, 0)p(n), t ∈ (0,∞), x ∈ (0,∞). (3.25)

3.3 Sojourn time of a virtual request

In this section we will prove some results on the sojourn time Vv(τ) of a
virtual τ -request. Note that Vv(τ) is not given by an additive functional.
We assume again that N(t), t ∈ R+, satisfies (A1).

Theorem 3.6 Assume that (A1) is fulfilled. Then for k ∈ R+, τ ∈ (0,∞)
it holds

g−k

k+1
≤ E[(Vv(τ)/τ)

k ] ≤ lim
t↓0

E[(Vv(t)/t)
k ] =

∞
∑

n=0

ϕ−k(n)p(n). (3.26)

Further, for any a ∈ R+ it holds

∞
∑

n=0

min(a(xϕ(n)−1), 1)p(n) ≤ P (Vv(τ)/τ≤x)

≤
∞
∑

n=0

max(a(xϕ(n)−1)+1, 0)p(n),

τ ∈ (0,∞), x ∈ (0,∞). (3.27)

28



Proof (i) Obviously, (3.26) holds for k = 0. Thus, let k ∈ (0,∞) be fixed.
If E[V k

v (τ)] is finite for some τ ∈ (0,∞), then, in view of the monotonicity
of Vv(t), (3.4), and (3.14), we obtain

E[(Vv(τ)/τ)
k ] ≥

1

τk+1

∫ τ

0
E[V k

v (t)]dt

=
g

k+1
E[(V̊s(τ)/τ)

k+1] ≥
g−k

k+1
,

which is the bound on the l.h.s. of (3.26). Using Y (t) := 1/ϕ(Ñ(t)), t ∈ R+,
for f(x) := xk from (2.46) it follows that

E[(Vv(τ)/τ)
k ] = gE

[(1

τ

∫ τ

0
Y (u) du

)k
Y (0)

]

, τ ∈ (0,∞). (3.28)

In view of Hölder’s inequality, (2.45), and (2.39), from (3.28) we obtain

E[(Vv(τ)/τ)
k ]

≤ gE
[(1

τ

∫ τ

0
Y (u) du

)k+1]k/(k+1)
E[Y k+1(0)]1/(k+1)

=
(

gE[(V̊s(τ)/τ)
k+1]

)k/(k+1)(

g
∞
∑

n=0

ϕ−(k+1)(n)p̊s(n)
)1/(k+1)

.

Thus (3.14) and (2.14) provide

E[(Vv(τ)/τ)
k ] ≤

∞
∑

n=0

ϕ−k(n)p(n), (3.29)

which is the bound on the r.h.s. of (3.26). From (3.28), Fatou’s lemma,
(2.39), and (2.14) we find

lim inf
t↓0

E[(Vv(t)/t)
k ] ≥ gE

[

lim inf
t↓0

(1

t

∫ t

0
Y (u) du

)k
Y (0)

]

= gE[Y k+1(0)] = g
∞
∑

n=0

ϕ−(k+1)(n)p̊s(n) =
∞
∑

n=0

ϕ−k(n)p(n).

On the other hand, from (3.29) it follows that

lim sup
t↓0

E[(Vv(t)/t)
k ] ≤

∞
∑

n=0

ϕ−k(n)p(n),
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and thus it holds

lim
t↓0

E[(Vv(t)/t)
k ] =

∞
∑

n=0

ϕ−k(n)p(n).

(ii) As Vv(·) is a.s. the inverse function of U(·), for a ∈ R+, t ∈ (0,∞),
x ∈ (0,∞) from (3.25) we find

∞
∑

n=0

min(a(x−ϕ(n)), 1)p(n) ≤ P (t≤Vv(xt))

≤
∞
∑

n=0

max(a(x−ϕ(n))+1, 0)p(n).

Choosing t := τ/x and replacing then x by 1/x and then a by ax provides

∞
∑

n=0

min(a(1−xϕ(n)), 1)p(n) ≤ P (Vv(τ)/τ≥x)

≤

∞
∑

n=0

max(a(1−xϕ(n))+1, 0)p(n), τ ∈ (0,∞), x ∈ (0,∞),

which is equivalent to (3.27) as the bounds are continuous with respect to
x ∈ (0,∞) due to (2.3).

Remark 3.2 Note that for fixed k ∈ R+, the r.h.s. of (3.26) is the asymp-
totically tight upper bound for E[(Vv(τ)/τ)

k ].

4 Sojourn times in GI(n)/GI(n)/∞

As an application, in this section we deal with the GI(n)/GI(n)/∞ system.
At an infinite-server system requests arrive, where the inter-arrival times
are i.i.d. and have a general distribution function A(x) with finite positive
mean mA, but the speed of the clock governing the arrival process depends
on the number of requests in the system and runs with speed ψ(n) ≥ 0 if
there are n ∈ Z+ requests in the system, where we assume that ψ(0) > 0
and ψ(m) = 0 implies ψ(m + 1) = 0, m ∈ N. The required service times
are i.i.d., sampled independently of the arrival process, and have a general
distribution function B(x) with finite positive meanmB, but the speed of the
clock governing the service process depends also on the number of requests
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in the system and runs with speed ϕ(n) > 0 if there are n ∈ Z+ requests
in the system. Within this paper, A(0) > 0 and B(0) > 0 are allowed,
corresponding to batch arrivals and zero service times, respectively.

Remark 4.1 Note that the dynamics of the GI(n)/GI(n)/∞ system cor-
respond to the dynamics of a GI(n)/GI system under state-dependent pro-
cessor sharing, i.e. of the GI(n)/GI/SDPS system, where each request in
the system receives a service capacity ϕ(n) if there are n requests in the
system. Thus the results of this section are also results for systems under
state-dependent processor sharing.

We may interpret the GI(n)/GI(n)/∞ system as an infinite-server sys-
tem in random environment, where the state N(t) of the infinite-server sys-
tem is given by the number of requests in GI(n)/GI(n)/∞ at time t. We
assume that the process (N(t), t ∈ R), where N(t) is the number of requests
in the GI(n)/GI(n)/∞ system at time t, satisfies (A1), being an assumption
for the GI(n)/GI(n)/∞ system.

Corresponding to the interpretation of the GI(n)/GI(n)/∞ system as
an infinite-server system in random environment, we obtain immediately
results for the sojourn time of a virtual request, the sojourn time of a syn-
chronized virtual request, and the service received by a virtual request for
the GI(n)/GI(n)/∞ system by applying the results of Section 3, where
N(t) is the number of requests in the GI(n)/GI(n)/∞ system at time t and
p(n) = P (N(0) = n), n ∈ Z+, cf. (2.1), is the distribution of the number of
requests in the GI(n)/GI(n)/∞ system.

4.1 Sojourn times in M(n)/GI(n)/∞

For giving results also for other sojourn times we restrict ourselves to the spe-
cial case of an M(n)/GI(n)/∞ system or equivalently an M(n)/GI/SDPS
system, cf. Remark 4.1, in the following, i.e., we assume that A(x) is an
exponential distribution. At theM(n)/GI(n)/∞ system the requests arrive
according to a Poisson process with the state-dependent intensity

λ(n) := λψ(n), n ∈ Z+, (4.1)

where λ > 0 is the parameter of the exponential distribution A(x). Note
that ψ(n) := I{n < m}, n ∈ Z+, models the M/GI(n)/m/0 loss system. In
case of an M(n)/GI(n)/∞ system, we consider additionally the following
sojourn times.
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1. Arrival stationary sojourn time: Consider the M(n)/GI(n)/∞ sys-
tem in steady state, and assume that

E[ψ(N(0))] <∞. (4.2)

Note that the effective arrival rate λ̊ is given by

λ̊ =
∑

n∈Z+

λ(n)p(n) = λE[ψ(N(0))]. (4.3)

Let V̊ (τ) be the sojourn time of an arbitrary arriving request with required
service time τ . For n ∈ Z

′′
+ := {m ∈ Z+ : λ(m)p(m) > 0} we denote

by V̊ (τ |n) the sojourn time of an arriving request conditioned that its
service time is τ and that additionally there are n requests in the system
immediately before its arrival. Because of (4.2), it holds

P (V̊ (τ) ≤ x) =
∑

n∈Z′′

+

P (V̊ (τ |n) ≤ x)p̊(n), (4.4)

where the probability p̊(n) that an arriving request finds n requests in the
system is given by

p̊(n) =
1

λ̊
λ(n)p(n), n ∈ Z+. (4.5)

Remark 4.2 For general τ ∈ R+, in particular if τ is not in supp(B),
one can proceed similarly to [Coh] Theorem 5.4 and its proof by changing
the distribution function B(x) such that τ belongs to the support and then
taking the limit in distribution and applying arguments of continuity.

2. Sojourn time of an added request : Consider the M(n)/GI(n)/∞
system in steady state, i.e., at t = 0 it has the stationary state distribution,
and let us add a request at t = 0. Concerning the added request we assume
that it is counted in the number of requests governing the service process,
but it is not counted in the number of requests governing the arrival process.
If there are n ∈ Z+ original requests and the added request in the node then
the clocks governing the arrival and service process run with speed ψ(n) and
ϕ(n+ 1), respectively. Let V (τ) be the sojourn time of an added τ -request
at t = 0, and for n ∈ Z

′
+ let V (τ |n) be the sojourn time of an added τ -

request at t = 0 conditioned that there are n original requests in the system
at t = 0. Obviously, it holds

P (V (τ)≤x) =
∑

n∈Z′

+

P (V (τ |n)≤x)p(n). (4.6)
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Remark 4.3 Note that the sojourn time of a virtual request considered in
this section in connection with the interpretation of the M(n)/GI/SDPS
system as an infinite-server system in random environment is different from
the sojourn time of virtual requests used in [HHM], [HM], and [YY].

In [HHM], [HM] the sojourn time of a virtual request is considered in
the framework of a single-server egalitarian processor sharing system. The
service rate of the virtual request, which does not interact with the system,
too, is ϕ(n) = 1/(n+1) if n real requests are in the single-server system; the
sojourn time of the virtual request is defined via (2.5) with N(t) being the
process of the number of real requests in the system, i.e., the virtual request
is counted with respect to the sharing of the single-server resource, but the
real requests receive the larger service capacity 1/n.

In [YY] the sojourn time of a virtual τ -request in a single-server egali-
tarian processor sharing system with permanent requests corresponds to the
sojourn time of an added τ -request in our context, cf. [YY] p. 1669.

It turns out that our concept of a virtual request is more general and
provides new relations for sojourn time characteristics even in these special
cases.

For the M(n)/GI(n)/∞ system or equivalently the M(n)/GI/SDPS
system some basic results are known, which we will use and therefore shortly
review in the following. Let R(t) := (R1(t), . . . , RN(t)(t)) the vector of
the randomly ordered residual service times R1(t), . . . , RN(t)(t) of the N(t)
requests in the M(n)/GI(n)/∞ system at time t. Note that the vector
process X(t) := (N(t);R(t)), t ∈ R, is a Markov process. There exists a
unique stationary and ergodic process X(t), t ∈ R, where the process N(t),
t ∈ R, satisfies (A1), if

∞
∑

n=0

θ(n) <∞,
∞
∑

n=0

λ(n)θ(n) <∞, (4.7)

where

θ(n) :=
n
∏

ℓ=1

λ(ℓ−1)mB

ℓϕ(ℓ)
, n ∈ Z+, (4.8)

cf. [Zac] Theorem 1. We assume in the following that (4.7) is fulfilled and
that X(t), t ∈ R, is the stationary and ergodic Markov process. Then the
stationary occupancy distribution p(n) := P (N(t) = n), n ∈ Z+, and the
stationary distribution

P (n; r1, . . . , rn) := P (N(t)=n;R1(t)≤r1, . . . , Rn(t)≤rn),

n ∈ Z+, r1, . . . , rn ∈ R+,
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of X(t) on {N(t) = n} are given by

p(n) =
(

∞
∑

m=0

θ(m)
)−1

θ(n) = p(0)θ(n), (4.9)

P (n; r1, . . . , rn) = p(n)
n
∏

ℓ=1

BR(rℓ), (4.10)

respectively, where

BR(x) :=
1

mB

∫ x

0
(1−B(u))du, x ∈ R+, (4.11)

denotes the stationary residual service time distribution, cf. [Zac] Theorem 1.
Note that (4.1), (4.7), and (4.9) imply (4.2).

We obtain immediately results for the sojourn time of a virtual request,
the sojourn time of a synchronized virtual request, and the service received
by a virtual request in case of the M(n)/GI(n)/∞ system by using the
results of Section 3. In the theorems and corollaries of Section 3 we only
have to replace assumption (A1) by (4.7). Note that p(n), n ∈ Z+, is
explicitly given by (4.9), (4.8) and that it is insensitive with respect to the
service time distribution B(x) given its mean mB.

For deriving results for the sojourn time V̊ (τ) of an arriving request we
consider a modified system. Let

ψ+(n) := ψ(n+1), ϕ+(n) := ϕ(n+1), n ∈ Z+. (4.12)

By replacing ψ(·) by ψ+(·) and ϕ(·) by ϕ+(·) in the M(n)/GI(n)/∞ system
we obtain the modified system M+(n)/GI+(n)/∞. Note that this system
may be considered as the original system with one permanent request. The
corresponding quantities related to this system will be indexed by ++. From
(4.1), (4.8), and (4.12) we find

θ++(n) =
λ(n)

λ(0)

ϕ(1)

ϕ(n+1)
θ(n) =

ϕ(1)

λ(0)mB
(n+1)θ(n+1). (4.13)

In view of (4.1), (4.7), (4.12), and (4.13), we make here the following as-
sumption:

(A2)
∞
∑

n=0

nθ(n) <∞,
∞
∑

n=0

nλ(n)θ(n) <∞. (4.14)
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Note that (A2) implies (A1) for the M(n)/GI(n)/∞ system and for the
M+(n)/GI+(n)/∞ system. Because of (4.9) and (4.13), the stationary oc-
cupancy distribution p++(n) := P (N++(t) = n), n ∈ Z+, is given by

p++(n) =
1

EN(0)
(n+1)p(n+1), n ∈ Z+. (4.15)

From (2.3), (4.12), and (4.15) it follows

g++ = E[ϕ+(N++(0))] =
E[N(0)ϕ(N(0))]

EN(0)
. (4.16)

Theorem 4.1 Assume that (A2) is fulfilled. Then

V̊ (τ |n)
D
= Vv,++(τ |n), τ ∈ R+, n ∈ Z

′′
+, (4.17)

V̊ (τ)
D
= V̊s,++(τ), τ ∈ R+. (4.18)

Proof Let the M(n)/GI(n)/∞ system and the M+(n)/GI+(n)/∞ sys-
tem in steady state. Note that λ(n)p(n) > 0 if and only if p++(n) > 0.
The product form solution (4.10) yields that conditioned that there are n
requests at t = 0 in the M(n)/GI(n)/∞ system the n residual service times
Ri(0), i = 1, . . . , n, are stochastically independent and have the distribution
function BR(·). Analogously, it follows that conditioned that there are n
requests at t = 0 in the M+(n)/GI+(n)/∞ system the n residual service
times Ri,++(0), i = 1, . . . , n, are stochastically independent and have the
distribution function BR(·). As an arriving request at the M(n)/GI(n)/∞
system finding n requests sees the time-stationary distribution of the n resid-
ual service times due to conditional PASTA, the definitions of V̊ (τ |n) and
Vv,++(τ |n) as well as the dynamics of both systems thus imply (4.17). Fur-
ther, from (4.4), (4.17), (4.5), (4.8), (4.9), (4.15), (4.12), (4.16), (2.14), and
(2.13) we find

P (V̊ (τ) ≤ x) =
∑

n∈Z′′

+

P (V̊ (τ |n) ≤ x)p̊(n)

=
∑

n∈Z′′

+

P (Vv,++(τ |n) ≤ x)
λ(n)p(n)

∑∞
m=0 λ(m)p(m)

=
∑

n∈Z′′

+

P (Vv,++(τ |n) ≤ x)
ϕ(n+1)(n+1)p(n+1)

∑∞
m=0 ϕ(m+1)(m+1)p(m+1)
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=
∑

n∈Z′′

+

P (Vv,++(τ |n) ≤ x)
ϕ+(n)p++(n)

∑∞
m=0 ϕ+(m)p++(m)

=
∑

n∈Z′′

+

P (Vv,++(τ |n) ≤ x) p̊s,++(n) = P (V̊s,++(τ) ≤ x),

which yields (4.18).

In view of Theorem 4.1, we obtain results for the sojourn time of an arbi-
trary arriving request inM(n)/GI(n)/∞ by using the results for the sojourn
time of a synchronized virtual request in an infinite-server system in random
environment, where the state of the infinite-server system at time t is given
by N++(t) corresponding to the interpretation of the M+(n)/GI+(n)/∞
system as an infinite-server system in random environment. As (A2) im-
plies (A1) for this infinite-server system, we obtain immediately results for
the sojourn time of an arbitrary arriving request by using the results of Sec-
tion 3 for the sojourn time of a synchronized virtual request. Note that (A1)
has to be replaced by (A2), V̊s(·) by V̊ (·), ϕ(·) by ϕ+(·), p(·) by p++(·), and
g by g++.

In view of (4.18) and (4.16), Corollary 3.1 provides the following.

Corollary 4.1 Assume that (A2) is fulfilled. Then for the mean sojourn
time of an arriving request in M(n)/GI(n)/∞ (M(n)/GI/SDPS) it holds

EV̊ (τ) =
EN(0)

E[N(0)ϕ(N(0))]
τ, τ ∈ R+. (4.19)

Remark 4.4 (i) Note that (4.19) is a generalization of Cohen’s famous
proportional result for the mean sojourn time inM/GI/SDPS, cf. [Coh], to
M(n)/GI/SDPS. From a higher point of view, (3.5) may also be considered
as a generalization of Cohen’s result.

(ii) Note that E[N(0)ϕ(N(0))] = λ̊mB because of (4.3), (4.8), and (4.9).
Thus Little’s law for M(n)/GI(n)/∞ is recovered by integration.

(iii) Assume that (A2) is fulfilled. Due to Theorem 4.1 and Theorem 3.1,
the LST and the moments of V̊ (·) are given by the LST and the moments
of Vv,++(·), respectively. In particular, the variance of V̊ (·) is given by the
expectation of Vv,++(·).

From Theorem 3.2 we obtain immediately the following.

Theorem 4.2 Assume that (A2) is fulfilled.
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Let f(x), x ∈ (0,∞), non negative and convex. Then for τ1, τ2 ∈ (0,∞)
it holds

E[(τ1+τ2)f(V̊ (τ1+τ2)/(τ1+τ2))]

≤ E[τ1f(V̊ (τ1)/τ1)] + E[τ2f(V̊ (τ2)/τ2)], (4.20)

i.e., E[τf(V̊ (τ)/τ)] is subadditive for τ ∈ (0,∞).
Let f(x), x ∈ (0,∞), non negative and concave. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(V̊ (τ1+τ2)/(τ1+τ2))]

≥ E[τ1f(V̊ (τ1)/τ1)] + E[τ2f(V̊ (τ2)/τ2)], (4.21)

i.e., E[τf(V̊ (τ)/τ)] is superadditive for τ ∈ (0,∞).

Because of (4.18), (4.16), (4.12), and (4.15), from Theorem 3.3 we obtain
the following.

Theorem 4.3 Assume that (A2) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for τ ∈ (0,∞) it

holds

f
( EN(0)

E[N(0)ϕ(N(0))]

)

≤ lim inf
t→∞

E[f(V̊ (t)/t)] ≤ E[f(V̊ (τ)/τ)]

≤ lim
t↓0

E[f(V̊ (t)/t)] =
E[N(0)ϕ(N(0))f(1/ϕ(N(0)))]

E[N(0)ϕ(N(0))]
. (4.22)

If additionally E[f(V̊ (τ)/τ)] <∞ for some τ ∈ (0,∞), then

f
( EN(0)

E[N(0)ϕ(N(0))]

)

= lim inf
t→∞

E[f(V̊ (t)/t)], (4.23)

and if E[f(V̊ (t)/t)] is bounded in a neighborhood of some τ ∈ (0,∞), then

f
( EN(0)

E[N(0)ϕ(N(0))]

)

= lim
t→∞

E[f(V̊ (t)/t)]. (4.24)

Let f(x), x ∈ (0,∞), non negative and concave. Then for τ ∈ (0,∞) it
holds

E[N(0)ϕ(N(0))f(1/ϕ(N(0)))]

E[N(0)ϕ(N(0))]
= lim

t↓0
E[f(V̊ (t)/t)] ≤ E[f(V̊ (τ)/τ)]

≤ lim
t→∞

E[f(V̊ (t)/t)] = f
( EN(0)

E[N(0)ϕ(N(0))]

)

. (4.25)
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Note that choosing f(x) := xk, x ∈ (0,∞), for fixed k ∈ R in The-
orem 4.2 and 4.3 provides results for the kth moment of V̊ (τ). However,
Corollary 3.2 and 3.3 yield slightly stronger results. From Corollary 3.2 we
obtain immediately the following.

Corollary 4.2 Assume that (A2) is fulfilled. For τ1, τ2 ∈ (0,∞) it holds

(E[V̊ k(τ1+τ2)])
1/k ≥ (E[V̊ k(τ1)])

1/k + (E[V̊ k(τ2)])
1/k,

k ∈ (−∞, 1] \ {0}, (4.26)

(E[V̊ k(τ1+τ2)])
1/k ≤ (E[V̊ k(τ1)])

1/k + (E[V̊ k(τ2)])
1/k,

k ∈ [1,∞), (4.27)

i.e., (E[V̊ k(τ)])1/k is for fixed k ∈ (−∞, 1]\{0} a superadditive and for fixed
k ∈ [1,∞) a subadditive function of τ ∈ (0,∞).

Further, (E[V̊ k(τ)])1/k is for fixed τ ∈ (0,∞) a non decreasing function
of k ∈ R \ {0}.

Because of (4.18), (4.16), (4.12), and (4.15), from Corollary 3.3 we obtain
the following.

Corollary 4.3 Assume that (A2) is fulfilled. For τ ∈ (0,∞) it holds

( EN(0)

E[N(0)ϕ(N(0))]

)k
≤ lim

t→∞
E[(V̊ (t)/t)k ] ≤ E[(V̊ (τ)/τ)k ]

≤ lim
t↓0

E[(V̊ (t)/t)k ] =
E[N(0)ϕ1−k(N(0))]

E[N(0)ϕ(N(0))]
, k ∈ R \ (0, 1),

(4.28)

E[N(0)ϕ1−k(N(0))]

E[N(0)ϕ(N(0))]
= lim

t↓0
E[(V̊ (t)/t)k ] ≤ E[(V̊ (τ)/τ)k ]

≤ lim
t→∞

E[(V̊ (t)/t)k ] =
( EN(0)

E[N(0)ϕ(N(0))]

)k
, k ∈ [0, 1]. (4.29)

For fixed k ∈ R it holds

lim
t→∞

E[(V̊ (t)/t)k ] =
( EN(0)

E[N(0)ϕ(N(0))]

)k
(4.30)

or it holds limt→∞E[(V̊ (t)/t)k ] = ∞.
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Remark 4.5 Theorem 4.2 and 4.3 as well as Corollary 4.2 and 4.3 seem
to be new even in case of M/M/1− PS.

For M/GI/1 − PS and M/M/SDPS, the lower and upper bounds for
E[(V̊ (τ)/τ)k ] in case of k ∈ N, cf. (4.28), are given in [CVB] and [BB2],
respectively.

For M/GI/SDPS, the upper bound for E[(V̊ (τ)/τ)k ] in case of k ∈ N,
cf. (4.28), is given in [BB3] based on analyzing corresponding Kolmogorov
equations. The lower bound follows immediately from Cohen’s proportional
result for EV̊ (τ) in M/GI/SDPS and Hölder’s inequality.

Note that (4.22) and (4.25) for f(x) = x, x ∈ (0,∞), as well as (4.28)
and (4.29) for k = 1, all provide again the proportional result (4.19) for
EV̊ (τ) in M(n)/GI/SDPS.

In view of (4.18), (4.16), (4.12), and (4.15), from Corollary 3.4 we obtain
the following estimate for the distribution of V̊ (τ).

Corollary 4.4 Assume that (A2) is fulfilled. Then for a ∈ R+ it holds

E[N(0)min(a(xϕ(N(0))−1), ϕ(N(0)))]

E[N(0)ϕ(N(0))]
≤ P (V̊ (τ)/τ≤x)

≤
E[N(0)max(a(xϕ(N(0))−1)+ϕ(N(0)), 0)]

E[N(0)ϕ(N(0))]
,

τ ∈ (0,∞), x ∈ (0,∞). (4.31)

For deriving results for the sojourn time V (τ) of an added request we con-
sider another modified system. By replacing ϕ(·) by ϕ+(·), cf. (4.12), in the
M(n)/GI(n)/∞ system we obtain the modified system M(n)/GI+(n)/∞.
The corresponding quantities related to this system will be indexed by +.
From (4.8) and (4.12) we find

θ+(n) =
ϕ(1)

ϕ(n+1)
θ(n). (4.32)

In view of (4.7), (4.32), and (4.8), we make here the following assumption:

(A3)
∞
∑

n=0

nθ(n) <∞,
∞
∑

n=0

1

ϕ(n+1)
θ(n) <∞,

∞
∑

n=0

λ(n)θ(n) <∞.

(4.33)
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Note that (A3) implies (A1) for the M(n)/GI(n)/∞ system and for the
M(n)/GI+(n)/∞ system. Because of (4.9) and (4.32), the stationary occu-
pancy distribution p+(n) := P (N+(t) = n), n ∈ Z+, is given by

p+(n) =
1

E[1/ϕ(N(0)+1)]

1

ϕ(n+1)
p(n), n ∈ Z+. (4.34)

From (2.3), (4.12), and (4.34) it follows

g+ = E[ϕ+(N+(0))] =
1

E[1/ϕ(N(0)+1)]
. (4.35)

Theorem 4.4 Assume that (A3) is fulfilled. Then

V (τ |n)
D
= Vv,+(τ |n), τ ∈ R+, n ∈ Z

′
+, (4.36)

V (τ)
D
= V̊s,+(τ), τ ∈ R+. (4.37)

Proof Let the M(n)/GI(n)/∞ system and the M(n)/GI+(n)/∞ system
in steady state. Note that p(n) > 0 if and only if p+(n) > 0. The prod-
uct form solution (4.10) yields that conditioned that there are n requests
at t = 0 in the M(n)/GI(n)/∞ system the n residual service times Ri(0),
i = 1, . . . , n, are stochastically independent and have the distribution func-
tion BR(·). Analogously, it follows that conditioned that there are n requests
at t = 0 in theM(n)/GI+(n)/∞ system the n residual service times Ri,+(0),
i = 1, . . . , n, are stochastically independent and have the distribution func-
tion BR(·). The definitions of V (τ |n) and Vv,+(τ |n) as well as the dynamics
of both systems thus imply (4.36). Further, from (4.6), (4.36), (4.34), (4.35),
(4.12), (2.14) and (2.13) we find

P (V (τ) ≤ x) =
∑

n∈Z′

+

P (V (τ |n) ≤ x)p(n)

=
∑

n∈Z′

+

P (Vv,+(τ |n) ≤ x)E[1/ϕ(N(0)+1)]ϕ(n+1)p+(n)

=
∑

n∈Z′

+

P (Vv,+(τ |n) ≤ x)
1

g+
ϕ+(n)p+(n)

=
∑

n∈Z′

+

P (Vv,+(τ |n) ≤ x) p̊s,+(n) = P (V̊s,+(τ) ≤ x),
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which yields (4.37).

In case of M/GI(n)/∞, V̊ (τ) equals in distribution V (τ). However,
from Theorem 4.1 and Theorem 4.4 it follows that V̊ (τ) in M(n)/GI(n)/∞
equals in distribution V (τ) in a modified system.

Theorem 4.5 Assume that

∞
∑

n=0

nθ(n) <∞,
∞
∑

n=0

1

ϕ(n+1)
θ(n) <∞,

∞
∑

n=0

nλ(n)θ(n) <∞.

(4.38)

Then the sojourn time V̊ (τ) of an arriving τ -request in M(n)/GI(n)/∞
equals in distribution the sojourn time of an added τ -request in the modified
system M+(n)/GI(n)/∞ where ψ(·) is replaced by ψ+(·).

Proof Note that (4.38) implies (A2) and (A3). Thus the assertion follows
from (4.18) and (4.37). Moreover, note that p̊(n), n ∈ Z+, cf. (4.5), is the
stationary occupancy distribution in M+(n)/GI(n)/∞, which implies again
the assertion due to conditional PASTA and (4.10).

In view of Theorem 4.4, we obtain results for the sojourn time of an
added request in M(n)/GI(n)/∞ by using the results for the sojourn time
of a synchronized virtual request in an infinite-server system in random en-
vironment, where the state of the infinite-server system at time t is given by
N+(t) corresponding to the interpretation of the M(n)/GI+(n)/∞ system
as an infinite-server system in random environment. As (A3) implies (A1)
for this infinite-server system, we obtain immediately results for the sojourn
time of an added request by using the results of Section 3 for the sojourn
time of a synchronized virtual request. Note that (A1) has to be replaced
by (A3), V̊s(·) by V (·), ϕ(·) by ϕ+(·), p(·) by p+(·), and g by g+.

In view of (4.37) and (4.35), Corollary 3.1 provides the following.

Corollary 4.5 Assume that (A3) is fulfilled. Then for the mean sojourn
time of an added request in M(n)/GI(n)/∞ (M(n)/GI/SDPS) it holds

EV (τ) = E[1/ϕ(N(0)+1)] τ, τ ∈ R+. (4.39)

Remark 4.6 (i) Note that (4.39) may also be considered as a generalization
of Cohen’s proportional result for the mean sojourn time in M/GI/SDPS,
cf. [Coh], to M(n)/GI/SDPS, cf. Remark 4.4.
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(ii) Assume that (A3) is fulfilled. Due to Theorem 4.4 and Theorem 3.1,
the LST and the moments of V (·) are given by the LST and the moments
of Vv,+(·), respectively. In particular, the variance of V (·) is given by the
expectation of Vv,+(·).

From Theorem 3.2 we obtain immediately the following.

Theorem 4.6 Assume that (A3) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(V (τ1+τ2)/(τ1+τ2))]

≤ E[τ1f(V (τ1)/τ1)] + E[τ2f(V (τ2)/τ2)], (4.40)

i.e., E[τf(V (τ)/τ)] is subadditive for τ ∈ (0,∞).
Let f(x), x ∈ (0,∞), non negative and concave. Then for τ1, τ2 ∈ (0,∞)

it holds

E[(τ1+τ2)f(V (τ1+τ2)/(τ1+τ2))]

≥ E[τ1f(V (τ1)/τ1)] + E[τ2f(V (τ2)/τ2)], (4.41)

i.e., E[τf(V (τ)/τ)] is superadditive for τ ∈ (0,∞).

Because of (4.37), (4.35), (4.12), and (4.34), from Theorem 3.3 we obtain
the following.

Theorem 4.7 Assume that (A3) is fulfilled.
Let f(x), x ∈ (0,∞), non negative and convex. Then for τ ∈ (0,∞) it

holds

f(E[1/ϕ(N(0)+1)]) ≤ lim inf
t→∞

E[f(V (t)/t)] ≤ E[f(V (τ)/τ)]

≤ lim
t↓0

E[f(V (t)/t)] = E[f(1/ϕ(N(0)+1))]. (4.42)

If additionally E[f(V (τ)/τ)] <∞ for some τ ∈ (0,∞), then

f(E[1/ϕ(N(0)+1)]) = lim inf
t→∞

E[f(V (t)/t)], (4.43)

and if E[f(V (t)/t)] is bounded in a neighborhood of some τ ∈ (0,∞), then

f(E[1/ϕ(N(0)+1)]) = lim
t→∞

E[f(V (t)/t)]. (4.44)
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Let f(x), x ∈ (0,∞), non negative and concave. Then for τ ∈ (0,∞) it
holds

E[f(1/ϕ(N(0)+1))] = lim
t↓0

E[f(V (t)/t)] ≤ E[f(V (τ)/τ)]

≤ lim
t→∞

E[f(V (t)/t)] = f(E[1/ϕ(N(0)+1)]). (4.45)

Note that choosing f(x) := xk, x ∈ (0,∞), for fixed k ∈ R in The-
orem 4.6 and 4.7 provides results for the kth moment of V (τ). However,
Corollary 3.2 and 3.3 yield slightly stronger results. From Corollary 3.2 we
obtain immediately the following.

Corollary 4.6 Assume that (A3) is fulfilled. For τ1, τ2 ∈ (0,∞) it holds

(E[V k(τ1+τ2)])
1/k ≥ (E[V k(τ1)])

1/k + (E[V k(τ2)])
1/k,

k ∈ (−∞, 1] \ {0}, (4.46)

(E[V k(τ1+τ2)])
1/k ≤ (E[V k(τ1)])

1/k + (E[V k(τ2)])
1/k,

k ∈ [1,∞), (4.47)

i.e., (E[V k(τ)])1/k is for fixed k ∈ (−∞, 1]\{0} a superadditive and for fixed
k ∈ [1,∞) a subadditive function of τ ∈ (0,∞).

Further, (E[V k(τ)])1/k is for fixed τ ∈ (0,∞) a non decreasing function
of k ∈ R \ {0}.

Because of (4.37), (4.35), (4.12), and (4.34), from Corollary 3.3 we obtain
the following.

Corollary 4.7 Assume that (A3) is fulfilled. For τ ∈ (0,∞) it holds

(E[1/ϕ(N(0)+1)])k ≤ lim
t→∞

E[(V (t)/t)k ] ≤ E[(V (τ)/τ)k ]

≤ lim
t↓0

E[(V (t)/t)k ] = E[ϕ−k(N(0)+1)], k ∈ R \ (0, 1),

(4.48)

E[ϕ−k(N(0)+1)] = lim
t↓0

E[(V (t)/t)k ] ≤ E[(V (τ)/τ)k ]

≤ lim
t→∞

E[(V (t)/t)k ] = (E[1/ϕ(N(0)+1)])k, k ∈ [0, 1]. (4.49)

For fixed k ∈ R it holds

lim
t→∞

E[(V (t)/t)k ] = (E[1/ϕ(N(0)+1)])k (4.50)

or it holds limt→∞E[(V (t)/t)k ] = ∞.
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In view of (4.37), (4.35), (4.12), and (4.34), from Corollary 3.4 we obtain
the following estimate for the distribution of V (τ).

Corollary 4.8 Assume that (A3) is fulfilled. Then for a ∈ R+ it holds

E[min(a(x−1/ϕ(N(0)+1)), 1)] ≤ P (V (τ)/τ≤x)

≤ E[max(a(x−1/ϕ(N(0)+1))+1, 0)], τ ∈ (0,∞), x ∈ (0,∞).

(4.51)
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