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Measurement Based Self-Optimization in
Random Access Communications

Anastasios Giovanidis, Qi Liao, and Stawomir Stanczak

Abstract

The current work considers random access communications within a single cell and provides an algorithmic
suggestion for the almost optimal coordination of user actions. In the scenario considered, an access effort is
successful if (a) the signal is detected at the receiver and (b) no collision occurs. The first event is controlled
by the user transmission power and the second by the choice of access (back-off) probability. These constitute
the user action pair. The algorithm aims at exploiting information from measurements and user reports, in
order to estimate current values of the system situation. Based on these, two optimization problems can be
formulated and solved for the so called contention level and transmission power level at the base station side.
The methodology to find the optimal values is based on minimization of a drift function. The two values are
broadcast in order to help the users update their actions “almost optimally*. In this way the wireless cell can
achieve self-optimization, without outside coordination, by relying on such intelligent information exchange and
parameter estimation. Numerical results illustrate the great benefits of the suggested algorithm, compared to
scenarios where the actions remain fixed, at a very low or even zero cost in power expenditure and delay.

Index Terms

Random Access Channel, Self Organizing Networks (SONs), Measurements, Collision Resolution, Drift
Minimization, Power Control



I. INTRODUCTION

Random multiple access schemes have traditionally played an important role in wireless commu-
nication systems. Their use has been established especially in cases of bursty source traffic, where a
multiplicity of users requires access to a central receiver. The most typical protocol is the celebrated
ALOHA, first presented in the 1970’s [1]. This has seen several modifications in the years to come,
which aim especially at an increase in throughput performance. An interesting presentation of several
related results can be found in [2]. Considering standardization, the IEEE 802.11 protocol for local area
network communications has received large attention and extensive literature can be found related to its
performance and optimization, see [3], [4], [5] and references therein. Random access standardization
is also included in the 3rd Generation Partnership Project (3GPP) as an important element within the
Long Term Evolution (LTE) systems [6].

The procedure is called random access, due to the fact that a number of sources aims at gaining
access to a central entity, by randomly transmitting over the channel. In the general case, if more than
one user transmit simulatneously, we say a collision occurs and all efforts are considered unsuccessful.
After a failure, each source enters a back-off mode for a time interval chosen based on some probability
distribution. This is a time when the source remains silent in order to avoid a new collision. This back-
off time can be modeled in the slotted case by a per slot probability of transmission, less than 1. Using
this technique, an increase in throughput is achieved at the cost of additional delay.

Random access is by nature a decentralized scheme, where sources (users) should individually decide
on an action, in this case to transmit or not. The decision making can be facilitated by the availability
of certain global information over the system state, which could be broadcast by the central receiver. In
this way the delay-throughput tradeoff is enhanced at the cost of additional signaling, due to message
passing, as well as further computations and processing at both ends of the communication channel.
Furthermore, such protocols allow users to dynamically adapt to changes in system state. Such an
approach can be seen as a self-optimization technique for the involved system. Global information
is gathered at the receiver end and after certain processing, cell-specific information is passed to the
users who update their actions. The current paradigm change in cellular wireless systems towards self-
organizing functionality in the so called SONs (Self Organizing Networks), with as few intervention as
possible coming from system operators, encourages this approach.

Important role in a self-organizing algorithm for random access plays the type of information measured
at the central entity, its processing, as well as the messages broadcast to the users. Such an idea can
be already found for the IEEE 802.11 protocol in order to take service differentiation into account in
[5]. A description of how random access works in the 3GPP-LTE systems together with suggestions
on the type of measurements and information extraction at the Base Station (BS) of an isolated cell is
presented in [7]. On the other hand, a complete self-organizing algorithmic suggestion which is based on
measurements and provides specific performance guarantees for a SON is something that, to the authors’
knowledge, is not available in the current literature. This work aims at covering this gap by suggesting
a protocol with specific information exchange between users and BS, that guarantees a near-optimal
performance related to a certain measure. The algorithm is based on the optimization of a so-called drift
function, which allows the system to reach an almost optimal steady state performance as ¢ — oo. The
approach here is completely novel, borrows however certain ideas from the existing literature, which
are shortly presented in what follows together with our contributions.



A. Related Work and Contributions

Bianchi [3] has been the first to provide a precise performance analysis for a random access protocol,
which uses exponential back-off times. His approach considers a saturated system model, where the
number of users is kept fixed to /N and all have a packet to send at each time slot. The results are
based on the key approximation that the collision probability of a packet transmitted is constant and
independent, which decouples the evolution of the system to /N 1-dimensional Markov Chains. This is
because the contention probability is not considered here a function of the back-off probabilities. The
approach performs well for a large number of users.

A different approach, which departs from the above approximation has been suggested by Sharma
et al. [5], where more general back-off strategies (generalized geometric) are considered in a slotted
random access protocol. One of the major differences is that the system state is described by the current
number of users per effort, while the collision probability is not independent per user, so that the back-
off probability assigned to a user affects the collision probability of the others as well. The system is
again saturated and the throughput is provided by obtaining the unique equilibrium point of the drift
equations associated with the back-off process. The analysis is valid for a large number of users, for
which the associated Markov Chain stays close to a so called typical state.

In the above works, the back-off probabilities are not adapted dynamically. First suggestions for con-
trolling multiple access protocols can be found in Hajek and van Loon [8]. Gupta et al [4] have recently
suggested a dynamic back-off adaptation mechanism, where contention is regulated by broadcasting a
so called contention level to the users, who update in turn their access probability based on this and their
current effort index. The contention level is updated at the BS by a Multiplicative-Increase-Decrease
(MID) rule, after each success or failure.

Cross-layer optimization using the drift minimization is presented in the tutorial of Dimic et al [9].
Other channel-aware scheduling approaches, in conjuction with random access mechanisms such as
ALOHA can be found in [10], and more recently in [11] and references therein.

The random access procedure for the LTE system model is described by Amirijoo et al [7]. The
major difference from the previous models is that the miss-detection probability of a transmission
influences the system state evolution together with the contention probability. This can be controlled
by the transmission power of the user. A power ramping function is suggested to differentiate between
users based on their current effort index. Furthermore, the authors suggest the utilization of user reports
at the BS, so that the contention and miss-detection probability are estimated at each time slot. Based
on such estimates the BS can broadcast relevant information so that the users can update their actions.

In the current work the problem formulation is based on a saturated system model, where the number
of users remains constant within the cell. The LTE approach of the random access procedure as adopted,
so that a transmission effort is successful when the signal is both detected and no collision occurs. For
the state evolution of the system we make the assumption that the collision probability is the same for
all users, but is a function of the entire vector of back-off probabilities chosen. This assumption is in
some sense related to the approach of Bianchi but does not decompose the system, it rather describes its
evolution as an N-dimensional Markov Chain. The transition probabilities are controlled for each user
by the action pair of access (or transmission) probability and chosen power. The model is presented in
detail in Section II.

We consider here as performance measure in Section III the expectation of some function of the
system state, as time goes to infinity. The function chosen for the analysis is the sum of the current
effort indices of all users. It is shown that the optimal action pair per user can be found by solving a
dynamic program. An approximation to the optimal solution is found by chosing actions myopically



based on the drift minimization at each time slot.

The steps of the self-optimization algorithm are analytically presented in Section IV. The BS provides
the users with two values, the current contention level and the current power transmission level, so
that they can update their action pair. The first can be found as the solution of a reformulated drift
minimization problem at the BS end. However certain unknown system quantities (the miss detection
rate, contention rate as well as the number of users present within the cell) should be estimated and this
is done based on measurements and user reports. The second level is updated based on a Multiplicative-
Increase-Additive-Decrease (MIAD) rule.

Numerical results are shown in Section V. Our algorithm, which provides two possible values for
the contention level and two actions (increase/decrease) for the power level, is compared to a fixed
back-off and power level scenario, chosen such that a high performance is guaranteed for the system.
Our suggestion outperforms such a scheme at a certain cost of higher power expenditure (which appears
however only for the case of small user number) and additional delay. The costs are however trivial
compared to the performance increase as illustrated in the simulation plots. Finally, Section VI concludes
our work. Certain proofs of theorems presented in the main text can be found in the Appendix.

II. SYSTEM MODEL

We consider a fixed total number of NV user terminals (UEs) with index n trying to obtain random
access to a cell base station (BS) simultaneously over the wireless link. The time is slotted, with slot
interval normalized to 1 and indexed by ¢. At each time slot all users belonging to the user set have the
possibility to access the channel by transmission of a signal sequence. We use the following notation
for the events of interest (all refer to time slot ¢ which is omitted):

e PRN: a set of users with cardinality NV is present within the cell

e TR(k\N): a user subset of cardinality k£ out of the total N transmits

e TRn: user n transmits

e MDn: miss-detection of user n at the BS

e COL.: at least one pair of transmitting users collides

e SUn: user n has a successful transmission

e DRn: user n is dropped after M consecutive failures

e IDN: all N users within the set do not transmit and the slot remains idle

The complements of the above events are denoted by a C' index, e.g. MDn® for the event of detection
of user n.

There are two criteria that determine the success of an attempt.

A) The received signal at the BS should have a Signal-to-Noise Ratio (SNR), which exceeds a
predefined detection threshold v,4. In case this does not happen, a miss-detection occurs and the user
has to retry. The main reason, is that the user’s transmitted signal experiences random fading over the
link. Another one could be a wrong choice of transmission power due to estimation errors of the channel
coefficent, in case such an estimate is available. The Detection Miss Probability (DMP) equals

DMP, (pn (t),74) = P[MDn|TRn|
= PISNR, (pn (1), hn () < 7] (1)
and the probability is taken over the random quantity which can either be the entire channel fading

coefficient or the fluctuation of the estimation error around a mean value. These two random variables
are denoted both by h,, and they are independent identically distributed over the time slots ¢, whereas



the chosen transmission power is denoted by p,,. We attribute following behavior to the DMP functions
under consideration

Property 1 The detection miss probability DM P, (p, (t),~4) is non-increasing with respect to the
transmission power p,, and non-decreasing with respect to the threshold value ;.

For the case SNR,, = M, where h,, denotes the channel fading and o? is the zero mean noise
variance, the property trivialy holds. We note her that this is the case that mainly interests in the analysis
and algorithmic suggestion to follow.

B) No collision of transmitted signals should occur. When more than one user tries to access the
channel during the same time slot, there is a probability that the BS cannot separate the two signals,
in which case all users that took part have to repeat the effort. In case no intelligent mechanism is
available and the typical slotted ALOHA protocol is used [1], the probability of collision, under the
condition that two or more users access simultaneously, and their signals are detected, equals 1.

In other protocols, such as those suggested in LTE standards [12], a pool of orthogonal sequences
(e.g. Zadoff-Chu) is made available to all users. Each one chooses an element of this set randomly
(uniform distribution) and the probability of collision is less than 1. For example, when N users are
transmitting, if the sequence pool available at time ¢ has C' (t) > N elements, the probability of collision
for a transmitting user n can be found by solving the birthday problem [13] and equals

CP, (N,t) ™" ' CP(N,t) = P[COL| TR(N\N) & TRn & MDnC]
LTE 1_ C (t)!
CN (t) (C(t) — N)!
under the assumption that all signals have been detected. As a numerical example: If N = 2 users

share a pool of C' (t) = 5 sequences, the collision probability equals 0.2. In case C' (t) < N we set the
probability always equal to 1, since at least two users will share the same sequence.

2

Remark 1 In our model, the probability C P, that a user n who transmits collides, equals the overall
collision probability CP, for N > 1. In other words, we assume that when at least one pair of all N
transmitting users takes part in a collision, all efforts are considered unsuccessful.

Following properties are attributed to the collision probability expressions considered in this work (easily
shown to hold for the example in (2))

Property 2 The collision probability CP (N,t) has positive differences with respect to the number of
users N, that is

CP(N+1,t)—CP(N,t) >0 3)
Furthermore, for no transmitting user N = 0, as well as a single user N = 1,
CP(0,t)=0, CP(1,t)=0 @)

From the above, the probability of successful access to the BS, depends on the detection and the
collision. Since the detection is related to the channel fading and the collision to the combined behavior
of all the users and is conditional on the detection of user n’s signal, this probability takes as expression
the following product



SP, (py (t),74, N, 1) = 1—P[SUR®| TR(N \ N) & TRn]
= 1—P[MDn| TRn] —P[COL| TR(N \ N) & TRn & MDn"]
Bayes, (1), (2
LB (1= DMP, (pu (£),72)) - (1= CP (N, 1)) 5)
There are two actions that user n can take for transmission at time slot ¢:
« The choice of the transmission power level p,, (t), which influences the detection of the transmitted
signal at the BS, as shown in (1).
« The choice of the access (or transmission) probability b, (t), which is the probability that the user
transmits at the current slot.

b, (t) = P[TRn (6)

This influences the current number of simultaneously transmiting users in the cell and directly
affects the collision probability in (2). The back-off probability simply equals 1 — b, (¢).

The set of actions for the entire system of N users at ¢ is denoted by the 2/N-dimensional vector
A (t) := (b(t),p(t)). The action space is denoted by A and is the cartesian product [0,1]" x [0, P;] x
... x [0, Py], where P, is some individual user power constraint per slot.

It is clear from Property 1 that, the higher the chosen power, the higher the success probability in
(5). The influence of the back-off probability is, however, a bit more complex. First of all, observe
that in the definitions (1), (2) and (5) all probabilities are conditioned on the event TRn. If no back-off
action is taken, then b, (t) = 1 and TRn is always true. On the other hand, a different choice for the
access probability, will have as a result that the actual success probability is given by the expression
(5), multiplied by b, (t). The action of assigning b, () < 1 to each user, displaces the UEs in time
and the effect of collision is mitigated. Furthermore, since a lower than N set of users is taking part at
the access of the medium per slot ¢, the collision probability will as well be reduced. This is explicitly
stated in the following Proposition

Proposition 1 Given an access probability b, per user, the collision probability C P equals

N_1 L(N—1,k) N—l1-k
CPONt) = Y CcP(k+10)-| > [logs I (1 =bp0) @)
k=0 =1 =1 Jj=1

where CP (k,t) is defined in (2), qF is a subset of k-out-of-(N — 1) users with elements qI"%, | is the

index of the L (N — 1,k) = Nk_l

set with cardinality N — 1 — k. For the case where b, = b, Vn, the expression simplifies to

different k-combinations and {\ is the complementary user

N-1

Ccp® (N,t) = ZCP(k+ 1,t)- L(N —1,k) b¥ (1- b>N717k'
k=0
Furthermore, for b, <1, it holds
CP(N,t) > CPY (N, ®

Each UE is constrained to at most M access efforts until success and the efforts are indexed by m.
In case that, after M efforts, the user has not succeeded in obtaining access, the user is considered



discarded and replaced by a newcoming one, so that the total number in the system always remains the
same. The same holds for each user that has a successful transmission. We say the system is saturated.
The number of users, who are at transmission effort m at slot ¢ is denoted by X, (¢) and from the
above

M
D Xu(t)=N, Vi ©)

m=1

III. PERFORMANCE OPTIMIZATION
A. System States and Transition Probabilities

We define the state of user n at slot ¢ as the current transmission effort S,, (t) = m, whereas the
system state as the N-dimensional vector

S(t)=(S1(t),...,5n(t)). (10)

Altogether, there are M different user states and M? different system states (e.g for a cell with 10 users
and 5 maximum efforts, the number is approximately 10 million). The entire state space is denoted by
S. It is easy to see that the system state forms an N-dimensional Markov chain, since the access or not
of the channel by the user, as well as the success or failure of the effort do not depend on the past state
history. The dependency among the state evolution of the individual users is related to the collision
probability CP®), which is a function of the entire access probability vector.

We group the transitions for each user into (a) returning to state 1 in case of transmission and success,
(b) moving to next effort in case of transmission and failure and (c) backing-off and remaining to the
same state (only the time is used here as argument in the probability related functions for ease of
notation)

e« For 1 <m < M:

P[S, (t+1)=1]S,(t)] = b, (t)(1—DMP, (1)) (1—-CPY (1)) (11)
P[S, (t+1) =S, () +1S,(t)] = by(t)(DMP,(t)+CPY (t)— DMP, (t)CP® (t)12)
P[S,(t+1)=5,(t)|S.(t)] = 1—=0b,(t) (13)

e« Form=M
P[S, (t+1)=1|S, (t)=M] = b,(t) (14)
P[S,(t+1)=M|S,(t)=M] = 1-b,(t) (15)

A user in state M will either remain in the same state by backing off, or move to state 1 by
transmitting, since - as mentioned - failure at the last effort removes the user from the system, who
is replaced by a new one so that the total number remains always equal to N. Observe that the
transition probabilities (14)-(15) for m = M, have the same expression as for the case m < M
given in (11)-(13), when DM P, and CP is set to 0.

Important is further to provide the user dropping probability

P[DRn] = P[DRn|S, (t) = M]-P[S, (t) = M]
= b, (t) (DMP,(t)+ CP® (t) = DMP, (t) - CPY (1)) -P[S, (t) = M]  (16)



To calculate the steady state probabilities, the M x M¥ transition probability matrix should be formed.
Since the number of states is finite, and for each user (11) + (12) + (13) = 1 and (14) 4+ (15) =1, a
steady state with probability sum equal to 1 always exists, although certain states may be transient and
have zero probability.

B. Methodology and Approximation

Let us define a non-negative function of the system state V' (S (¢)) and a performance measure, related
to the steady state reached when ¢t — oo

M(V) = TmE[V(S(1)[S(0)]. (17
We will use the notion of drift to describe the expected change of the function V' from time slot ¢ to

t + 1, given that the state of the system at ¢ is S (¢) and the action set taken is A (). The latter is put
as argument in the drift function, since it defines the system state transition probabilities p,, s, ., ;-

DV (S(t),A(t) = E[V(SE+1)-V(S®)IS®) (18)
The importance of the drift is explained in the following propositions.

Proposition 2 The performance measure can be written as an infinite sum of expected drifts over the
discrete time axis, given the initial state S (0)

MV)=V(S(0)+ ) E[D(V(S(1),A(1)S(0)]. (19)

Proposition 3 The problem of minimizing the system’s performance measure, by choosing at each time
slot t an appropriate action

min M (V)

st. A(t)e A vVt
can be solved as a dynamic program. The optimal solution satisfies Bellman’s equation [14] for the
cost-to-go function J (S)

(20)

J(S) = min {D (V(S),A) + ZpHSJ(Sj} ,VSeS 1)

AcA
ses
where the transition probabilities p,_.y are functions of the actions chosen.

Proposition 4 The solution of the drift minimization problem at each time slot t

min D (V (S (1), A (1))
st. A(t)eA
is a suboptimal solution to the performance minimization problem in (20), which is called one-stage

look-ahead (myopic), in the sense that the actions are chosen at each slot, considering only the transition
to the next state and not the entire cost-to-go.

(22)

In the following paragraphs, the performance measure optimization will be approached by the drift
minimization per time slot described above. Although it is a suboptimal solution for the original problem,
it can however lead to tremendous improvement in the system performance and can furthermore allow
for an implementation based on measurements and the ideas of self-optimization.



C. Performance Measure under Study and State-Dependent Actions

In the current work, the function V' to be used is the sum of user states, which can be rewritten as
the sum of cardinalities of users at a state, weighted by their effort index.

VSMH)=> Su(t)=) m-Xu(t) (23)

In this sense, a user who is currently at a higher effort, adds more to the function, than users in lower
ones. Minimizing such a measure, aims at minimizing the expected number of users at higher efforts,
as well as the drop probability, which by (16), depends on the steady state probability of a user being
at state M.

We consider a homogeneous Markov chain by choosing the actions state-dependent rather than time-
dependent. We write A (S (t)) = (b(S(¢)),p (S (¢))). Under such an approach the probabilities that
affect the state transitions can be modified as follows

DMP, (p, (t),va) = DMP, (p,(Sy(t)),vd) — DMP, ()
b, (t) — b(S, (1)) — by ()
CPY (N,t) -  CP®"(S(t),N,t) -  CP®(N,1).

The collision probability remains C'P®) (N, t), since it has a global value and is time-dependent as a
function of the number of users X, (¢) being in a specific state. The drift expression can now be derived

DV (S(t),A) = {1-P[S,(t+1)=1|S, ()] +

() +1) - P[S, (t+1) = S, (£) + 118, ()] +
() - P[Sn (t+1) = S (8) [Sn ()] = Sn (1)}

(11)-(13)

M= 2 BiM-

b () [L = S, (1) - (1 = DMP, (p, (1) .32)) - (1 = CPY (N )]

1

3
Il

state dep.

X (8) b (t) - [L=m - (1= DMP, (1)) - (1= CP® (N,t))] 24)

M=

3
1§

IV. MEASUREMENT BASED SELF-OPTIMIZATION

In order for the system of users and base station to have near-optimal performance under the measure
M (V), problem (22) should be solved per time slot at the base station side, where the drift is provided
in (24) and the optimization variables are the state-dependent actions A (S(¢)). These actions should
then be transmitted as information to the user set. To do this, the objective function should be available
at the base station, which includes following information:

1) The cardinality X, (t) of users at effort m in slot ¢, as well as the sum of present users in the
cell }° X, (t) =N ().

2) The expression for DM P, at effort m as a function of transmission power p,, (t), or the actual
value of this probability.
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3) The expression for C P®) as a function of N and b (¢), or the actual value of this probability.

The concept of self-optimization in wireless networks is for the base station to adapt its functionality
in an optimal way to changes that are not in its direct control. In our case, for random access commu-
nications, such changes could include a drastical increase or decrease in the number of users present in
the cell, varying fading conditions or bursts which can not be modeled easily by a priori assumptions
on statistical distributions and their moments, unpredictable user mobility etc. For all these reasons,
closed form expressions or very precise information over 1. - 3. cannot be available.

To achieve the performance enhancement, however, the base station may approximate the objective
function which resulted from a specific analytical model presented in the previous paragraphs, using
measurements on channels and service quality, as well as information, reported directly by the user set.
In this way, estimates of the information 1. - 3. can be used, towards a near optimal choice of actions.
The aim is to achieve a considerable increase in performance, keeping the additional protocol overhead
reduced. The general five steps of the suggested self-optimization algorithm in this work are given in
Table I.

The subsections to follow, explain each step in detail. Before proceeding, we make certain assump-
tions, considering the action pair of access probabilities and transmission powers, so that the solution
of the resulting problems is simplified and the required message passing between users and the BS is
kept relatively low:

o The access probabilities are, as already mentioned, actions to be chosen optimally from the min-
imization of the drift at each time slot. The result should be broadcast over the channel in the
future steps of the algorithm, so that the users can adapt their transmission in the optimal way.
The approach in [4] is adopted here, where the per effort probability is set to

[ f(m)

by, (t) = mm{ ACR 1} , Ym (25)
L is called contention level and f(m) is some fixed function of the transmission effort. In this way, a
simple variable L can simultaneously define the entire set of transmission probabilities. By choosing
f monotone increasing in m, priority is given to users in higher efforts and the converse when
f is monotone decreasing. Typical back-off protocols reduce by half the probability of accessing
the channel after each failure, so in this case f(m) = 27™*! and b; = 1/L. Other possible
choices could be f(m) = m~! (which is mostly used in the current work and the simulations to
follow) or f(m) = m~%5. In the following, the expression in (25) will sometimes be replaced
by b, (t) = f(m)/L(t) and the constraint that the value is smaller or equal to 1 is taken into
consideration in the constraint set of the minimization problem.

« We consider, furthermore, the transmission power to vary per effort as a ramping function. This is
an approach often met in practice (for related approaches, the reader is referred to [7] and references
therein). The power level for the first effort is given by P and for all efforts by the expression

Pm (t) = P(t)+(m—1)-Ap, ¥m (26)

where Ap is the ramping step with a fixed (tunable) value. In this way, exactly as the approach on
the backoff probabilities previously, the entire vector of power actions can be defined by appropriate
choice of the power level P (t) per time slot.
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A. Step 1: Measurements and User Reports

During the process of users trying to randomly access the channel, the BS is able to count the
overall number of detected user efforts, as well as the overall number of successful efforts. Given a
window of observation with length W, both these numbers depend on the time interval [t — W + 1,¢]
and are denoted by Ny (t), N (t) respectively. Furthermore, the users are considered to report, after
each successful effort, the total number of trials required, in other words, their current state at success.
In this way, the BS can keep track of the number of successes at effort m, within the observation
window, denoted by n;,, (t), Vm. The reports over the success state can provide as well information
over the overall number of transmissions of users being at some state m. As an example, if within
the observation period two users report success at effort 3 and 2 respectively, the BS can estimate the
number of transmissions at state m = 1 by 2, m = 2 by 2 and state m = 3 by 1, without considering
users that have yet not declared success, or are dropped. We denote these estimates by n;,, (t), Ym
and their sum, which equals approximately the number of access efforts within the observation window,
by N, (t) = Z%zl n¢m. Altogether, the set of gathered empirical information, updated per time slot, is
summarized into

Z(t) :={Na(t), No(t), Ni(t), nsm(t),Ym, nym(t),Vm} 27

B. Step 2: Estimation of Unknowns in the Objective

Using the above counters, we can now approximate the unknowns in the expression (24) that were

discussed in points 1.-3. at the beginning of this section.

« Considering the unknowns in 2. and 3. the actual overall contention probability C'P®) (N, t) from
(2), (7) and per effort success probability SFP,, (t) from (5), can be replaced by contention and
success rates, an idea which has already appeared in [7]. Observe that further information over
the per effort DM P, cannot be deduced from the above measurements. What can be calculated,
instead, is an overall rate of miss-detection, without differentiating between efforts, which we denote

by DM R. Then

CR(t) = 1—%8 (28)
SR, (1) = Zt: E;),Vm (29)
DMR(t) = 1—%‘((2 (30)

o Considering the number of users currently within the cell - discussed in point 1. - and their
estimation, we proceed as follows. Instead of trying to find integer values, we consider instead
rates of arrival. As rates of user arrivals, we understand here the number of users within the cell,
divided by the length of the observation window. In case their number was a priori known somehow,
this would equal the ratio % for the whole system and XW*” for each one of the classes. Since we
aim at minimizing the expression of the drift by appropriate choice of actions, dividing (24) by W
will not change the optimal solution, just scale down the optimal value.

As rate of user arrivals, we consider the ratio 2= which is the time dependent ratio of accepted

W
users, divided by the observation window. The above is used under the assumption that only a very
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small fraction of the users are dropped throughout the process, so that almost all users appearing
within the cell, will eventually have at some point a success. To take dropped users as well into
consideration, some further correcting term should be added, which could result from empirical
observations.

The window is considered long enough, so that the resulting success rates per state, SR, (f) in
(29), approach the actual success probability per effort. These can replace the entries in the one-
step transition probability matrix, which have been provided in equations (11)-(13) and (14)-(15).
For example in the case M = 5, we get (time dependency is omitted, considering that the values
remain almost fixed for a certain long enough time interval)

1—b (1—SRy) b (1—SRy) 0 0 0

) bySR» 1— by by (1 —SRy) 0 0

P5 = bgng 0 1-— b3 bg (1 - SRg) 0
biSRy 0 0 1— b, by (1 — SRy)
bs 0 0 0 1—0bs

and the steady state probability distribution is found by solving the system 7 = 7 - Py, where
is the row vector of the unknown probabilities for the M states. The solution equals

m(t) = — ! 31)
1+ M, (1= SR (1)) ... (1 — SR,y (1))
T (t) = m(t)- (5—1(1 SRy () ... (1= SRy (t))) L2<m<M (32

The ratios of the unknown backoff probabilities are involved in the expression above. From the
previous discussion by /b,,, = f(1)/f(m), which are known, since the function f is chosen a priori.
It is now easy to provide the estimation over the user arrivals per effort. That is:

Xom (1) N, (t)
wo =)=y
and the 7,,’s are the probabilities given in (31) and (32).

(33)

C. Step 3: Solving the Problem

It is possible now - after step 2 - to approximate the objective function and formulate the optimization

problem in a way such that the optimal actions can be chosen per time slot. In our algorithmic suggestion,
based on the measurements and estimated quantities described above, we break down the problem into
two subproblems.

« Backoff Probability Problem: Making use of the estimated parameters, the objective function at
the base station can be written as

DV (S0 L0) = 75+ [T gy f () (1= SR (1) G4)

. 1 M
t

S

m=1
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and the aim is to minimize the above convex function over the contention level L. Obviously, the
optimization will have as a result either the maximum value of L, or the minimum one, depending
on the sign of the term inside the square brackets (unless other more complicated constraints are
taken into consideration). The lower bound is given by the constraint that all access probabilities
should be less than or equal to 1

%&L Vm = L) > max{f(m)}.

To obtain an upper bound, we further provide a constraint on the probability that a time slot is idle
(no user transmits). This probability should be less than or equal to A - which is a design factor
for the system.

]P)[[DN] = H ( _];(_E?Z)))W SA = ZﬂmN;{/('t) -log (1— J;(—ZZ))) Slog(A)

The function on the left handside is increasing with L, thus the expression is an upper bound on
L as well. Altogether, the solution is summarized in the following:

- if [ZM T2 £ (m) - (1 —m - SR, (t))} > 0 then the contention level is found by solving

m=1"mM W

Z Tm N;V(,w -log (1 — {;5—72))) = log(A) (35)

- if [Z%Zl WmNST(t)f (m)-(1—m-SR,, (t))} < 0 then the contention level equals
L*(t) =max {f(m)}. (36)

Power Control Problem: In order to define the optimal transmission levels, a first approach would
be to follow the above procedure and formulate again an optimization problem, given the backoff
probabilities f(m)/L*(t) and the contention rates C'R(t) from (28). In order to fully determine the
objective function based on (24), which can be denoted by D (V (S (¢)), P (t)), the closed form
expression for the DM P, as a function of power, with Property 1, should be available. This can be
provided by some outage expression, it is however unlikely that it will always represent in the most
accurate way the channel’s fading behavior, hence the resulting power control will be unreliable.

A different approach - which is adopted here - is to use a Multiplicative-Increase-Additive-Decrease
(MIAD) control rule, as in the case of congestion control protocols in TCP [15]. In this way, the BS
reacts on the change of the estimated DMR stepwise, by increasing or decreasing the power level
P(t) per time slot, depending on the current value DM R (t). We set two levels of action, a high
detection-miss level DM R and a low one DM R”. The control loop then functions as follows.
When the high level is exceeded, the power level is increased by multiplication with a tunable
factor 1 4 ;. This action increases rapidly the transmission power, since miss-detection is highly
non-desirable. When the ratio falls under the low level DM R”, which is considered satisfactory for
system performance, the power is reduced in a conservative way, as an energy saving mechanism
for the mobile users, by subtracting a constant tunable amount of d,. A suggestion can be that 0,
is set equal to the ramping step Ap in (26). The control loop is described by the following updates
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P (t—1)-(1+6y), if DMR(t)> DMRH

Pr(t) = { P (t—1) — 6, if DMR(t) < DM R" GD

D. Step 4 and 5: Broadcast of Information to the Users and Action Calculation

The last two steps of the algorithm involve the broadcasting of the action-related information to the
users, which resulted from the previous analysis. This is given by the tuple of contention level and
power level

J(t) = {L"(1), P (1)} (38)

The users that are present within the cell receive this information. Since each one of them is aware of
his current individual state S, (t), and assuming that the expressions in (25) and (26) for the success
probability and the power level per effort are known a priori to the mobile stations, each user can
calculate its own action pair
A (80 (0).70) = 0n(0)5a(0) = (L5280 o) 4 5,080) (9)

We have to note here that, in case this knowledge is not available at the mobiles, the BS should
broadcast the entire vector of transmission powers and access probabilities calculated, and the mobile
users should choose the actions related to their state.

The block diagram of the suggested algorithmic procedure is illustrated in Fig.1.

V. NUMERICAL RESULTS

The proposed algorithm has been implemented in a single cell scenario. The number of users within the
cell at each time slot is considered fixed throughout each implementation period and users are randomly
positioned, with a 2D uniform distribution. The algorithm is evaluated for the cases of N =1,2,...,14
[users/time slot].

Considering the transmission scenario, each user randomly chooses at each attempt one sequence,
out of a pool of 10 orthogonal sequences (we implement a simpler version of the LTE system model
for collision avoidance), and transmits with a chosen backoff probability and transmission power. The
signal experiences path loss due to the UE-BS distance. Fast fading is not considered here, since the
effect of channel randomness is similar to that of random user positioning in a per effort scale. The
channel is considered AWGN with noise mean equal to —133.2 dB.

An effort is successful when a sequence is detected and no two users among those taking part in the
transmission collide, in the sense that no two users transmit the same chosen sequence simultaneously.
A user is dropped when the effort fails at the maximum access effort M = 5. After a success or an
event of dropping, users will be removed from the waiting-for-transmission list, and the same number
of newly arriving users will be added, each given a random position on the plane.

Power and access probability for the users are computed per slot equal to the action pair in (39), for
f(m) = m~!. The suggested algorithm is further compared to a scenario, where access probabilities
and target power are held fixed, while the ramping function for the transmission power is the same
in both cases. To show the effect of the design factor A, two different values are tested in the
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suggested algorithm. The parameters of the two schemes are summarized in Table II and the performance
comparisons are illustrated in Fig. 2 - 10.

The performance of the scheme and its comparison to the fixed scenario is better shown in the plots
of the performance measure in Fig.2 and the dropped user rate in Fig.3. The performance measure is
simply the actual value of the state function V' in (23), for large numbers of time ¢, when the system is
considered to have converged to a steady state. To make the comparison more “fair”, the fixed scenario
is chosen with access probability vector, such that the average occurence of an idle slot is equal to the
case where A = 0.25. This is higher for the scenario where .4 = 0.5 as shown in Fig.4. For both choices
of A the suggested algorithm outperforms the fixed scenario. The value of the performance function
is lower - with increasing difference to the fixed case, for a higher number of users. Considering the
dropping user rate, the dynamic scenario allows the system to remain stable - in the sense that the rate
of dropped users does not tend to “explode” - for a higher value of V.

A more detailed comparison of the schemes is given in Fig.5-10. Specifically, Fig.5, 6 and 7 illustrate
the system rates that influence the performance, meaning the detection-miss, contention and success rate
respectively. Observe how the increase of the parameter A improves all these, as well as the average
effort for success, shown in Fig.8.

The last two figures provide the cost comparison for the two schemes, related to the average total
number of time slots until success, as well as the expense in power for miss-detection avoidance. Higher
benefits in the contention and success rate, naturally come at the cost of higher average delay up to
success, as Fig.9 implies. On the other hand, the cost in average power expenditure per user equipment
in Fig.10 is not necessarily higher in the dynamic scheme resulting by the algorithm, and can actually
be less than in the fixed case, especially for a larger number of users in the cell.

Altogether, the dynamic scenario shows a significant increase in performance for the system at low
costs in power and delay (sometimes even better), compared to a reasonable fixed scenario which aims
at high performance. This is because the algorithm lets the system react to performance degradation,
observed by the measured DMR and CR, by allowing the choice of two different actions for the power
as well as the access probabilities. Obviously, availability of a larger action set would present even
higher improvement, at the cost of significant signaling overhead from the BS to the UEs.

VI. CONCLUSIONS

We have suggested an algorithm for decentralized control of user back-off probabilities and transmis-
sion powers in random access communications. The algorithm is based on measurements and user reports
at the base station side, which allow for an estimation of the number of users present within the cell,
as well as the quanitites of detection-miss and contention probability. By solving a drift minimization
problem for the contention level and using closed loop updates for the transmission power level by a
MIAD rule, the base station coordinates the actions chosen by the users, by broadcasting the information
pair (L*, P*).

The algorithmic steps, as well as the methodology of the drift minimization for a certain measure of
interest referring to the steady state, provide a general suggestion to treat problems of self-organization
in wireless networks.

Considering the specific scheme, a large variation of algorithms can be extracted, by choosing e.g.
some different state function for the performance measure, or by introducing other kinds of user reports,
which may provide more information to the central receiver, at the cost of increase in signaling.
Furthermore, a larger action set can definitely provide a higher performance, compared to the proposed
one - which introduces two possible values for the contention level (high/low) and two actions for the
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power level (increase/decrease). Even in this scheme however, which is characterized by an “economy”
of signaling and information exchange, the results - as illustrated by numerical examples - are extremely
beneficial, especially as the user number in the cell increases.
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APPENDIX

Proof: [Proposition 1] Similarly to the definition of C'P in (2), the collision probability with
non-certain transmission of users that are present in the cell, will take the expression

CP® (N,t) := P[COL| PRN & TRn & MDn"]
N
- Scr (k t> P [TR(!% \ N) | TRn]

N—1
= Y CP(k+1,t)-P[TR(k\ N —1)] (40)

k=0
where the second equality comes from the total probability theorem. The summation here starts with
k =1, since the probability is conditional on the transmission of user n, hence at least one user will
definitely access. By the index substitution k£ := k£ — 1 > 0 in the third equality, we remove user n and

consider the remaining N — 1 users.

For each k, we have to consider all k- out-of—(N — 1) user samples without replacement. We denote
each one by ¢~ = {qfC yees ’“} where ¢ are user indices belonging to the current k-sample. The total

number is L (N — 1,k) = ( N k:_ L ) and for k = 0, ¢ = {0}. Furthermore, the complement of the

index set ¢F is the set of user indices not transmitting. This is denoted by ¢} and has size N —1—k. The
probability of the index set ¢} to transmit and GF not to, equals oy == [+, Dpi - va:_ll_k(l — bges)-
Then

N—1 L(N-1k) &k N-1-Fk
C'P(b)(N,t) — CP(k+1,t)- Z Hbqf” H ]._bkj 41)
k=0 =1 =1 j=1

Setting b fixed and equal for all users in the above, provides the second CP expression in the proposition.

To see why inequality (8) holds, observe that all possible index set pairs {qf,@f}, Vk,l, form a
sample space for an experiment of N users being present within a cell and having a probability each
to transmit or not. Hence Zk,l ay; = 1 and the following holds

cpP® (N W > CP(k+1,t)- apy

Property 2
Z C P a7
= CP( ,1)
]
Proof: [Proposition 2] Let ]-" Y :={S(t),...,S(0)} be the information over the system realiza-
tions up to slot £. Obviously F(© C F® (formally F© is a sub-c-algebra of F® ) and the tower
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property for expectations [16, p.88] holds.
Tower
E[V(S(t+1)[S(0)] "= E[E[V(S(+1)[F]F]

M RV (S(+1))1S(1)]S(0)]
= EDVS®), A1) +V(S1)ISO)
= EDWV(S®),A®))ISO]+EV(S()[S0)]
and by repeating the process for 7, ..., 0 and taking limits for ¢ — oo at both sides we reach the result.

|
Proof: [Proposition 3] Consider the above series (19) up to a finite horizon 7'+ 1 and denote the
related sum by M (V). The expected drift term for some 7 < 7' equals

E[DV(S(r),A(r) = > - Zpsoasl o Dsras - D(VI(S(7), A7) (42)
S(1)
where each summation is taken over the entire state space at time 1,...,7. We denote by ps_ ..

the transition probability from state S(7 — 1) to S(7). It can be observed that p,__, ,, , which can
be controlled by the actions A (7 — 1) taken at time 7 — 1, appear in all summands of M (V'), for
r<t<Tandnotfor0<t<rt—1.

Following this observation, problem (20) can be rewritten as

min  ming ryea Mr (V)
s.t. A()eAteﬂ) LT —1]

where the optimal choice of actions in 7' define the transition probabilities ps,. ;.. . These do not
appear in other terms and can be found by minimizing the expression for the drift at 7". The optimal
cost-to-go equals

(43)

J(S(T) == Y Py, V(S(T+1)) =V (S(T))) (44)

S(T+1)

The optimal cost-to-go is easily shown to satisfy the recursion, VS (7 — 1) € S:

J(S(r—1) =  min ZPST 1=s, (V(S(7)) =V (S(T = 1))+ J(S(7))). (45)

TIEA

The expression remains the same, as the horizon 7" — oo and taking also 7 — co we reach the result.
]
Proof: [Proposition 4] From the previous proposition, the optimal transition probabilities per time

slot ¢ are given by solving the problem

Hoin, Z Psimssn (V(S(E+1) = V(S(8) + J(S(t+1)))

Drift minimization s1mp1y does not take the term J (S (¢ + 1)) into account and considers only the
transition S (t) — S (t + 1). u
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TABLES

TABLE 1
GENERAL SELF-OPTIMIZATION ALGORITHM

STEP 1:
STEP 2:
STEP 3:
STEP 4:
STEP 5:

Gather empirical information Z at the base station (measurements and user reports).
Estimate certain unknown factors (see 1. - 3. above) of the objective function (24).
Solve the resulting approximate optimization problem in (22).

Broadcast action-related information 7 to the users.

Calculate at the user side the required actions A, (t), Vn, based on J.

TABLE I
PARAMETER TABLE

Parameters Value
Wireless Network Single cell
User distribution Uniform within cell
Number of users in cell {1,2,...,14}
Sequence pool size 10

Fixed Tx Power 250 mW
Power ramping step Ap 20 mW
Maximum Tx Power 500 mW

Path loss PL 128.1 4 37.6log(D km) dB
Noise —133.2 dB
SNR threshold 8 dB
Maximum effort M 5

Fixed backoff probability
Number of slots

[0.5,0.4,0.3,0.2,0.1]
15000 slots

Window length W
Backoff factor A
Access Function f (m)
Power control factor d;
Power control factor do
DMRY

DMR*

200 slots
{0.25,0.5}
m-1
2x107%
8 mW
3.5%
2.5%
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Fig. 1. Block Diagram of the suggested algorithm including the message passing between the BS and the mobile user
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Performance comparison: performance measure
14 ‘ | |

12F —+fixed | . A '
dynamic, A=0.25
——dynamic, A=0.5

10

Performance measure

| i i
2 4 6 8 10 12 14
Number of users in the cell

o

Fig. 2. Comparison of performance measure, equal to the chosen function V' as ¢ — oo. The measure improves with increasing idle
probability bound .A.

3 Performance comparison: dropping ratio

4X 10 T T T T |
—+—fixed
3.5- ; =
dynamic, A=0.25
3 —=—dynamic, A=0.5

2 4 6 8 10 12 14
Number of users in the cell

Fig. 3. Comparison of the average dropping rate (DR). The abrupt increase of the rate after a certain user number is an indicator that the
system is not anymore stable for a further increase in the cell user number. Higher values of A can increase the point when the instability
appears, at the cost of delay.
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Performance comparison: idle probability
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Fig. 4. Comparison of the average occurence of idle slot per scheme. The dynamic scenario with .4 = 0.25 follows the chosen fixed

one.

Performance comparison: detection miss ratio
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Fig. 5. Comparison of detection-miss rate (DMR) for the different schemes.



Performance comparison: contention ratio
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Comparison of contention rate (CR) for the different schemes.

Performance comparison: success ratio
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Fig. 7.
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Comparison of the overall success rate (SR) for the different schemes.
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Performance comparison: effort
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Fig. 8. Comparison of average number of efforts up to success (including the case of dropping).

Performance comparison: delay
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Fig. 9. Comparison of actual average delay up to success or dropping (alternatively: average time of user presence in the cell) in time
slots.



Performance comparison: total Tx power per user
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Fig. 10. Comparison of average total transmission power per user for the different schemes.



