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## 1 Introduction

The turmoil of financial markets during the global financial crisis has increased the interest of researchers to study the behavior of financial agents in various sectors of the economy. Exchange rate expectations which are at the heart of modern open-macroeconomic models became one of the topics of intense discussions. Understanding the expectation formation process for tomorrow's exchange rate is important for practitioners and policymakers alike. Researchers often use the rational choice hypothesis, claiming that market participants form informed, rational expectations at each point in time. In practice the assumption of rational choice is a cornerstone of many econometric analyses of exchange rate determination and empirically examining a model means testing the joint hypothesis of the validity of the model as well as the rational expectations hypothesis. Survey based forecasts allow to test if the assumption of rational expectations holds and how individual forecasts are formed.

The empirical open-economy literature has often found very little empirical support for expectation-based exchange rate models, one of the possible reasons being the violation of the rational expectation assumption in the foreign exchange market. This led several researchers to develop models in which the rational expectation assumption is relaxed and different types of actors in the currency market are considered. The first analyses go back to Frankel and Froot (1987) and Froot and Thaler (1990). The research that raises doubts about the validity of the rational expectations assumption in this market has prospered in recent years. It also tries to find alternative approaches to describe how market participants form expectations. Researchers nowadays focus in particular on trend and fundamental values as main drivers of exchange rate forecasts (Menkhoff, 2001; Menkhoff et al., 2008; Verschoor and Zwinkels, 2013).

This paper contributes to the discussion on the process of how market participants form exchange rate expectations by using a significantly larger data set than is usually the case and by examining it a wider range of questions about how expectations are formed. For the purpose of this study we use the Consensus Foreign Exchange Forecast dataset containing 22 countries and nearly 20 years of survey based forecasts. The data set also allows to analyze a variety of currencies using a homogeneous data set and to differentiate between emerging and industrialized economies.

Using this rich data set, this paper addresses several questions: First, the rational expectation hypothesis is tested by controlling for unbiasedness and orthogonality. Second, the paper aims at differentiating between trend-following or chartist behavior in the short-run and fundamentally oriented or fundamentalist behavior in the long-run. Third, the Consensus Dataset allows to differentiate between forecasters' expectation formation in emerging markets vis-à-vis established market economies. Fourth, individual estimates are used to analyze the structure of currency-specific forecasts in order to analyze the underlying structure of forecasting behavior.

The remainder of the paper is structured as follows. Section 2 explains the data set and its properties. Section 3 illustrates stylized facts of the foreign exchange market. Section 4 analyzes the question of whether expectations in foreign exchange markets are formed rationally. Section 5 investigates to what extent exchange rate forecasts reflect chart-following and fundamentally-oriented expectations. It further analyzes the different forecasting patterns for industrialized countries and emerging markets. Section 6 concludes.

## 2 The Data Set

We use survey data of the Consensus Economic Forecast poll for 22 currencies over three different horizons: One-month forecasts (1m) which we refer to as short-run forecasts, three-month forecasts (3m), which we refer to as medium-run forecasts and twelve-month forecasts $(12 \mathrm{~m})$, which we refer to, for simplicity, as long-run forecasts. ${ }^{1}$ The focus here is on the different time horizons, by months. The labeling is for practical reasons only, as one may for example argue that the long run is typically longer than twelve months. The markets for these currencies together cover almost $95 \%$ of the trading volume in the foreign exchange market (Galati et al., 2008). The Consensus Economic Forecast regularly asks financial market participants and experts about their one-month, three-month, and twelve-month forecasts.

[^0]Table 1: Summary of the Data Set

| Currency | Time Span | No. of Months | 1 m | 3 m | 12 m | Classification |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| Australian Dollars | $01 / 1996-11 / 2014$ | 226 | 586 | 566 | 492 | Industrialized |
| British Pound | $11 / 1995-12 / 2014$ | 218 | 2182 | 2197 | 1978 | Industrialized |
| Brazilian Real | $02 / 1996-09 / 2014$ | 223 | 418 | 409 | 382 | Emerging |
| Canadian Dollar | $12 / 1995-12 / 2014$ | 228 | 802 | 777 | 639 | Industrialized |
| Chilean Peso | $01 / 1999-07 / 2014$ | 186 | 319 | 315 | 298 | Emerging |
| Chinese Renminbi | $09 / 2000-10 / 2014$ | 169 | 413 | 409 | 308 | Emerging |
| Czech Koruna | $06 / 1998-11 / 2014$ | 197 | 380 | 353 | 293 | Emerging |
| Danish Krona | $06 / 1999-11 / 2001$ | 29 | 66 | 67 | 66 | Industrialized |
| Euro | $01 / 1999-12 / 2014$ | 191 | 3734 | 3758 | 3510 | Industrialized |
| Hungarian Forint | $07 / 1996-08 / 2014$ | 222 | 388 | 361 | 305 | Emerging |
| Japanese Yen | $11 / 1995-12 / 2014$ | 230 | 4398 | 4483 | 4235 | Industrialized |
| Mexican Peso | $11 / 1995-12 / 2014$ | 230 | 439 | 435 | 400 | Emerging |
| Norwegian Krone | $08 / 1998-06 / 2014$ | 190 | 333 | 316 | 296 | Industrialized |
| New Zealand Dollar | $05 / 1997-04 / 2013$ | 191 | 351 | 327 | 324 | Industrialized |
| Polish Zloty | $01 / 1997-04 / 2014$ | 207 | 397 | 372 | 324 | Emerging |
| Russian Rubel | $10 / 1995-12 / 2014$ | 231 | 380 | 358 | 297 | Emerging |
| Slovakian Koruna | $08 / 1997-02 / 2008$ | 126 | 146 | 146 | 146 | Emerging |
| South African Rand | $04 / 1998-10 / 2010$ | 150 | 340 | 347 | 331 | Emerging |
| South Korean Won | $02 / 1996-08 / 2014$ | 222 | 310 | 305 | 292 | Industrialized |
| Swedish Krone | $01 / 1996-10 / 2014$ | 225 | 358 | 351 | 327 | Industrialized |
| Swiss Franc | $11 / 1996-02 / 2014$ | 207 | 385 | 358 | 340 | Industrialized |
| Turkish Lira | $06 / 1999-10 / 2014$ | 184 | 424 | 394 | 313 | Emerging |

Note: The classification of 'Emerging Markets' follows the classification of International Monetary Fund (2015). Czech Republic and Slovakia were listed as for the majority of the time period under consideration.

Our data set begins in November 1995, when the survey was initially launched and ends in December 2014. Data is published only with a 12 months delay. While monthly surveys are available for the US dollar/euro and yen/US dollar exchange rate, other exchange rates are surveyed on a bi-monthly, quarterly, semi-annual and annual basis. In total, the data consist of 49,823 exchange rate forecasts. A total of 69 different institutes from the financial, non-financial and research sector submitted forecasts to the Consensus Dataset. ${ }^{2}$

Table 1 gives an overview of the data characteristics showing the period examined for each of the currencies of our study and the number of months in question as well as the amount of individual observations and classification of the 22 currencies. The data set includes an equal number of emerging market currencies and industrialized country currencies and covers significant international financial events like the Asian

[^1]crisis, the introduction of the euro and the crisis in the euro area, as well as national events, such as the pegging of the Swiss franc. Hence it covers a very rich and heterogeneous period of time, allowing for a general interpretation of forecasting behavior.

The Consensus data set has several advantages over other survey data sets and is not subject to some of the weaknesses often pointed out for survey data: Firstly, the forecasts are published together with the names of the institutions the forecasts are affiliated with. This allows for a performance tracking of each respective institution. Hence, this is likely to motivate forecasters to submit their best forecast (Keane et al., 1990). This is confirmed by Batchelor (2001) and Frenkel et al. (2012), who show that the Consensus Economics forecasts are more accurate in terms of mean absolute error and root mean square error compared to, for example, OECD and IMF forecasts.

Secondly, unlike other surveys used in the literature (Keane et al., 1990; Menkhoff, 1998; Dick et al., 2014), forecasters participating in the Consensus Economic Forecast poll do not only submit the direction of the expected change of the macroeconomic variable, but forecast a specific level allowing for greater differentiation between individual forecasts. Thirdly, the survey data are readily available to the public so that our results can easily be verified. Fourth, the data set at hand covers a period of nearly 20 years, thus providing a number of forecasts and making it independent of a particular shock or a specific phase of the business cycle. In order to take into account price developments in our analysis and to resist any arbitrary construction of the PPP exchange rate level, we use data on purchasing power parity (PPP) as published by the OECD. The PPP-data provided by the OECD are widely used in empirical studies on exchange rates (Bettendorf and Chen, 2013), fiscal policy (Monacelli and Perotti, 2010) and monetary policy (Molodtsova and Papell, 2009). ${ }^{3}$

[^2]
## 3 Stylized Facts

For all 22 exchange rates, Figures $1-3$ show the actual exchange rate (solid line), the PPP exchange rate (dotted line), and the cross-sectional range of the forecasts (shaded area) for the one-month, three-month, and twelve-month horizon, respectively. The graphs indicate that the forecasted exchange rate and the actual exchange rate are moving in tandem in the short run. Whilst most industrialized economies tend to display a stabilizing trend towards the fundamental PPP values for all forecast horizons, the curves diverge significantly from the prevailing exchange rate for emerging markets and for some exchange rates in times of crisis. The forecasts for the South Korean won for example show a bandwidth of 1150 to 1450 won per US dollar during the Asian crisis, thus expressing the vast heterogeneity of forecasters' beliefs. During the Russian financial crisis in 1998, forecasters showed a strong divergence from the current state for the ruble's one-year horizon and continue to do so over time. Moreover, forecasters seem to adapt slower to changes in the status quo the longer the forecast horizon is. Other exchange rates display persistent deviations of the actual exchange rate from PPP. For instance, the data support that the Chilean peso was consistently undervalued against the US dollar. Forecasters may have an incentive to use recent trends to forecast exchange rate developments of the currency of an emerging market and so far, the literature on comparative analyses between industrialized and emerging OECD-economies provides only very few examples ${ }^{4}$.

[^3]${ }^{2}$
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## 4 Tests for Rationality of Expectations

The literature on forecasting of exchange rates is largely based on the assumption that agents form their expectations in a rational choice process, based on individual utility functions. However several studies emphasize, that the formation of expectations on exchange rates can hardly be explained by utility-maximizing behavior (Verschoor and Zwinkels, 2013). Another strand of research questioning rational choice stresses that market participants can be shown to use trend and fundamental values in heterogeneous ways (Ito, 1990; Macdonald and Marsh, 1996; Jongen et al., 2012) with the weighting possibly shifting from chartist to fundamentalist behavior with increasing forecast horizons (Goldbaum and Zwinkels, 2013): Whilst trend-following behavior may have been prevalent during a certain time for a given currency, forecasters may use a different pattern once the forecast horizon expands. In doing so, forecasters undermine the assumption of rationality.

Testing for rationality allows us to test whether forecasted exchange rate changes diverge in a systematic way from actual exchange rate changes. Following the research of Elliott and Ito (1999), two criteria are applied to analyze forecaster rationality: In a first step, we test forecasts for unbiasedness. More specifically, we investigate whether forecasts represent unbiased predictors of the future and whether market participants hold biased forecasts of future exchange rates. In a second step, we test the efficiency of forecasts by exploring the orthogonality of forecasts to recent exchange rate developments. If forecasts can be shown to be orthogonal to previous actual exchange rate changes, it can be concluded that the forecast errors are unrelated to information available at the time when a forecast was made. If it turns out that forecasts are both unbiased and orthogonal to previous changes, it can be assumed that the assumption of rational expectations can be upheld.

### 4.1 Unbiasedness Condition

Forecasts are called unbiased if no significant relationship can be found between the realized change between $t+k$ and $t$ and the estimated changes for the time period of time.

As performed in previous studies ${ }^{5}$ the following relationship is tested for unbiasedness

$$
\begin{equation*}
s_{t+k}-s_{t}=\alpha+\beta\left(E_{i, t}\left[s_{t+k}\right]-s_{t}\right)+\epsilon_{i, t} . \tag{1}
\end{equation*}
$$

Thereby $s_{t}$ and $E_{i, t}\left[s_{t+1}\right]$ denote the $\log$ of the exchange rate at time $t$ and the $\log$ of the expected exchange rate of forecaster $i$ at time $t$ for time $t+k$, respectively. In addition, $\epsilon_{i, t}$ denotes the error term and $k$ refers to the forecast horizon, (i.e., in our study $k=1,3$, and 12 months). Unbiasedness prevails if $\alpha=0$ and $\beta=1$. Note that in this case exchange rate changes are not necessarily predicted accurately, but the forecast errors do not show any systematic pattern.

Table 2 reports the results based on the Newey-West panel estimator, which accounts for autocorrelation, heteroscedasticity, and correlation among the forecasters. The results show that in 61 out of 66 cases the null hypothesis of unbiased forecasts, $\mathrm{H}_{0}: \alpha=0 \wedge \beta=1$, can be rejected on a one percent error probability level. Interestingly, the $\beta$ coefficient which, in the majority of cases, is below unity, decreases with the forecast horizon reflecting that one-month ahead forecasts are less biased than longer-term forecasts. For instance, in the case of the Slovak koruna and the Mexican peso, the $\beta$ coefficient for the one-month forecast is not different from unity indicating unbiased one-month forecasts. By contrast, the $\beta$ coefficient for three-month and twelve-month forecasts is significantly smaller than one. Moreover, exchange rates which have properties of fixed rates, like the Chinese renminbi/US dollar, the Turkish Lira/US dollar and the Danish krona/euro, show a $\beta$ coefficient that is insignificant for some forecast horizons. This implies that realignments of exchange rates are difficult to predict, as forecasters appear to misinterpret, when the realignment may happen.

Our results show that forecasts are biased the more, the longer the forecast horizon is. This suggests that expectations are not an unbiased predictor of the future exchange rate, thus confirming the results of Frenkel et al. (2011). The implication however that forecasters are not rational would lead a step too far: Rationality can be consistent with biased forecasts under a variety of circumstances, as shown by Pierdzioch et al. (2012). Unbiasedness constitutes a necessary but not a sufficient

[^7]Table 2: Tests for Unbiasedness


[^8]condition of rationality, as forecasters may hold a bias when forecasting, yet perform consistently. Hence, the next section analyzes whether forecast errors are orthogonal to the information of the forecasters, which would then allow us to draw conclusions on the rationality of forecasters given the traditional assumptions on forecasting behavior.

### 4.2 Orthogonality Condition

The orthogonality condition focuses on whether forecast errors are unrelated to information on exchange rate changes available at the time of forecasting. Given that forecasters use the available information at time $t$ efficiently to forecast the foreign exchange for time $t+k$, they should use any variable in such a way, that it proves to be unrelated to the forecast error. Given that a variable and the error are uncorrelated, the variables are described as independent, if they are orthogonal (Athanasios Papoulis, 2002). We argue that in this case, at least two arguments should be included in the information set: The previous exchange rate change $\left(s_{t}-s_{t-1}\right)$ and the degree of overvaluation or undervaluation compared to the equilibrium exchange rate. Hence, we estimate

$$
\begin{equation*}
s_{t+k}-E_{i, t}\left[s_{t+k}\right]=\alpha+\beta\left(s_{t}-s_{t-1}\right)+\gamma\left(s_{t}-f_{t}\right)+\epsilon_{i, t} . \tag{2}
\end{equation*}
$$

Again, all exchange rate variables are in logs. In this setup, orthogonality means that neither the constant term nor any past exchange rate changes nor deviations from exchange rate from the long-run equilibrium rate can explain the forecast error. Table 3 shows that in 61 out of 66 cases the null hypothesis $\mathrm{H}_{0}: \alpha=\beta=\gamma=0$ of orthogonality cannot be rejected on a one percent error level. This is because in most cases the lagged exchange rate change as well as the misalignment is correlated with the forecast error. Interestingly, these results are more pronounced for the one-month and three-month ahead forecasts. When examining the differences of emerging and industrialized OECD members, no significant differences can be found. These results are in line with the current literature.

The analyses show that for most currencies and forecast horizons the hypothesis of orthogonality has to be rejected: Forecasters tend to exhibit biased behavior and tend not to use the information at hand - i.e. actual exchange rates at time $t$ to predict future values for $t+k$ - efficiently. When considering the differences between
emerging and industrialized countries, we find forecasters to persistently deviate from rational forecasts. In only three cases, the assumption of rationality can be upheld overall, namely for the one-month forecasts for the Brazilian real, the Canadian dollar and the Danish krona, thus suggesting that forecasters do not seem to perform efficiently more often when forecasting industrialized currencies than emerging currencies.
Table 3: Orthogonality of Forecasts


[^9]Table 4: Extrapolative Forecasts

Note: The table shows the regression results for Equation (3) $s_{t+k}-s_{t}=\alpha+\beta\left(E_{i, t}\left[s_{t+k}\right]-s_{t}\right)+\epsilon_{i, t+k}$; all exchange rates are in logs; robust standard error in parentheses.

## 5 Expectation Formation in the Foreign Exchange Market

### 5.1 Extrapolative and Regressive Expectations

In this section, we examine the expectation formation process in more detail. We begin by investigating to what extent exchange rate forecasts reflect chart-following and fundamentally oriented expectation. In the former case, market participants have extrapolative expectations, which means that the forecasted exchange rate changes are a function of past exchange rate changes. In the latter case, forecasts are based on regressive expectations, which means that they are a function of the deviation of the exchange rate from a reference value. This reference value can be a moving average, a constant, or a fundamental value $f$. In this study we use the assumption that the reference value is the PPP value.

In order to examine chart-following and fundamentally oriented expectation formation, we estimate the following expectation formation process using a Newey-West panel estimation:

$$
\begin{equation*}
E_{i, t}\left[s_{t+k}\right]-s_{t}=\alpha+\beta\left(s_{t}-s_{t-1}\right)+\gamma\left(s_{t}-f_{t}\right)+\epsilon_{i, t} \tag{3}
\end{equation*}
$$

Here, $E_{i, t}\left[s_{t+k}\right], s_{t}$ and $f_{t}$ denote the log of the expected, the actual and the fundamental exchange rate at time $t$, respectively. Again, subscript $i$ denotes the individual forecaster and $\epsilon$ the error term. If $\beta>0$, this indicates that, whenever the currency depreciates, forecasters expect a further depreciation. In this case, expectations are extrapolative, as they follow a trend. This behavior is also often referred to as bandwagon behavior. By the same token, $\beta<0$ indicates that a depreciation during the period preceding the time of the forecast leads market participants to expect an appreciation during the next period. This is referred to as contrarian behavior. The coefficient $\gamma$ measures to
which extent forecasters expect the exchange rate to return to its fundamental value and represents regressive expectations. If $\gamma<0$, forecasters expect the exchange rate to move towards the equilibrium, which we refer to as stabilizing behavior. Likewise, values of $\gamma>0$ point to destabilizing behavior. If $\gamma$ equals zero, forecasters do not respond to deviations from the equilibrium exchange rate.

Table 4 reports the results of regressing Equation 3 based on the Newey and West (1987) panel estimator. An individual panel estimation was performed for the 1, 3 and 12 month horizon of all 22 currencies. The results can be read as follows: The $\beta$ coefficients for the one-month forecast of -0.152 in the case of the pound sterling reflects that if the pound depreciated by $10 \%$ during the preceding month, forecasters expect an appreciation of $1.52 \%$ for the next month. Similarly for the case of the $\gamma$ coefficient, the estimated value of 0.067 for Switzerland for the twelve-month horizon means that forecasters expect that a ten percent deviation of the Swiss franc from the fundamental value will lead to a further increase of this difference, by 0.67 percentage points over the next 12 months.

Table 5: Share of Significant Estimation Results by Parameter and Forecast Horizon

| Forecasting Behavior | 1 m | 3 m | 12 m | Total |
| :--- | :---: | :---: | :---: | :---: |
| Contrarian Behavior $(\beta<0)$ | $68 \%$ | $59 \%$ | $55 \%$ | $61 \%$ |
| Bandwagon Behavior $(\beta>0)$ | $9 \%$ | $18 \%$ | $18 \%$ | $15 \%$ |
| Stabilizing Behavior $(\gamma<0)$ | $50 \%$ | $45 \%$ | $41 \%$ | $45 \%$ |
| Destabilizing Behavior $(\gamma>0)$ | $27 \%$ | $32 \%$ | $36 \%$ | $32 \%$ |

Note: The table shows the share of forecasts displaying mean-reverting (negative coefficients) or explosive behavior (positive coefficients) for each parameter in Equation 3, respectively. The column 'Total' shows the share of significant positive and negative results over all horizons combined. Insignificant results are not included, therefore the positive and negative values do not add up to $100 \%$ for $\beta$ and $\gamma$, respectively.

Table 5 shows the share of significant estimates for the $\beta$ and $\gamma$ parameters for different forecast horizons. Three findings appear particularly interesting: First, the $\beta$ coefficients are found to be significantly negative (positive) in $61 \%$ ( $15 \%$ ) out of 66 cases $^{6}$ implying that exchange rate forecasters exhibit more contrarian behavior rather than bandwagon behavior. Table 5 also reports that the $\gamma$ coefficient is significantly negative (positive) in $45 \%(32 \%)$ out of 66 cases $^{7}$ implying that the majority of forecasters showed stabilizing behavior. Both results suggest, that foreign exchange forecasters tend to revert their estimation into the opposite direction of yesterday's developments, thus accounting for a correction of potential misalignments in the trend and the fundamentals.

Second, for the vast majority of currencies the panel of forecasters holds persistent beliefs over all forecasting horizons, only in 3 instances we find forecasters to switch from contrarian to bandwagon behavior. ${ }^{8}$ For example, forecasters of the euro exchange rate switch behavior for the $\beta$ coefficient once the forecast horizon $k$ is extended from 1 to 3 months although the estimated parameters remain close to zero. Currencies that show strong contrarian behavior of the forecasts with $\beta$ of at least -0.2 comprise the Chilean peso, the Czech koruna, the South African rand and the Mexican peso. When analyzing the persistence of the $\gamma$ coefficient, we find forecasters to hold highly persistent beliefs as forecasters do not switch between stabilizing and destabilizing expectations. Rather, the forecast horizon seems to not only influence the sign but to increase parameter strength, too, as most coefficients increase in size with increasing forecasting horizon.

With regards to the dependency on trends and fundamentals it may be argued, that the panel of forecasters classifies the development of a currency as, say, explosive,

[^10]irrespective of the forecast horizon. Whilst the results show stabilizing behavior for most exchange rate forecasts, destabilizing expectations are centered on the Mexican peso, the Russian ruble, the Slovakian koruna, the South Korean won and the Turkish lira, most of which we consider as emerging markets. ${ }^{9}$

Third, the strength of forecast parameters over the forecast horizon shows a clear pattern for the trend variable while expectations for the fundamental variable depend on the currency rather than the forecast horizon. The trend-following $\beta$ parameter typically declines with the length of the forecast horizon and forecasters seem to hold country-specific expectations with regard to fundamentals. Whilst trends are considered a typical forecasting method for the short-run, this can not be said for fundamentals.

Figure 4: Forecasting Patterns by Country Group


Note: The black dots in Figure 4 represent forecast estimates for emerging markets, white dots represent industrialized economies. Forecasts in the first quadrant show bandwagon $(\beta>0)$, destabilizing $(\gamma>0)$ behavior, forecasts in the second quadrant show bandwagon $(\beta>0)$, stabilizing behavior, $(\gamma<0)$, forecasts in the third quadrant show contrarian $(\beta<0)$, stabilizing behavior $(\gamma<0)$ and forecasts in the fourth quadrant show contrarian $(\beta<0)$, destabilizing $(\gamma<0)$ behavior.

[^11]All results are put into context in Figure 4 and forecasting behavior regarding trends and fundamentals can be analyzed. The figure separates forecasts into four quadrants along the axes, each representing a different pattern. Forecasts in the first quadrant show bandwagon $(\beta>0)$, destabilizing $(\gamma>0)$ behavior, forecasts in the second quadrant show bandwagon $(\beta>0)$, stabilizing behavior, $(\gamma<0)$, forecasts in the third quadrant show contrarian $(\beta<0)$, stabilizing behavior $(\gamma<0)$ and forecasts in the fourth quadrant show contrarian $(\beta<0)$, destabilizing $(\gamma<0)$ behavior. Black dots represent forecasts patterns for emerging markets, white small circles represent industrialized economies.

Regarding the overall forecasting behavior, Figure 4 shows that the majority of significant estimates lies in the third quadrant of the coordinate system, as forecasts present negative $\beta$ and $\gamma$ values. Forecasters hold contrarian, stabilizing behavior in 19 out of a total of 39 significant cases. ${ }^{10}$ Destabilizing, as well as bandwagon behavior occurs less frequently and seems to result often from a prolonged period of continued deviations of the exchange rate from the fundamental rate. Most prominently, bandwagon, destabilizing behavior only occurs in emerging markets, reflected in all dots in the second quadrant. This indicates that emerging market forecasts tend to stabilize towards the trend but deviate increasingly from the long-run equilibrium. Resulting from relatively higher productivity increases, the currencies of emerging markets are often subject to an appreciation towards the US dollar. Fully explosive behavior, the case in which forecasters hold bandwagon, destabilizing behavior represents the rarest form of forecasting behavior, occurring only 4 times in the dataset, twice for emerging markets and twice for industrialized economies. Similarly, the case of bandwagon $(\beta>0)$, contrarian $(\gamma<0)$ behavior occurs rarely and does not show any systematic patterns.

Regarding individual currencies, we find that the main floating currencies, namely

[^12]the euro, the pound sterling and the Japanese yen show a negative $\beta$ coefficient in 7 out of 9 cases. Only the three-month forecast of the euro show a small positive $\beta$ value of 0.048 , while the estimate for the twelve-month forecast is insignificant. The yen, by contrast, shows significant contrarian coefficients for all horizons, whereas the magnitude is significantly stronger in the short run. On the other hand, forecasters seem to also believe in an adjustment towards the long run equilibrium in 30 out of 66 cases, despite the fact that some currencies continuously deviate from the long run average. At the same time, 21 cases indicate that forecasters believe in a deviation from the PPP.

Overall we find higher volatility of forecast coefficients in emerging markets than in the industrialized countries; the latter is indicated by the circles scattered around the origin. The results of our analysis can be interpreted as a confirmation of similar results in the literature that are based on a small number of industrialized countries (Verschoor and Zwinkels, 2013; Ince et al., 2015; Tsuchiya, 2016) but they indicate differences between the group of industrialized and emerging markets which need to be investigated. In order to evaluate the behavior towards fundamentals more carefully, we investigate the differences between emerging markets and industrialized economies in more detail in chapter 5.2.

### 5.2 Emerging Markets and Industrialized Economies

The real exchange in emerging markets and industrialized economies has been identified as a major driver of forecasting behavior in the literature (Tsuchiya, 2016). The fundamental real exchange values reveal systematic differences between both groups, as can be found in Figure 5. Whilst the real exchange rates for the group of industrialized countries appreciated marginally towards the US dollar, the real exchange rate index for the group of emerging markets shows a strong appreciation towards the dollar which

Figure 5: Real Exchange Rates Indices Compared to the US Dollar in Price Quotation


Note: The graph shows the development of real exchange rate of the two country groups towards the US dollar. The dotted line indicates the development of the exchange rate of industrialized countries towards the US, the straight line indicates the development of the group of emerging economies. The grey lines represent the respective trends between 1995 and 2014. Source: OECD Database (2016).
may influence forecasters' expectation formation.

Figure 6 shows the share of significant results for each time horizon and country group and illustrates the results in more detail. When controlling for patterns of chartist behavior, the $\beta$-coefficients indicate that bandwagon behavior (i.e. $\beta>0$ ) dominates the short run forecasts for industrialized countries. In emerging markets, bandwagon behavior seems to hold particularly in the long run. Contrarian behavior (i.e., $\beta<0$ ) is equally common in both country groups for the one-month and the twelve-horizon. For the three-month horizon, however, the majority of trend-following behavior is displayed in emerging markets. Additionally, we find that forecasts in emerging markets show destabilizing behavior for all forecast horizons, with rates between $50 \%$ (1-month horizon) and $75 \%$ (12-month horizon) of destabilizing coefficients estimated for emerging markets. Industrialized economies on the other hand are subject to stabilizing behavior in the medium run, for most forecast horizons.

Figure 6: Forecasting Behavior in Emerging and Industrialized Economies

Emerging Economies


Industrialized Countries


Note: The graph differentiates between explosive (positive coefficient) and reverting behavior (negative coefficient) as estimated by Equation $3: E_{i, t}\left[s_{t+k}\right]-s_{t}=\alpha+\beta\left(s_{t}-s_{t-1}\right)+\gamma\left(s_{t}-f_{t}\right)+\epsilon_{i, t}$. It shows the respective shares of industrialized and emerging markets for each coefficient and the time horizon separately. The combined shares of industrialized and emerging markets add up to $100 \%$ for each bar.

Regarding individual emerging markets, we find the forecasts for some more important currencies, like the South African rand to display characteristics of mean-reverting behavior like the euro and the pound sterling, whilst the forecasting behavior for other
countries is affected by crisis effects. For the Russian ruble in particular, we find bandwagon behavior on the trend variable $\beta$ for two out of three forecast horizons, with the other parameters being insignificant. Moreover the $\gamma$ coefficients show significant destabilizing behavior for all forecast horizons. Possible reasons for this detachment of the ruble may be found in a long-lasting devaluation and detachment from the PPP due to the Asian crisis, followed by a high resource dependency of the Russian economy, leaving the ruble exposed to significant volatility over the period examined here.

The data suggest an inherent difference between emerging markets and industrialized economies. The difference in forecasting behavior between emerging and industrialized economies may be explained by a variety of factors. Emerging markets may be subject to exogenous shocks and rare events. Another possible explanation may be, that the emerging markets within our panel exhibit strong growth patterns over the last decades. As emerging markets catch up, productivity and wages increase faster than in industrialized economies, leading to appreciation of the currency in real terms and asymptotic deviation from PPP. We examine this effect in the next section.

### 5.3 Do Forecasters Account for the Balassa-Samuelson Effect?

The constant appreciation of emerging markets' real exchange rates over time on the one hand and the stagnating development of real exchange rates in industrialized countries on the other hand is consistent with the Balassa-Samuelson effect. The Balassa-Samuelson effect emphasizes, that a catching-up process triggered by relatively strong productivity increases in the tradable goods sector is accompanied by a real appreciation of the currency. This phenomenon raises the question whether forecasters systematically take this effect into account. One could imagine different ways how the trend of a real appreciation can be integrated into a forecast function.
Table 6: Extrapolative Model II: Controlling for Emerging Market Based RERs

parentheses.

One possibility is to adjust the fundamental value that forecasters consider by a factor that reflects the trend of the real appreciation of the currency of the emerging market. A second possibility is to use as an adjustment factor the real appreciation trend of the group of emerging markets. More specifically, this leads to the following specification of our model:

$$
\begin{equation*}
E_{i, t}\left[s_{t+k}\right]-s_{t}=\alpha+\beta\left(s_{t}-s_{t-1}\right)+\gamma\left(s_{t}-\psi_{t} f_{t}\right)+\epsilon_{i, t} . \tag{4}
\end{equation*}
$$

where $\psi_{i}$ is the adjustment factor. We perform the estimation process using alternatively both approaches for the adjustment of the fundamental value as described above.

As the modification of our estimation model only affects emerging markets, the results for industrialized countries remain unchanged, the detailed results for the new estimations are shown in Table 6. Figure 7 compares the earlier estimation results for industrialized countries with the new estimation results for the emerging markets to compare forecasting behavior once the Balassa-Samuelson effect is being controlled for. We find, that the estimation of Equation 4 using group based coefficients of emerging markets adapts to the results obtained for industrial countries, as can be found in Figure 7. In both cases, the majority of forecasters holds reverting behavior towards the trends and the fundamentals in the short run, for the trend, as well as the fundamental variable. Additionally the $\beta$ coefficients show increasing bandwagon behavior with increasing forecast horizons. Only for the 12 -month horizons, we find forecasters to display increasing bandwagon behavior regarding the trend variable $\beta$ for the group of emerging countries, whilst only around a third of forecasters does so in industrialized countries. At the same time, the $\gamma$ coefficients of the group based coefficients resemble the $\gamma$ coefficients for the group of industrial countries. Overall, the $\gamma$ coefficients indicate stabilizing behavior for 19 out of 22 significant regressions over all forecasting horizons for Model II.

Figure 7: Robustness of Model: Controlling for the Balassa-Samuelson Effect


Note: Figure 7 differentiates the results of the original model (Model I) as presented in Figure 6 from the adjusted results as estimated by Equation $4: E_{i, t}\left[s_{t+k}\right]-s_{t}=\alpha+\beta\left(s_{t}-s_{t-1}\right)+\gamma\left(s_{t}-\psi_{t} f_{t}\right)+\epsilon_{i, t}$ (Model II). The graph differentiates between explosive (positive coefficient) and reverting behavior (negative coefficient). It shows the respective shares of industrialized and emerging markets for each coefficient and the time horizon separately. The combined shares of industrialized and emerging markets add up to $100 \%$ for each bar.

More precisely, the adjustment of the $\gamma$ coefficient for the Balassa-Samuelson effect leads to a very similar structure as can be found for the panel of industrialized countries. Accounting for the Balassa-Samuelson effect increases the goodness of fit significantly in 8 out of 11 emerging economies. Additionally, we find the $\gamma$ coefficients to strengthen significantly in 7 out of 11 cases. Interestingly, once the Balassa-Samuelson effect is taken into account forecasters for the Mexican peso and the Polish zloty switch forecasting behavior from destabilizing behavior to stabilizing behavior for the majority of forecasting horizons. When compared to the forecasting behavior in industrialized countries, we find a clear adjustment to the panel results of industrialized countries. For the $\gamma$-coefficient we find significant, stabilizing behavior for 7 currencies, as well. After correcting for the Balassa-Samuelson effect, only very few forecasters show destabilizing behavior for the 3 -month horizon in both groups. Forecasters in both groups show purely stabilizing behavior for the 12-month horizon.

Concluding, we find the panel of forecasters for emerging economies to adjust forecasting behavior to the behavior of forecasters in industrialized countries once we account for the Balassa-Samuelson effect. This suggests, that forecasters are aware of emerging
economies' catching-up process. Thus it appears that forecasters correctly assume the following real appreciation of currencies in emerging economies. When correcting the fundamental variable for group based coefficients, we find forecasters to exhibit nearly identical behavior for the panel of emerging markets and industrialized countries. This suggests that forecasters do perceive the Balassa-Samuelson correctly and account for this phenomenon accordingly.

## 6 Summary and Conclusion

In this paper, professional economists' forecasts for 22 exchange rates are used in order to test forecaster rationality, analyze the expectation formation process, and distinguish forecasting patterns in industrialized and emerging markets. Our test results suggest that the rationality hypothesis of unbiased, consistent forecasting cannot be upheld. Our findings confirm the stylized fact that forecasters can be regarded as heterogeneous rather than homogeneous. Additionally, our results suggest that expectations in most countries tend to be influenced by both, chartist and fundamentalist behavior. Thereby long-term concepts gain importance with increasing forecast horizons. Over time, the strength of this effect tends to increase over time.

Forecasters are found to exhibit significantly different behavior in industrialized countries and emerging markets. Whilst most forecasts for industrialized economies show reverting behavior, destabilizing and stabilizing behavior is nearly equally common for the group of emerging markets. When controlled for the Balassa-Samuelson effect we find forecasters in emerging economies to display a similar forecasting behavior as forecasters in industrialized economies: In both cases, forecasters display reverting behavior towards the trend and the fundamental variable.
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[^0]:    ${ }^{1}$ They include forecasts of the Australian dollar, Brazilian real, Canadian dollar, Chilean peso, Chinese renminbi, euro, Japanese yen, Mexican peso, New Zealand dollar, Russian ruble, South African rand, South Korean won, Turkish lira, and the UK pound sterling vis-à-vis the US dollar. In addition, the data set includes forecasts of Czech koruna, Danish krona, Hungarian forint, Norwegian krone, Polish zloty, Slovakian koruna, Swedish krona and Swiss franc vis-à-vis the euro.

[^1]:    ${ }^{2}$ The participants of the poll are working for investment banks, commercial banks and consultancies. Not all institutes forecast all currencies, resulting in $30-40$ institutes to forecast a given currency. A complete list of participants for each exchange rate pair is available upon request.

[^2]:    ${ }^{3}$ In order to determine the PPP, the OECD (Eurostat and Oecd, 2015) first calculates relative prices at the lowest possible level (i.e. product level), where relative group prices are calculated for individual goods and services. The prices of goods are then combined at the product group level, where the averages of the respective prices are calculated and averaged to obtain the PPP level for the respective group. Lastly, the PPP for the product groups covered are weighted and averaged to obtain weighted PPP for the aggregation level up to GDP, where weights are derived from relative expenditure shares in the economy.

[^3]:    ${ }^{4}$ Tsuchiya (2015) investigates if forecasters hold asymmetric loss functions in South Africa and Pierdzioch (2010) provide some evidence on general forecasting behavior in emerging markets. Due to data availability, empirical evidence on the subject is scarce.

[^4]:    vis-à-vis the US dollar.

[^5]:    vis-à-vis the US dollar.

[^6]:    vis-à-vis the US dollar.

[^7]:    ${ }^{5}$ The paper follows the studies of Ito (1990), Macdonald and Marsh (1996), and Elliott and Ito (1999) are commonly used as a yardstick for the analysis and were developed further by Frenkel et al. (2009), Ruelke et al. (2010) and ter Ellen et al. (2013).

[^8]:    Note: The table shows the regression results for Equation (4.1) $s_{t+k}-s_{t}=\alpha+\beta\left(E_{i, t}\left[s_{t+} k\right]-s_{t}\right)+\epsilon_{i, t+k ;}$; robust standard error in parentheses; *** and * indicate the significance of parameters on a 1
    percent and 10 percent significance level, respectively. $H_{0}$ shows the significance of the null hypothesis to hold.

[^9]:    Note: Regression results for the Equation (2) $s_{t+k}-s_{t}=\alpha+\beta\left(E_{i, t}\left[s_{t+k}\right]-s_{t}\right)+\epsilon_{i, t+k}$; robust standard error in parentheses; *** and * indicate the significance of parameters on
    a 1 percent and 10 percent significance level, respectively. $H_{0}$ shows the significance of the null hypothesis to hold.

[^10]:    ${ }^{6}$ Note: $16(24 \%)$ regressions did not show significant results for the analysis of trends and were thus excluded.
    ${ }^{7}$ Note: $15(23 \%)$ regressions did not show significant results for the analysis of fundamentals and were thus excluded.
    ${ }^{8}$ The only currency showing a change from bandwagon behavior to contrarian behavior with increasing forecasting horizon is the Chinese renminbi. A potential reason therefore may be found in the credible peg of renminbi to the US dollar.

[^11]:    ${ }^{9}$ The South Korean won is the only currency of an industrialized economy showing destabilizing expectations. As a result of the Asian crisis, the won deviated strongly from the fundamental values thus offering a potential explanation for destabilizing expectations.

[^12]:    ${ }^{10}$ In 27 of 66 forecast, at least one of the estimated parameters - $\beta$ or $\gamma-$ was not significant leading to an exclusion of the observation.

