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Chapter 1

Introduction

Since the advent of the value-based management concept, the ultimate goal of

many firms operating in competitive markets has become the maximization of

shareholder value (Rappaport, 1986). Because shareholder value is defined as the

present value of all future cash flows and the realization of these future cash flows

is uncertain, these firms in fact strive to maximize the present value of expected

future cash flows. By and large, the stream of expected future cash flows is

generated by customer revenues. Consequently, Rappaport (1998) notes that

“[...] without customer value there can be no shareholder value” (p.8). However,

because the firms’ resources are scarce and customers consume these resources,

only a limited number of customers can be served. Hence, firms have to maximize

the present value of expected future cash flows from a limited set (or portfolio) of

customers. In order to do so, firms need to focus their available resources on the

portfolio of customers that can be expected to generate the highest cash flows

at an acceptable level of risk. In order to enable firms to identify this value-

maximizing customer portfolio, our study sets out to develop a comprehensive

Customer Portfolio Management (CPM) model.

The exact nature of any theoretically derived CPM model depends on the

type of firm it is applied to, because the dynamics of customer value creation

are industry-specific (Bolton, Lemon and Verhoef, 2004). This study chooses

to develop the CPM model in the context of the private wealth management

(PWM) industry, because it is highly relevant to decision makers within this

industry as a strategic tool that supports the allocation of resources to the ac-
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4 CHAPTER 1. INTRODUCTION

quisition and retention of clients. The reason for this is threefold. First, the

PWM business model is centered around long-term client relationships, mak-

ing the acquisition and retention of clients the most important strategic area

(PricewaterhouseCoopers, 2009). Second, the level of competition in the PWM

industry is high,1 increasing the pressure to allocate scarce resources in the most

effective and efficient way. Third, as the last financial crisis has shown, the PWM

business model is highly vulnerable to periods of economic downturn (Capgemini

and Merril Lynch, 2009), further increasing the pressure to reduce risks by ac-

tive client relationship management. Besides being highly relevant to the PWM

industry, the development and application of the proposed model is also partic-

ularly feasible here. This is due to the industry’s unique set of characteristics,

such as contractual, long-term client relationships, fairly stable margins and the

availability of client segment-level data over an extended period of time.

The first part of this study is devoted to the theoretical development of our

CPM model, drawing to a large extent on insights from the literature on customer

valuation and customer-based firm valuation that have introduced the concepts

of Customer Lifetime Value (CLV) and Customer Equity (CE). We develop a dy-

namic customer-based firm valuation model that is conceptually similar to a re-

cent model developed by Kumar and Shah (2009). However, instead of employing

a structural stochastic model to capture the dynamics of the cash flow generation

process, we follow Krafft, Rudolf and Rudolf-Sipötz (2005) and Hogan, Lehmann,

Merino, Srivastava, Thomas and Verhoef (2002), who suggest to employ reduced-

form stochastic models that are commonly used for modeling the value of financial

assets. Compared to structural stochastic models, this methodology lowers data

requirements and construct measurability issues substantially (Chintagunta, Er-

dem, Rossi and Wedel, 2006). Furthermore, since a significant part of client

value dynamics is tied to financial market developments, it is only appropriate to

use stochastic models that are commonly employed to capture the dynamics of

financial markets. In a next step, we extend this dynamic customer-based firm

valuation model by applying financial portfolio selection theory (Markowitz, 1952)

to it and develop a portfolio optimization algorithm that is in line with share-

1See for example the professional reports of PricewaterhouseCoopers (2007; 2006; 2005; 2004),
Capgemini and Merril Lynch (2007), IBM (2005) and Oliver Wyman (2006), but also academic
studies, such as Foehn (2006).
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holder value maximization. The application of financial portfolio optimization

techniques to the management of customer portfolios has recently been called for

by both Gupta, Hanssens, Hardie, Kahn, Kumar, Lin, Ravishanker and Sriram

(2006) and Terho and Halinen (2007).

In the second part of our study, we apply the proposed theoretical CPM model

to an empirical case, using a set of proprietary client segment-level data from one

of the world’s largest PWM institutions. In a preliminary analysis of the empirical

data and in the course of our empirical application, we are able to validate all as-

sumptions made during our theoretical model development. The results from our

empirical application confirm that the proposed CPM model is able to identify

the customer portfolio that maximizes value and at the same time accounts for

the risk preferences of our sample firm as the investor in the customer portfolio.

Furthermore, our results demonstrate that this firm can realize substantial diver-

sification effects, arising from the value dynamics across different customer assets,

by holding a balanced customer portfolio. This allows the firm to increase the

expected value of the customer portfolio with a lower than proportional increase

in the attached cash flows risks. We conclude that managers can realize sub-

stantial benefits in terms of shareholder value by basing their resource allocation

decisions regarding customer acquisition and retention strategies on the results

from the proposed CPM model. Finally, our study shows that this CPM model

cannot only be employed to optimize the existing portfolio of customer assets,

but can also be used to support the strategic decision-making process regarding

the expansion of the existing customer portfolio.

Our study makes several contributions to the literature. First, we extend

the concept of customer-based firm valuation (e.g. Gupta, Lehmann and Stu-

art, 2004; Krafft, Rudolf and Rudolf-Sipötz, 2005) to customer-based firm value

optimization. By moving from valuing and managing individual customer re-

lationships in isolation to assessing the contribution of individual customer re-

lationships to the portfolio of customers as a whole, we address an important

research gap that has been identified by Gupta, Hanssens, Hardie, Kahn, Kumar,

Lin, Ravishanker and Sriram (2006) and Johnson and Selnes (2004). Further-

more, in line with Kumar and Shah (2009) and in contrast to prior research in

the field of customer valuation and customer-based firm valuation, our study is
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unique in that it not only accounts for the ability of customer relationships to

contribute value by “accelerating and enhancing cash flows”, but also by “lower-

ing the volatility and vulnerability of cash flows” (p.2, Srivastava, Shervani and

Fahey, 1998). Moreover, ever since Johnson and Selnes (2004) introduced the

conceptual framework of customer portfolio management dynamics, academics

throughout the field have demanded that future models of customer value should

account for these dynamics (Kumar, Lemon and Parasuraman, 2006). To the

best of our knowledge, so far the only examples of empirical implementations of

customer portfolio dynamics can be found in the studies of Homburg, Steiner

and Totzek (2009) and Buhl and Heinrich (2008). The former study models cus-

tomer dynamics by the switching behavior of customers between segments over

time (i.e. customer migration). In contrast, Buhl and Heinrich (2008) focus on

the implementation of a customer portfolio framework that draws on observable,

historical measures of return and risk in order to account for the presence of

customer dynamics. Our study adds to the understanding of customer dynamics

within the portfolio by explicitly modeling them in the form of correlations in

the customer value generation process. Finally, our study adds to the literature

on PWM, an industry that has only recently begun to inspire the interest of the

research community and as a whole still lacks a deeper academic understanding.

The remainder of this dissertation is structured as follows. Chapter 2 provides

a review of the related literature and identifies the literature gap that this study

seeks to address. In chapter 3, we characterize the PWM industry and motivate

in more detail why this industry in particular has been chosen as a context for this

study. Building on prior research in the field of customer valuation and customer-

based firm valuation and accounting for the peculiarities of the PWM industry,

chapter 4 is dedicated to the actual development of the CPM model and concludes

the first part of this study. Part II is devoted to the empirical application of the

proposed, theoretical CPM model and begins with a presentation of the empirical

data in chapter 5. This chapter also comprises a preliminary analysis of the data

that validates the various assumptions that are made during the theoretical model

development. The results of the empirical application of the proposed CPM

model are presented and discussed in chapter 6. Finally, chapter 7 summarizes

and concludes.



Chapter 2

Theory

In this chapter, we review the relevant literature, providing the reader with a

thorough theoretical background, thus setting the stage for the development of a

Customer Portfolio Management (CPM) model. The chapter begins by outlining

the interface between the disciplines of marketing and finance in section 2.1. The

literature on this interface, which has been coined the financial impact literature

throughout the marketing discipline, has inspired most of the research that is

of direct relevance for the development of a CPM model. This research can

be divided into two main streams. The first one is devoted to the valuation of

customer relationships and is discussed in section 2.2. The second one, presented

in section 2.3, builds on the first stream and concentrates on what is known as

customer-based firm valuation. Both streams have successfully linked customer

relationships to firm value and have ultimately contributed to raising the financial

accountability of marketing expenditures. Nevertheless, so far the literature has

failed to develop a comprehensive model that capitalizes on these findings in

order to actively manage a portfolio of customer relationships. This gap in the

literature is outlined in section 2.4. This study contributes to closing this gap by

extending the concept of customer-based firm valuation to customer-based firm

value optimization.

7
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Figure 2.1: From marketing to finance
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2.1 From marketing to finance

In order to develop a CPM model, it is necessary to value customers. The liter-

ature on customer valuation is situated in the interface between the disciplines

of marketing and finance (i.e. the science for generating and the science for

managing cash). According to Gupta and Zeithaml (2006), the entire literature

dedicated to this interface can be disaggregated into the following four compo-

nents: firm actions, customer perceptions, customer actions and firm value. The

logic behind this framework is that firm actions, which include all efforts geared

towards achieving the overall product and service quality, result in certain cus-

tomer perceptions, such as for example a certain degree of customer satisfaction.

These unobservable customer perceptions then manifest themselves in observable

behavior in the form of customer actions, among them a certain buying behavior,

loyalty and referrals. By influencing the revenues and costs of a firm, customer

actions contribute to the firm’s overall return or value, which is most often ex-

pressed as financial performance. This framework and the interrelationships of

its components are visualized by figure 2.1.

Because each of these components clearly results from the one preceding it,

this framework has also been termed service-profit chain (e.g. Heskett, Jones,

Loveman, Sasser and Schlesinger, 1994; Kamakura, Mittal, de Rosa and Mazzon,

2002), return on quality (Rust, Moorman and Dickson, 2002; Rust, Zahorik and

Keiningham, 1995), return on marketing (Rust, Lemon and Zeithaml, 2004) or
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marketing productivity (Rust, Ambler, Carpenter, Kumar and Srivastava, 2004).

The framework was first introduced as a way to make marketing actions finan-

cially accountable. Both practitioners and academics had called for this, fearing

that the new focus on shareholder value would otherwise lead to a severe un-

derinvestment in the financially unaccountable marketing activities (Aaker and

Jacobson, 1994; Day and Fahey, 1988; Stein, 1989). Since then, research activity

in this field has especially been fueled by Srivastava, Shervani and Fahey (1998),

who developed a conceptual framework to demonstrate that, by influencing cus-

tomer behavior, marketing initiatives can increase shareholder value by:

1. “accelerating and enhancing cash flows [and by]”

2. “lowering the volatility and vulnerability of cash flows.” (p.2)

In 2004, the Marketing Science Institute (MSI) made the financial accountabil-

ity of marketing actions one of its top research priorities (Lehmann, 2004), leading

to the emergence of an entire stream of research dedicated to justifying the role

of the marketing discipline in a finance-dominated world. Rao and Bharadwaj

(2008) have recently contributed to this literature. Using a theoretical model, the

study demonstrates that marketing actions are linked to a firm’s expected cash

flows, can reduce firm cash needs and ultimately determine shareholder wealth.

While relatively few studies focus on the development of integrative frame-

works, most research on the interface between marketing and finance is devoted

to the establishment of specific links between any two of the four components

depicted in figure 2.1. Apart from Gupta and Zeithaml (2006), two excellent

overviews of this literature are provided by Petersen, McAlister, Reibstein, Winer,

Kumar and Atkinson (2009) and Srinivasan and Hanssens (2009).

The recent surge in interest in customer relationship management (CRM)

and its associated customer metrics, most prominently customer satisfaction,

has led researchers to explore the link between customer satisfaction and dif-

ferent measures of financial performance. Measures of financial performance an-

alyzed include, but are not limited to, profit (Rucci, Kirn and Quinn, 1998),

stock price (Fornell, Mithas, Morgeson III and Krishnan, 2006; Ittner and Lar-

cker, 1998; Luo and Homburg, 2008), Tobin’s q (Anderson, Fornell and Mazvanch-

eryl, 2004), return on assets (Hallowell, 1996), return on investments (Anderson
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and Mittal, 2000; Anderson, Fornell and Rust, 1997; Anderson, Fornell and

Lehmann, 1994), abnormal earnings (Aksoy, Cooil, Groening, Keiningham and

Yalcin, 2008; Nayyer, 1995), cash flows (Gruca and Rego, 2005) and most re-

cently even corporate bond markets (Anderson and Mansi, 2009). Albeit some

variation in the results, due to firm-, industry- and country-specific effects and

the nonlinear nature of the link itself, all studies come to the conclusion that an

improvement in the level of customer satisfaction is significantly and positively

related not only to a firm’s financial performance, but also to investor perceptions

about the firm.

However, as Kamakura, Mittal, de Rosa and Mazzon (2002) show, customer

satisfaction alone does not necessarily lead to higher financial performance, but

has to be accompanied by a firm’s ability to transform positive customer percep-

tions into actual customer behavior beneficial for the firm. That is why another

stream of the literature is devoted to the link between customer perceptions and

behavior, the results of which show that for instance an increase in customer sat-

isfaction generally increases retention rates (Bolton, 1998; Hallowell, 1996; Rust

and Zahorik, 1993), revenues (Ittner and Larcker, 1998), cross-selling opportu-

nities (Loveman, 1998), number of customers (Ittner and Larcker, 1998) and

share-of-wallet (Loveman, 1998).

The literature on the interface between marketing and finance described above

is commonly referred to as financial impact literature throughout the marketing

discipline. It has inspired researchers to develop novel approaches to value cus-

tomers in order to strengthen the final link of the service-profit chain, namely the

link between customer actions and firm value. These approaches are outlined in

the next section.

2.2 Customer valuation

Early approaches to the valuation of customers make use of historic, deterministic,

univariate measures, such as past sales or past contribution margin, in order to

estimate the value a particular customer is likely to contribute to the firm in the

future.
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Although most industries have adopted these approaches for the valuation of

their customers, the results are at best mixed. More specifically, many firms

across different industries have found the concentration on customers deemed the

most valuable according to historic, univariate measures to be fatally flawed. For

example, in the context of private wealth management (PWM), the focus on the

historic contribution margin for the valuation of clients has led many providers to

focus their acquisition and retention efforts on the most wealthy and hence most

profitable clients. However, many PWM institutions soon had to realize that

these clients are not only substantially more difficult and costly to retain, but also

resource consuming to acquire, so that asset growth is limited. Moreover, many

of these clients are eager to pursue highly risky investment strategies, resulting

in very volatile profits.

As a consequence, practitioners and academics have called for heightened re-

search efforts on how customers generate value for the firm in order to discover

superior measures for customer valuation. Some of the insights gained by these

research efforts have already been pointed out in the preceding section, but those

most relevant for the development of a new approach to customer valuation are

discussed next.

Over a customer’s lifetime one can identify three events that determine the

customer’s value to the firm: acquisition, retention and defection. However, it is

important to note that these events can only be identified for contractual customer

relationships, because the points in time for all three events are clearly defined

by the contract. Because upon defection the customer is viewed as forever lost

for the firm, the approach to account for contractual customer relationships is

also called the ‘lost-for-good’ approach (e.g. Berger and Nasr, 1998). This stands

in contrast to the ‘always-a-share’ approach, used for noncontractual settings, in

which individual customer buying decisions have to be predicted and in which

the firm is assumed to have a relationship with every potential customer (e.g.

Rust, Lemon and Zeithaml, 2004; Venkatesan and Kumar, 2004). In their seminal

paper on the value of customer retention and loyalty, Reichheld and Sasser (1990)

identify the major sources of profitability and hence value across the customer

lifetime events mentioned above for contractual customer relationships. These

sources are depicted in figure 2.2.
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Figure 2.2: How customers generate value
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Source: Reichheld and Sasser (1990).

As the figure illustrates, acquiring new customers is generally costly for firms,

leading to a loss or negative profit upon customer acquisition. From thereon,

customers are assumed to generate a certain base profit that remains constant

over the remaining duration of the relationship. Once a customer defects and the

relationship ceases to exist, the entire profitability of the customer disappears.

Nevertheless, as long as firms are successful in retaining customers, a number

of effects lead to changes (generally assumed to be positive) in the profitability

of customer relationships over their lifetime. First of all, in case customers re-

spond positively to the up- and cross-selling efforts of firms, the profitability of

the relationships will rise. Second, over the duration of the relationships, firms

often become more efficient in serving customers, which reduces costs and thus in-

creases profitability. Third, in case customers are satisfied with the products and

services of a firm, they usually issue referrals within their social network, which

in turn might lead to new customer acquisitions for that firm. In that case, the

profitability of newly acquired customers is counted towards the profitability of

the customers who issued the referrals, since they induced the relationships in

the first place. Finally, additional profits may arise over time, if the customers’

price sensitivity declines and firms are able to extract a higher profitability from

existing relationships by charging price premia.
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An alternative way of classifying these value drivers has been proposed by

Stahl, Matzler and Hinterhuber (2003). In particular, the authors identify four

sources of customer lifetime value that can be linked to the value drivers iden-

tified by Reichheld and Sasser (1990): a customer’s base potential, a customer’s

growth potential, a customer’s networking potential and finally, a firm’s learning

potential regarding a specific customer. Customer base potential comprises both,

the acquisition cost that needs to be incurred to acquire a customer in the first

place, as well as the contribution margin or level of profitability a customer brings

into the relationship from the beginning. Customer growth potential accounts for

a customer’s susceptibility to up- and cross-selling efforts and a firm’s ability to

increase profits by negotiating price premia. Referrals or positive word-of-mouth

are captured by a customer’s networking potential. Finally, a firm’s learning

potential with regard to a specific customer includes a firm’s ability to realize

efficiency gains and thus to increase the profits from the relationship over the

customer’s lifetime by reducing the costs to service him.

The insights gained from the research discussed above have contributed sig-

nificantly to the development of a novel approach to the valuation of customers.

This approach is termed Customer Lifetime Value (CLV) and was introduced by

Dwyer (1989) and Jackson (1992). Its further development was mainly driven by

Blattberg and Deighton (1996), Berger and Nasr (1998) and Blattberg, Getz and

Thomas (2001). In contrast to the early attempts to customer valuation, which

involve historic, univariate measures, such as past sales or past contribution mar-

gin, to predict the future value of a customer to a firm, the CLV is a forward

looking, multivariate measure. Essentially, its computation entails the prediction

of all expected future cash flows from a customer relationship over the customer’s

entire lifetime (i.e. the expected duration of the relationship). These future cash

flows can be thought of as a summary measure for all aspects of customer and

firm behavior (i.e. all revenues and costs that arise from the relationship). These

cash flows are then discounted to their present value to account for differences in

their timing. Finally, the discounted future cash flows over the expected customer

lifetime are summed to arrive at the CLV measure. Essentially, the computation

of CLV is conceptually analogous to the discounted cash flow (DCF) method

commonly employed in the finance discipline to value financial assets and firms.
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Assuming that the future cash flows of a customer relationship can be pre-

dicted with a high degree of accuracy, the CLV should in theory reflect the ‘true’

customer value. Because the cash flows for each future period of a customer’s life-

time are inherently hard to estimate in practice, they are usually approximated

by the current (or expected) average contribution margin1(CM) of a customer

in the most basic specification of the CLV (Mulhern, 1999). Therefore, despite

the fact that cash flows (or the contribution margin) can be expected to vary for

each period t, for simplicity they are often assumed to remain constant over time.

This leads to the following basic specification of the CLV for customer i over his

expected lifetime (LT ) and with discount rate d:2

CLVi =

LTi∑

t=0

CMi

(1 + d)t
(2.1)

This CLV model specification has two obvious shortcomings. First, it only cap-

tures the direct monetary effects of a customer relationship and therefore neglects

the sometimes substantial value of positive network effects through referrals or

word-of-mouth. In fact, Reichheld (2003) suggests that the key to business growth

lies in positive network effects and claims that the number of referrals is the only

figure firms need to maximize in order to succeed. Additionally, in a contempo-

raneous study, Hogan, Lemon and Libai (2003) are able to show that the value

of a lost customer over time is not only a function of lost purchases, but also a

function of lost word-of-mouth, which often induces purchases by potential new

1The contribution margin is an accounting measure of profitability, which can differ substan-
tially from the actual net cash flow for a given period, due to the application of the matching
principle required by current accounting standards. The matching principle distinguishes be-
tween the recognition of revenues and expenses and cash in- and outflows. More specifically,
expenses are recognized when obligations are incurred and offset against revenues which are
generated from those expenses, no matter when the actual cash flow occurs. Cash flows, on
the other hand, are recognized upon the actual cash payment irrespective of the timing of the
related obligation. The difference between accounting profits and cash flows is called accruals.
Despite the fact that accounting profits and cash flows can differ substantially at any single
point in time, Preinreich (1937) and Lücke (1955) prove that the net present value using ac-
counting profits is always equal to the one using cash flows, since the sum of all accruals over the
entire investment period must equal zero. This insight is called the Preinreich-Lücke-Theorem.

2This specification is used for the valuation of an existing customer relationship, for which we
are only interested in the residual value. In case we want to value a customer that is yet
to be acquired, the acquisition costs have to be subtracted from the present value as initial
investment costs.
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customers. While this already demonstrates the importance of positive network

effects, Villanueva, Yoo and Hanssens (2008) further establish that the marginal

CLV of customers that are acquired via referrals is higher than that of customers

acquired by firm-induced marketing activities. Stated differently, referrals are

not only valuable because they lead to the acquisition of new customers and thus

generate further purchases, but also because customers acquired via referrals are

themselves more valuable than customers acquired through regular marketing

channels. Because the referral value of a customer is inherently hard to measure,

the proponents of the CLV measure stated above do not explicitly account for.

In particular, they argue that because a high CLV is by itself an indication of

a satisfied customer and satisfied customers are known to issue more referrals,

the referral value of a customer should be positively correlated with the CLV

measure. However, using data from a financial services and telecommunications

firm, Kumar and Leone (2007) demonstrate that the CLV is often independent

from customer referral value. The explicit inclusion of customer referral value in

the estimation of the CLV thus remains an open issue.

The second, and even more severe shortcoming of the CLV specification in

equation 2.1, is its deterministic nature. In particular, it does not allow the value

of the customer to increase or decrease over time. Specified in such a way, the

customer is valued similar to an investment that needs to be made today (the

acquisition cost), pays regular constant coupons over a certain time horizon in the

future (the contribution margin and the customer lifetime), and whose value needs

to be discounted to its present value to reflect the different timing of payments and

thus the time value of money. Therefore, the model neglects the value dynamics

over time and the substantial risk attached to the realization of future values.

Because the contribution margin in equation 2.1 is most often proxied by the

current level of customer profitability, the specification assumes that customer

profitability is persistent over time and that the current level of profitability is a

good estimate of future profitability. The findings of Campbell and Frei (2004)

cast significant doubt on this conjecture by showing that a substantial amount of

1-year ahead customer profitability cannot be explained by current profitability.

To address some of these shortcomings, several extensions of this basic CLV

model in equation 2.1 suggest to include a linear growth rate (!) for the con-
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tribution margin. Furthermore, instead of using a sometimes arbitrary estimate

for expected customer lifetime, some researchers suggest to estimate the CLV for

an infinite period of time, accounting for lifetime expectations using a retention

rate � (i.e. a probability for customer repeat buying or being ‘alive’ in the next

period). The latter has been particularly propagated by Gupta and Lehmann

(2005), who show that using a specific estimate of expected customer lifetime

generally leads to an overestimation of the CLV. The resulting specification of

the CLV can be written as:

CLVi =
∞∑

t=1

�tiCMi(1 + !i)
t−1

(1 + d)t
(2.2)

Thus, given a certain contribution margin (CM) and a positive growth rate

(!), the value of a customer i generally increases with an increase in the retention

rate (�). This is in line with the widespread belief that customer relationships

generally become more valuable over time and that acquiring a new customer

is often more expensive than retaining an existing one (Reichheld and Sasser,

1990). However, as Reinartz and Kumar (2003) note, customer relationships may

continue, but deteriorate. They show that the duration of a customer relationship

on its own does not automatically translate into higher profitability. Similarly,

and in contrast to the view of Reichheld and Sasser (1990), Du, Kamakura and

Carl (2007) argue that a decline in a customer’s share of wallet might have more

adverse effects for a firm than the termination of the entire relationship.

While these findings question the view that long-term customer relationships

are always more valuable, few studies have tried to explicitly model customer

value dynamics over time, in order to capture the risk inherent in the future

development of customer cash flows. This is especially true for contractual cus-

tomer relationships, since they are generally perceived as being less risky and the

required parameters can better be estimated. The value of noncontractual cus-

tomer relationships, in contrast, can fluctuate quite dramatically over time. This

has led to a focus of CLV research efforts on noncontractual relationships. In

particular, the literature has developed very sophisticated probability models for

the purpose of making predictions about whether an individual will be an active

customer in the future and if so, what his buying behavior will be. Unlike the
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CLV models for contractual relationships, the specification of the CLV for noncon-

tractual relationships therefore allows the contribution margin to vary over time,

addressing one of the most severe shortcomings of the CLV measure described

in equation 2.2. This, however, comes at the price of estimation risk. In a very

recent publication, Fader and Hardie (2009) give an excellent overview of these

probability models and their use throughout the customer valuation literature.

Despite these recent advances in the modeling of customer value dynamics,

especially in the context of noncontractual relationships, the estimation of the

‘true’ customer value remains uncertain and some researchers have voiced sub-

stantial scepticism regarding the derived CLV estimates. A prominent example

is the study by Malthouse and Blattberg (2005), which demonstrates empirically

that due to the low accuracy of the prediction of future customer value, a large

portion of customers are misclassified as either high- or low-value customers. This

in turn leads to wrong managerial decisions regarding the allocation of resources

away from seemingly low-value customers to seemingly high-value ones. As a

result, the firm incurs substantial misclassification costs. In a more recent study,

Wübben and von Wangenheim (2008) posit that regarding customer valuation,

simple managerial heuristics often perform at least as well as sophisticated CLV

probability models. They conclude that existing CLV models should only be

implemented in managerial practice with a lot of care and identify a number of

areas for their improvement.

Although, the developed CLV models to date are far from being perfect and

substantial room for improvement still exists, the CLV literature has influenced

the thinking of researchers and practitioners throughout the marketing discipline

in a profound and irreversible way. In particular, the concept of CLV has led:

“[...] to a very interesting and important evolution in marketing think-

ing - away from the ‘Customer is king’ to the ‘Customer is cash’.”

(p.14, Johnson and Selnes, 2005)

2.3 Customer-based firm valuation

In their seminal paper, Gupta, Lehmann and Stuart (2004) demonstrate that

the concept of CLV is not only useful for valuing customers, but also for valuing
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firms. Based on the realization that the concept of CLV is essentially a DCF-

based valuation on the customer level, one can approximate the market value

of an entire firm by summing up the CLV’s of all the firm’s customers. This is

because we know from the finance discipline that investors value a firm by forming

expectations about the future cash flows generated by this firm and aggregating

their discounted (i.e. their present) value. Therefore, the methodology is virtually

the same, only the unit of analysis on which future cash flow expectations are

formed varies (i.e. customer vs. firm). Thus, assuming that all cash flows of

a firm are operating cash flows (i.e. generated directly by customer exchange

relationships), the CLV summed over all customers, referred to as Customer

Equity (CE) in the literature, should in theory equal firm value (FV) determined

by the DCF method. This concept has been coined customer-based firm valuation

in the literature and is illustrated by figure 2.3, which, in a similar form, can be

found in a recent study by Kumar and Shah (2009). Note, however, that here firm

value corresponds to the value from the perspective of the firm’s shareholders only,

the equivalent of the market capitalization of the firm. This stands in contrast

to the finance discipline, where the concept of firm value encompasses the value

from the perspective of both shareholders and creditors and therefore usually

comprises the market value of total net debt.

Although Gupta, Lehmann and Stuart (2004) were the first to formally estab-

lish the link between valuing customers and valuing firms, the concept of CE had

already been advocated by Blattberg and Deighton (1996) and Blattberg, Getz

and Thomas (2001) a few years earlier. However, the latter studies focus more

on the formulation of marketing strategies aimed at achieving a higher CE in

order to make marketing actions more accountable (see section 2.1) and less on

customer-based firm valuation. Mathematically, the original specification of CE

can be written as follows:

CE =

N∑

i=1

CLVi (2.3)

where N is the number of customers that can be replaced by the number of

customer segments S in case the CLV is computed at the customer segment-level

instead of at the level of the individual customer. It is, however, important to
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Figure 2.3: From customer to firm value
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note that while equation 2.3 only includes the sum of the CLV’s of all existing

customers (Blattberg, Getz and Thomas, 2001; Blattberg and Deighton, 1996),

later studies extended this definition of CE to also comprise the CLV’s of all future

or potential customers (Rust, Lemon and Zeithaml, 2004). While this extension

seems reasonable considering that much of the value, especially of growing firms,

lies in the potential to generate cash flows from future customers, it introduces

the additional challenge of estimating the number of customers for each future

point in time.

Gupta, Lehmann and Stuart (2004) are able to provide the first empirical

evidence for the strong conceptual link between customer and firm valuation.

For three out of five firms sampled, the authors are able to provide a fairly

close approximation of their empirical market value using customer valuation

techniques.3 For the estimation of the number of future customers, the authors

employ an S-shaped function that is similar to the Bass (1969) diffusion model,

which has been used for projecting the number of customers before. The authors

convincingly show that customer-based firm valuation techniques can provide

reasonable estimates of firm value, when more traditional financial methods do

not work, namely for young growth companies with negative earnings. As many

of these young growth companies are characterized by a small number of customer

relationships, whose average value is low (e.g. internet firms), the estimation of

the number of future customers becomes the dominant value-driver in customer-

based firm valuation.

Building on this insight, Krafft, Rudolf and Rudolf-Sipötz (2005) exclusively

focus on modeling the process of future customer acquisitions for growth compa-

nies. They argue that the value of growth companies largely depends on whether

a given firm is able to reach a certain critical number of customers. Beyond

this point, the self-reinforcing effect of referrals made by satisfied customers (i.e.

3Also see Gupta and Lehmann (2005).
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positive word-of-mouth) is strong enough to propel the number of customers to

ever higher values until market saturation is reached. If a firm is unable to reach

the critical number of customers, the study argues that the referrals of dissat-

isfied customers (i.e. negative word-of-mouth) will dominate and the firm will

quickly cease to exist. The authors model these dynamics using a momentum

process, whose inversion (i.e. mean reversion process) is commonly employed for

modeling interest rate changes in the finance discipline. The model is able to

distinguish between a scenario in which the critical level for the number of cus-

tomers is surpassed and one in which the firm fails to reach this critical value.

Depending on the scenario, the model adjusts the diffusion process accordingly,

while accounting for momentum dynamics. Using numerical examples, the study

concludes that the proposed process is well suited for modeling the development

of customer numbers for growth companies.

In a very recent study, Libai, Muller and Peres (2009) extend these customer

diffusion models, developing a more complete framework for modeling the number

of future customers that accounts for competition and customer attrition in the

context of service companies. The authors argue that to fully understand the

dynamics of the customer acquisition and retention process of a growth company,

it is important to account for a number of different effects that were neglected in

the past. On the one hand, future customers cannot only be acquired from a pool

of ‘nonusers’ (also referred to as the remaining market potential, which can include

both, completely new customers and customers who disadopted the service in the

past4), but they can also switch from competitors (which is referred to as ‘churn’).

On the other hand, the firm cannot only lose customers who disadopt a service,

but also customers who switch to competitors. Using a diffusion model that

accounts for both disadoption and churn, the authors are able to estimate firm

value using a customer-based valuation technique with relatively small errors.

For six, out of a pool of seven different firms, the study computes firm values

over three consecutive quarters that on average deviate by only 17.7% from the

empirical market values. The authors argue that the remaining error is mainly

4Note, that this definition of the remaining market potential breaks with the tradition of viewing
lost contractual customer relationships in service industries as ‘lost-for-good’. Unlike the ‘lost-
for-good’ approach, Libai, Muller and Peres (2009) explicitly allow for the possibility that a
customer who disadopts a service rejoins the firm at a later point in time.
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caused by cash generating activities by the firms that are not associated with

customer-related business activities. Because investors incorporate these other

activities in their expectations regarding future growth opportunities, they are

reflected in stock prices, but are not fully captured by the employed model.

While the studies described above show the strong theoretical and empirical

link between the concept of CE and firm (shareholder) value, Bauer and Ham-

merschmidt (2005) first establish this link algebraically. The authors focus on the

portion of firm value that is left unexplained by CE. While Bauer and Hammer-

schmidt (2005) agree that the lion’s share of firm value is captured by CE, they

also point to the existence of firm value drivers that are not customer-specific

and hence not included in CE, but which firms nevertheless often face. These

value drivers include fixed costs that cannot directly be allocated to individual

customers, financing costs such as investments in working and fixed capital, taxes,

but also non-operating assets. Ignoring these value drivers leads to a discrepancy

between CE and firm value. The relative size of this discrepancy depends on the

degree to which these value drivers are relevant, which in turn depends on the

type and activity of the specific firm.

In a more recent publication, Skiera, Wiesel and Schulze (2009) employ a very

similar model, reducing the discrepancy between CE and firm value from the per-

spective of shareholders to non-operating assets, non-equity claims and indirect

customer-related expenditures, the latter being a summary measure for all costs

that are not driven by individual customers (e.g. administrative costs, invest-

ments and taxes). In contrast to Bauer and Hammerschmidt (2005), this study

also assesses the empirical fit of the developed model. For this purpose, the au-

thors use customer-level data from two publicly traded internet service providers.

Due to the contractual nature of customer relationships in this industry, the au-

thors employ a customer cohort-based approach for the estimation of CE. For

both firms the study is able to compute firm (shareholder) values that are close

to their empirical market capitalizations. However, Skiera, Wiesel and Schulze

(2009) note that CE on its own substantially under- or overestimates the true

firm value in the case of the two selected firms. But, the consideration of the pro-

posed additional value components successfully closes the gap between CE and

firm value. As indicated above, the usefulness of CE as a proxy for firm value
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from the perspective of shareholders therefore depends on the relative importance

of these indirect and customer-unrelated value components.

All of the studies above treat CE as a value that exclusively depends on the size

of future cash flows, which in turn depend on the number of future customers

and their respective profitability. Srivastava, Shervani and Fahey (1999; 1998)

further point out that the firm’s customers, or market-based assets as they are

denoted by the authors, create value not only by “accelerating and enhancing

cash flows, [but also by] lowering the volatility and vulnerability of cash flows”

(p.2). In other words, while one may have the same expectations regarding the

level of future cash flows of two separate entities, the risks inherent in these

cash flows can differ substantially. This results in different market valuations,

because assuming efficient markets, stock prices reflect the risk-adjusted present

value of all future cash flows. However, as Kumar and Shah (2009) note, cash

flows from CLV or CE computations are not risk-adjusted. As a result, it is not

surprising that the strength of the empirical link between CE and firm value can

vary dramatically. In the latest and most successful attempt to link the concept

of CE to firm value (i.e. market capitalization), Kumar and Shah (2009) try to

close this gap in the literature by explicitly modeling and accounting for the risk

of CE. Using historic customer-level data, the authors estimate both, CE and

the market capitalization of two firms (one operating in a business-to-business

and one in a business-to-consumer context). To account for the risk inherent in

the cash flow estimation, the authors employ the weighted-average (weighted by

profitability) share-of-wallet across customers to capture cash flow vulnerability

and the variance of CE as a proxy for the volatility of future cash flows. The

latter proxy is estimated by generating a distribution of possible values of CE

using a Monte Carlo simulation technique. CE, as well as the two proxies for cash

flow risk, are estimated with monthly frequencies over a 2.5 year period. Market

capitalization is then regressed on all three factors to determine their explanatory

power. Including the lagged market capitalization of the firms as an additional

explanatory variable to account for omitted variables, the authors are able to

explain close to 80% of the variance in the firms’ market values over time. As

expected, the results indicate that the two proxies for cash flow risk significantly
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increase the explanatory power and hence strengthen the link between the concept

of CE and firm value.

To summarize, the literature discussed above convincingly demonstrates that

the concept of valuing a firm’s customer base is conceptually very similar to firm

valuation. It is therefore not surprising that CE is a good proxy for the value

of a firm. This is especially true if firm cash flows are exclusively operational in

nature and can directly be linked to individual customers or customer segments

and if the risks attached to the realization of future cash flows are accounted for.

2.4 Research gap

Despite some of its shortcomings, overall the concept of CLV has proven to be

useful for identifying valuable customers and for managing resources aimed at

optimizing the value of individual customers or customer segments. Venkatesan

and Kumar (2004) for instance show that compared to other, more traditional

customer-based metrics, the CLV measure is superior in selecting customers that

will provide higher profits in future periods. Furthermore, their results suggest

that future profits are likely to increase, when managers design resource allocation

rules consistent with maximizing CLV. Although, the value of these findings to

marketing practitioners is beyond doubt, Gupta and Zeithaml (2006) rightfully

note that “while this micromarketing is useful from an operational perspective,

it must be aggregated at a higher level to [...] be useful [...] for senior managers”

(p.724). As we have shown in the preceding section, the concept of CE has filled

this gap to a certain extent. However, research so far has only established the link

between CE and firm value and has proposed customer-level strategies aimed at

increasing this value and making marketing actions financially more accountable

(e.g. Kumar and Petersen, 2005). To the best of our knowledge, a comprehensive

framework that attempts to extend the concept of customer-based firm valuation

to customer-based firm value optimization to date does not exist. At a first glance

this may seem surprising, since firm value approximated by CE is simply the sum

of all CLVs. However, the problem is far more complex than figure 2.3 might at

first suggest.
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In a deterministic world, in which the CLV of each customer or customer seg-

ment can be determined with absolute certainty, the maximization of (customer-

based) firm value is equivalent to maximizing the sum of all CLVs. This is

achieved by focussing all resources on the customer or customer segment that

generates the highest future cash flows. Obviously, we do not live in a determin-

istic world and despite the fact that there have been tremendous advances in the

predictive power of some of the developed models, a great amount of uncertainty

regarding the realization of predicted future cash flows still prevails. Moreover,

the uncertainty of predicting future cash flows at the customer-level is even higher

than at the firm-level, due to the lower level of aggregation (e.g. Malthouse and

Blattberg, 2005; Wübben and von Wangenheim, 2008). In a very recent study,

Kumar and Shah (2009) point out that this uncertainty is one of the major rea-

sons for the discrepancy between CE and firm value. Accordingly, they propose to

adjust CE for risk to strengthen the link between CE and firm value. While this

might indeed enhance the theoretical link between both constructs and therefore

help improve customer-based firm valuation, it is not useful for decision makers

within the firm, whose goal is the maximization of firm value. The reason is that

it only increases the awareness for risk, but does not provide decision makers with

a tool to manage the value-reducing effect of risk, because it does not account

for customer dynamics within the customer portfolio. However, as the literature

on customer relationships has shown, “customers evolve over time and, conse-

quently, become more or less valuable in future periods” (p.70, Homburg, Steiner

and Totzek, 2009), making the inclusion of customer dynamics in the valuation

of customers one of the top current research priorities (Kumar, Lemon and Para-

suraman, 2006). Neglecting the role of customer dynamics leads to managerial

decisions that consider each customer or customer segment in isolation. Kumar

and Shah (2009), for example, propose CRM strategies that exclusively target

high CLV customers, without considering the potentially adverse effects of these

strategies on the value of the overall portfolio. While their approach increases

firm value measured by market capitalization, thus adding to shareholder value,

there is still room for improvement.

The avenue for improvement has most clearly been formulated in a recent

publication by Gupta, Hanssens, Hardie, Kahn, Kumar, Lin, Ravishanker and
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Sriram (2006). More specifically, in their overview of future research topics in

the field of CLV modeling, they call for “moving from a customer to a portfolio

of customers.” In particular, they claim that:

“[l]ocally optimal decisions regarding the acquisition and develop-

ment of customers may in some cases be globally suboptimal from

the broader business perspective. For example, in some financial ser-

vices settings (e.g. credit cards), current CLV measurement prac-

tices that focus on the expected value of a customer may predict that

high-risk customers are more valuable than low-risk ones. Acting on

this information, the marketing manager will focus on acquiring these

high-risk customers. However, the financial markets expect a firm to

have a portfolio of customers that comprises a mix of low- and high-

risk customers. Locally optimal behavior by the marketing manager

may therefore be suboptimal for the firm.” (p.150)

As a result, Gupta, Hanssens, Hardie, Kahn, Kumar, Lin, Ravishanker and

Sriram (2006) demand that “to assess the risk of customers, we need to derive

expressions for the distribution (or at least the variance) of CLV. We need to

develop models for valuing a portfolio of customers and develop rules that guide

the marketing manager to undertake actions that maximize the value of the port-

folio rather than the value of the next-acquired customer” (p.150). Finally, they

suggest that “the large base of finance literature on portfolio optimization can

certainly serve as a source of insights for researchers wishing to explore this topic”

(p.150).

Our study can be viewed as a direct response to this call for future research.

In particular, we propose a model that not only explicitly accounts for the un-

certainty of estimating future cash flows at the customer-level, but also accounts

for the dynamics within the portfolio of customers. While the former makes sure

that risks are appropriately considered at the customer-level, the latter ensures

that we account for diversification effects when aggregating cash flows from the

customer- to the firm-level. This enables us to value not only the current portfolio

of customers, but also to optimize and manage the customer portfolio over time,

thus maximizing firm value in line with both return and risk considerations. As
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Figure 2.4: Customer Portfolio Management

Customer Portfolio
Management

(CPM)

max. CECLV
Customer

value drivers
max. FV 

proposed by Gupta, Hanssens, Hardie, Kahn, Kumar, Lin, Ravishanker and Sri-

ram (2006), this model to a large extent applies financial modeling and portfolio

optimization techniques to the topic of customer-based firm valuation. In line

with Johnson and Selnes (2004), it will be referred to as the Customer Portfolio

Management (CPM) model in the following. Figure 2.4 visualizes how this CPM

model uses customer-based firm valuation techniques to maximize firm value in

an uncertain world.

The idea of managing a firm’s portfolio of customers or customer segments is

not completely new. Early approaches to analyze and manage a portfolio of cus-

tomers involve simple static and often two dimensional graphical models.5 How-

ever, only very recently have researchers started to embrace the idea of dynamic,

multivariate models addressing the research request of Gupta, Hanssens, Hardie,

Kahn, Kumar, Lin, Ravishanker and Sriram (2006), at least to a certain extent.

In fact, in line with Homburg, Steiner and Totzek (2009), we find that with the

exception of a few managerial studies (e.g. Dhar and Glazer, 2003; Ryals, 2002)

and an overview of current customer portfolio analysis practice (Terho and Hali-

nen, 2007), only very few academic studies have addressed the topic in a sound

manner.

In particular, Johnson and Selnes (2004), who pioneered the field of customer

portfolio dynamics, have laid the conceptual groundwork for customer portfolio

management. More specifically, they develop a set of propositions regarding the

theoretical value of loose and close customer relationships to the firm. Loose

relationships, they argue, generate higher economies of scale for the firm in ser-

5For recent examples see Sanchez and Sanchez (2005), Storbacka (1997) and Zolkiewski and
Turnbull (2002).
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vicing these customers and yield a higher probability of favorable relationship

development in the future. On the other hand, close relationships are on average

more valuable to the firm at present. Consequently, a mix of loose and close rela-

tionships should in theory lead to higher customer portfolio value. The authors

conclude from this theoretical discussion that:

“[m]oving the conceptual framework [of customer portfolio manage-

ment dynamics] to an empirical and applied level is a challenge and

an opportunity for both academics and practicing managers.” (p.15,

Johnson and Selnes, 2004)

To a certain extent, this gap in the literature is closed by Homburg, Steiner and

Totzek (2009) and Buhl and Heinrich (2008). In particular, Homburg, Steiner and

Totzek (2009) are able to empirically demonstrate the importance of accounting

for customer dynamics, modeled by customer switching behavior between seg-

ments over time, within a portfolio of customers. More specifically, they show

that ignoring customer dynamics leads to a misestimation of customer values.

Nevertheless, they fail to provide a comprehensive model based on which re-

source allocation decisions can be made that optimize the current portfolio of

customers in a way consistent with overall firm value maximization. While Buhl

and Heinrich (2008) concentrate their efforts on developing a customer portfolio

model that is able to support resource allocation decisions by means of an empiri-

cal case study, their research in turn lacks an explicit model of the customer value

generation process. Instead, the authors draw on observable, historical measures

of return and risk in order to account for the presence of customer dynamics.

Our study adds to the literature by providing a comprehensive Customer Port-

folio Management model that explicitly models customer dynamics in the value

generation process of customers and supports value-maximizing resource alloca-

tion decisions. In the words of Johnson and Selnes (2004), we thus aim to:

“open the eyes of the marketing community to focus more on accumu-

lated value creation of a customer portfolio, not on the value created

in single relationships.” (p.15)
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Chapter 3

Private Wealth Management

This chapter introduces the reader to the private wealth management (PWM)

industry, pointing out the relevance as well as the feasibility of the application

of Customer Portfolio Management (CPM) to PWM. In the first section of this

chapter, we focus on defining and characterizing the PWM industry by point-

ing out the boundaries of PWM to related services, such as institutional wealth

management and retail banking, but also by characterizing a typical PWM client

and describing the service offerings PWM comprises. Finally, we present the

characteristics of typical players within this industry and provide an overview of

the competitive situation. Section 3.2 motivates the application of CPM to the

PWM industry. On the one hand, this is achieved by illustrating the relevance of

CPM to decision makers within this industry. On the other hand, we argue that

the development and application of a CPM model is particularly feasible in the

context of PWM, given its unique set of characteristics. Section 3.3 concludes

the chapter with a brief summary.

3.1 Defining the industry

Assets can be managed for private individuals or institutions. While the latter

is commonly referred to as institutional asset management, the former is most

often termed private wealth management. There are three primary factors that

distinguish the wealth management needs of individual investors from those of

institutions:

29
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1. Individuals are more often guided by emotions in their decision making and

are known to develop a certain personal attachment to some of their assets,

leading to irrational investment behavior.

2. Individuals have a finite lifetime, which limits the time horizon of many

investments and also creates investment needs specific to a certain stage of

the lifetime.

3. Individuals’ investment returns are subject to a variety of personal taxes

that require investment management techniques that meet the objectives

of specific tax structures and optimize after tax returns.

In order to adequately address these specific wealth management needs, finan-

cial service providers are required to commit a large amount of resources to each

client. Service provision is therefore only worthwhile, if the client disposes of

substantial wealth.

The distribution of wealth among individuals is often illustrated by a wealth

pyramid similar to the one in figure 3.1. The figure illustrates that the bulk of the

world’s private wealth is concentrated in the hands of a few. These individuals

are often referred to as High Net Worth Individuals (HNWIs) and together make

up the top of the pyramid. The lower end of the wealth pyramid (which to a large

degree is not shown in figure 3.1) is typically serviced by retail banks, who of-

fer standardized products and services to their clients in order to realize enough

economies of scale to make the management of limited assets owned by many

clients worthwhile. As we move up in the wealth pyramid, economies of scale are

less likely to be required in order to service the clients while still making a profit,

and therefore products and services become more customized. Starting at a cer-

tain level of wealth, financial service providers do no longer refer to retail banking,

but instead denote the collection of products and services offered to wealthy indi-

viduals as private wealth management (PWM). Most often, these services do not

only include an exclusive and highly customized form of sophisticated investment

advice, but also comprise value added services that go far beyond the offerings of

retail banking, such as succession planning for entrepreneurs or the management

of social as well as human wealth (Meiers and Schilling, 2007). Generally, PWM

services offer a much more attractive profit margin to financial service providers
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Figure 3.1: The wealth pyramid (total personal wealth in USD)
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than retail banking services, while at the same time having very low capital re-

quirements compared with other banking activities (McKinsey&Company, 2009).

As illustrated by figure 3.1, these exclusive PWM services are typically offered

to wealthy individuals with liquid assets in excess of 1 million USD. Considering

that these HNWIs often use a number of different financial institutions to manage

their wealth, the typical PWM account for any particular wealth management

institution usually comprises at least 300,000 to 500,000 USD of liquid assets.1

In practice, the division of clients into these two broad segments (i.e. re-

tail banking and PWM) can vary substantially among financial service providers

1In a large-scale survey among European PWM providers, IBM (2005) establishes that the
average client uses between two to three service providers. Most of the average client’s wealth
(around 60%) is, however, allocated to his principle provider, while the other 40% are shared
by all other providers.
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Table 3.1: International ranking of PWM providers by AuM in 2008

Rank Company/Business unit AuMa Market
shareb

1 UBS Wealth Management 1,391 4.2
2 Bank of America Private Wealth Managementc 979 3.0
3 Morgan Stanley Smith Barneyd 678 2.1
4 Credit Suisse Wealth Management 607 1.9
5 HSBC Private Bank 352 1.1
6 Deutsche Bank Private Wealth Management 228 0.7
7 Goldman Sachs Private Wealth Management 215 0.7
8 Barclays Private Wealth Management 212 0.6
9 Wells Fargo Private Banke 204 0.6
10 Citigroup Private Bankf 200 0.6

Total top 10 players 5,066 15.5
Total market volumeg 32,800 100.0

a Assets under Management (AuM) in billion USD.
b Market share in %.
c Including Merrill Lynch Wealth Management acquired January 1, 2009.
d Joint venture of Morgan Stanley and Citigroup as of January 13, 2009. Estimated AuM are
from Morgan Stanley Global Wealth Management Group and Smith Barney’s fee-based AuM.

e Including Wachovia Wealth Management acquired January 1, 2009.
f Excluding Smith Barney.
g Figure estimated by Capgemini and Merril Lynch (2009).
Source: Swiss Banking Institute (2009).

and often depends on the business strategy and positioning of the particular

bank. While universal commercial banks that offer retail banking services to the

broad public typically also have a private wealth management business unit, a

large fraction of HNWIs are clients of financial service providers that specialize

in private wealth management only. In Europe, especially in German-speaking

countries, these specialized institutions are often non-incorporated banking insti-

tutions and thus denoted as private banks. The services these institutions offer

to their wealthy clients are often referred to as private banking (PB) services,

because they are rendered on a more personal level compared to mass-market

retail banking. As table 3.1 shows, the largest PWM institutions can be found

among the universal commercial banks. However, the top 10 PWM providers

together only account for 15.5% of the total market size. Although, there has
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been an unprecedented level of consolidation in the PWM market, mostly caused

by financial distress of some institutions in the wake of the financial crisis (see

notes of table 3.1), the overall level of concentration remains low. Because this

low market concentration is coupled with a high attractiveness of offering PWM

services, the industry is characterized by high levels of competition over the finite

pool of HNWI assets.

3.2 Applying Customer Portfolio Management

This study chooses to develop and apply the CPM model in the context of the

PWM industry, for two reasons. First, in this industry strategic tools that support

managers in their decision making regarding the allocation of scarce resources

to the acquisition and retention of customers are highly relevant. Second, the

development and application of such a data-intensive model in this industry is

feasible.

Retail banking services are very standardized and transparent, so that clients

can easily switch between providers. Because of this and in order to realize the

necessary economies of scale, providers focus on product offerings to acquire and

retain clients in retail banking. In contrast, PWM services, as discussed above,

are extremely customized and clients are usually in very long-term, trustful rela-

tionships with their bankers. Accordingly, PWM providers focus more on client

relationships than on product offerings. As a consequence, the management of

client relationships is central to the PWM business model and tools that sup-

port managers in making decisions related to the allocation of resources to the

acquisition and retention of clients are highly useful. As illustrated by figure

3.2, a recent survey among Chief Executive Officers (CEOs) of PWM institutions

around the world confirms that the most important strategic area in the PWM

industry today is the acquisition and retention of clients.

A sustained period of attractive profit margins and growth has attracted a

substantial number of competitors into the PWM industry over the last years,
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Figure 3.2: Importance of strategic areas in the PWM industry
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including multi-family offices, hedge funds and other specialist providers.2 As

pointed out above, this has led to a surprisingly low market concentration, given

the fact that the PWM industry can be regarded as a mature industry. Further-

more, due to the stable and profitable business model, the industry has neglected

the issue of innovation (Foehn, 2006). Both aspects have contributed to a sig-

nificant increase in the level of competition. As a result, the acquisition of new

client assets has become considerably more resource consuming (especially in the

more mature markets of Europe and North America) and the barriers for clients

to switch PWM providers are very low nowadays (IBM, 2005). Since “the war

for clients intensifies” (p.8, PricewaterhouseCoopers, 2005), PWM providers have

been prompted to shift from purely offensive marketing strategies to more defen-

sive strategies, regarding their client acquisition and retention efforts. Rather

than exclusively focussing on volume (i.e. client asset) growth3, firms have real-

ized that the identification and retention of profitable client relationships plays a

central role in order to successfully face the high level of competition. From the

2This increase in the level of competition in the PWM industry has been identified by a number
of professional reports, including PricewaterhouseCoopers (2007; 2006; 2005; 2004), Capgemini
and Merril Lynch (2007), IBM (2005) and Oliver Wyman (2006).

3Ten years ago, these purely offensive, volume-driven strategies dominated the PWM industry
(see PricewaterhouseCoopers, 1997).
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Figure 3.3: Global HNWI AuM development 2002-2008 (in trillion USD)
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perspective of PWM managers, it is therefore important to know which clients

to retain and grow in order to effectively and efficiently allocate scarce firm re-

sources. According to a professional industry report by IBM (2005), “banks need

to make more conscious choices about the type of clients they pursue” (p.11).

In a similar vein, in a recent study on customer valuation in the PWM industry

Foehn (2006) notes that at the heart of the evaluation of the current and future

success of a PWM institution should lie “the composition, retention and revision

of its [...] value-maximizing customer portfolio” (p.3, translated into English).

Furthermore, PWM providers around the globe have recently experienced how

vulnerable their otherwise very stable business model can be, when facing a large

financial crisis. From the year 2007 to 2008, Assets under Management (AuM),

the driving force behind cash flow generation in the fee-based PWM industry,

were subject to massive devaluations by on average 20% on a global scale, thus

lowering revenues by approximately the same amount (see figure 3.3). However,

the degree to which institutions were affected by these crisis events varied signif-
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icantly by both region and wealth segment. Especially in regions in which equity

markets do not play a central role in financial markets, such as Latin America,

asset devaluations were significantly more moderate. In contrast, institutions

focused on serving clients of the Ultra High Net Worth (UHNW) segment were

particularly affected. This is, because these clients invested in complex, struc-

tured products that were most affected by the financial crisis (Boston Consulting

Group, 2009). Although, market participants tend to ignore this fact, severe asset

devaluations during periods of crisis are a common and recurring phenomenon in

financial markets. Therefore, strategic tools, such as the proposed CPM model,

that allow PWM providers to manage clients in order to reduce overall firm-level

exposure to financial market fluctuations by identifying a balanced customer port-

folio with regard to both value and risk, are highly relevant. This is confirmed by

figure 3.2 above, which shows that ‘managing through economic downturn’ has

been identified as the second most important strategic area by CEOs of PWM

institutions around the globe.

Finally, it is important to note the interdependencies between the level of

competition, the recent economic downturn and the need to manage risks. On

the one hand, the significant decrease in AuM on a global scale has led to a

substantial decline in market size, which aggravates the already fierce level of

competition in the PWM industry even further. A recovery of the market size

to pre-crisis levels is not expected before 2013 (Boston Consulting Group, 2009).

On the other hand, the higher level of competition has increased the pressure

on PWM providers to manage risks, in order to defend their market share and

eventually even gain a competitive advantage.

Figure 3.4 summarizes and visualizes the discussion above. Overall, we con-

clude that due to the client-centricity inherent in PWM services, as well as the

intensification of the competition and the heightened importance of risk manage-

ment in the aftermath of the recent financial crisis, the proposed CPM model is

of high relevance to strategic decision makers in the PWM industry.

The development and application of the proposed CPM framework is partic-

ularly feasible in the context of the PWM industry, for two main reasons. First,

the cash flow generation process on the client segment-level is relatively simple

to model. The reason is that revenues in the PWM industry are based on fees
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Figure 3.4: Relevance of Customer Portfolio Management to PWM
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and commissions that are earned based on the volume of clients’ AuM. This to-

gether with the fact that the revenue margin is fairly stable when aggregated

on the segment-level, enables us to focus on modeling the segment-level sales

volume directly instead of the exact number of client relationships. Moreover,

these revenues are earned continuously over the entire duration of the contrac-

tual, long-term client relationship and are thus independent of individual buying

decisions. Second, client segmentation criteria are clearly defined and often ap-

ply to individual clients over an extended period of time. On the one hand, this

reduces the migration of clients between segments, making the development of

client segments largely independent of each other. On the other hand, this en-

sures the availability of long-term segment-level data required for the calibration

of the proposed CPM framework. Both of these characteristics make the PWM

industry highly appropriate for the context of this study.

3.3 Chapter summary

This chapter introduces the PWM industry to the reader and motivates the ap-

plication of the proposed CPM model to this particular industry. In contrast to

institutional wealth or asset management providers, PWM institutions specialize
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in the provision of wealth management services to wealthy individuals. Individ-

uals in this target group typically dispose of substantial wealth of more than

USD 1 million, are referred to as HNWIs and have sophisticated wealth manage-

ment needs that cannot be addressed by standardized retail banking products

and services. Consequently, they are offered exclusive, highly sophisticated and

customized products and services that are collectively referred to as PWM ser-

vices. As the market for PWM services is one of the most attractive financial

service offerings in terms of profitability and stability, over time many different

providers have attempted to gain a market share, resulting in a rather fragmented

and highly competitive market.

The study chooses to develop the CPM model in the context of and to apply

it to the PWM industry, because it is highly relevant to decision makers within

the industry as a strategic tool that supports the allocation of resources to the

acquisition and retention of customers. This is, because, first, the PWM business

model is centered around long-term client relationships, making the acquisition

and retention of clients the most important strategic area. Second, the level

of competition is high, which in turn increases the pressure to allocate scarce

resources in the most effective and efficient way. Third, the last financial crisis has

shown the high vulnerability of the PWM business model to periods of economic

downturn. Given the high level of competition, this increases the pressure to

reduce risks by active client relationship management. Finally, the development

and application of the proposed model is particularly feasible in the context of the

PWM industry, due to its unique set of characteristics, such as contractual, long-

term client relationships, fairly stable margins and the availability of segment-

level data over an extended period of time.



Chapter 4

Model Development

In order to develop a Customer Portfolio Management (CPM) model, it is nec-

essary to determine how the firm generates value from its customers over time.

Without customers a firm has no value. Customers are the reason firms exist.

They are the ones generating the lion’s share of all cash flows and therefore keep

the firm alive. As pointed out in chapter 2, these ideas are at the heart of what

the literature calls customer-based firm valuation (e.g. Gupta, Lehmann and Stu-

art, 2004) and they guide us in our own model development. In particular, our

study follows Johnson and Selnes (2004), who state on page 15 that:

“[t]he overall value of a firm’s customer portfolio [(i.e. its customer

equity)] is an aggregation of the contribution from individual exchange

relationships over time.”

Before engaging in the actual model development, it is important to note

that similar to prior work in this field, our study develops a CPM model on a

segment-level and all customers within one segment are assumed to be homoge-

neous (Homburg, Steiner and Totzek, 2009; Johnson and Selnes, 2004). Because

the purpose of any CPM model is to determine the optimal weighting of customers

segments in the portfolio of the firm and individual customers are indivisible, it is

necessary to value and weigh customer segments (Buhl and Heinrich, 2008). The

assumption that all customers within one segment are homogenous with respect

to all value-relevant characteristics allows us to view the individual customer as

the smallest divisible unit of the customer segment asset.

39
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The CPM model is developed in two steps. In the first section of this chap-

ter, we develop a dynamic model setup that allows us to value the contribution

of individual client segments to the overall customer portfolio or firm value in

the private wealth management (PWM) context over time. Building on this,

in section 4.2, we propose a methodology for optimizing the value of the exist-

ing customer portfolio derived in the first step by shifting firm resources among

customer segments. Finally, the last section summarizes and concludes.

4.1 Dynamic customer-based firm valuation

As pointed out in the previous chapter, the literature has shown both, analyti-

cally (Bauer and Hammerschmidt, 2005; Skiera, Wiesel and Schulze, 2009) and

empirically (Gupta, Lehmann and Stuart, 2004; Libai, Muller and Peres, 2009),

that the concept of Customer Equity (CE) is a good approximation of firm value.

As a result, we can conclude that our goal of firm value maximization can be

achieved by maximizing a firm’s CE. From the discussion in section 2.3 we know

that in case the Customer Lifetime Value (CLV) is computed on the customer

segment-level, CE is equal to the sum of the CLVs across the total number of

customer segments S, hence it can be written as:

CE =

S∑

s=1

CLVs (4.1)

Furthermore, the literature on customer valuation discussed in section 2.2

shows that, unlike individual customers, customer segments have no finite ex-

pected lifetime. As a consequence, segment-level CLV (CLVs) is computed as the

sum of future net segment-level cash flows, CFs,t, discounted with discount rate

d over an infinite time horizon:

CLVs =
∞∑

t=1

CFs,t

(1 + d)t
(4.2)
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Substituting equation 4.2 into equation 4.1 thus yields:

CE =
S∑

s=1

∞∑

t=1

CFs,t

(1 + d)t
(4.3)

Under the assumption that the net cash flows on the firm-level at time t (CFt)

represent the sum of net segment-level cash flows over all customer segments s,

equation 4.3 becomes:

CE =
∞∑

t=1

CFt

(1 + d)t
, with CFt =

S∑

s=1

CFs,t (4.4)

Mathematically, CE is thus the sum of all discounted future net firm-level cash

flows. Note, however, that in contrast to the DCF approach to firm valuation,

these firm-level cash flows are assumed to arise exclusively from customer ex-

change relationships. At the end of a calibration or observation time frame T ,

CE can also be written as:

CE =
∞∑

t=T+1

CFt

(1 + d)t−T
≈

T+H∑

t=T+1

CFt

(1 + d)t−T
+

TV

(1 + d)H
(4.5)

As equation 4.5 shows, the infinite sum is usually approximated by the sum

of all net cash flows over a planning horizon H and a terminal value TV . This

terminal value requires the estimation of a long-term growth rate g of net firm-

level cash flows and is calculated as in Gordon (1959) as:

TV =
CF F irm

T+H+1

d− g
(4.6)

For the computation of TV and CE based on equation 4.5, we therefore require

an estimate for the long-term growth rate g of net firm-level cash flows as well

as a discount rate d to discount future cash flows. The latter is the risk-adjusted

discount rate, which we propose to approximate by the return required by equity

holders for the particular PWM provider. This approach is not only the one

most commonly used in the academic literature and in practice to approximate

risk-adjusted discount rates, but also reflects the fact that the study is interested

in maximizing the shareholder value of the firm. Although, it is often difficult
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to determine the risk premium that adequately reflects the risk of the expected

future firm-level cash flows, the study opts for this method rather than for the

risk-neutral asset valuation alternative proposed by Schwartz and Moon (2001).

While the risk-neutral asset valuation technique allows discounting future cash

flows by the readily available risk-free rate, it requires the formation of risk-neutral

expectations. As Krafft, Rudolf and Rudolf-Sipötz (2005) argue, the formation of

risk-neutral expectations in the absence of required market data on the customer

base is hardly possible.

4.1.1 Modeling cash flows

Equation 4.4 shows that the net firm-level cash flow in any period t ∈ {T +

1, . . . , T + H + 1} is equal to the sum of net segment-level cash flows over the

number of customer segments S. The underlying cash flow generation process is

very industry-specific. Hence, we have to account for the peculiarities of the PWM

industry presented in chapter 3 from this point onwards. In the PWM industry

revenues are generated by fees and commissions on the underlying volume of

Assets under Management (AuM). Furthermore, the industry is characterized by

a high proportion of variable costs, resulting in a relatively stable cost/income

ratio. 1 Consequently, we make the simplifying assumption that at the segment-

level all margins are constant and cash flows are therefore only driven by AuM

(i.e. sales volume). This assumption is reasonable, considering that profitability

develops for each client relationship individually over time, as discussed in chapter

2, and the aggregation of these individual client profitability margins at different

lifetime stages are likely to even out on the segment-level. Hence, the net cash

flow of segment s ∈ {1, . . . , S} in period t can be approximated by:

CFs,t = AuMs,t ×RMs × PMs × CFM (4.7)

where AuMs,t is the volume of AuM of segment s at time t, the revenue margin

RMs is revenue in percent of AuM for segment s (i.e. the average management fee

for assets of client segment s), the profit margin PMs represents earnings before

1The Swiss Banking Institute (2009) shows that on a country-level the cost/income ratios in the
PWM industry generally remained within a close corridor of 60-70% over the past 10 years, a
very mild fluctuation compared to other industries.



4.1. DYNAMIC CUSTOMER-BASED FIRM VALUATION 43

taxes as a percentage of the revenue for segment s and the cash flow margin

CFM is cash flow in percent of earnings before taxes. The cash flow margin is

required to isolate cash flows that are attributable to a firm’s shareholders from

the ones attributable to other stakeholders (e.g. taxes, minority interests). This

distinction is important, because we are interested in maximizing the firm value

from the perspective of the firm’s shareholders, implying that only cash flows

attributable to them are value-relevant. Note, while operating expenses reflected

by the profit margin can be specific to a certain client segment, the attribution of

cash flows to different stakeholders of a firm is determined on the firm-level and

thus constant across client segments (as indicated by the missing segment index

for CFM in equation 4.7).

4.1.2 Modeling Assets under Management

From the discussion above we can conclude that the only dynamic variable and

therefore the principle value driver of PWM client segments is the level of AuM.

Based on this insight, the study focuses on modeling AuM in the following. Since

the level of current segment-level AuM can be observed, we are only interested

in the change in AuM over the planning horizon H .

According to the theory discussed in chapter 2, we can attribute changes in

AuM of a particular client segment to three major events over the lifetime of the

clients belonging to that segment: acquisition, retention and defection. However,

while the bulk of the academic literature so far has used these three events to

model the number and duration of individual customer relationships, this study

applies them to AuM on a client-segment level. This distinction is important,

because from the perspective of modeling individual customer relationships, an

increase in for instance the sales volume of an existing customer would be classified

as a customer retention event. In contrast, from the perspective of AuM (i.e.

sales volume) it is an acquisition event. This shift in perspective is made for two

reasons. First, it reflects the peculiarities of the PWM industry, because in terms

of value on the segment-level it is hardly relevant whether new assets are acquired

through the acquisition of entirely new client relationships or by the increase in

the level of AuM of existing relationships. Second, it dramatically reduces data
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requirements, because only information on the segment-level change of AuM is

required, instead of information on the status of individual client relationships

over time.

In the context of PWM, the acquisition and defection of assets is typically cap-

tured by the variable net new assets (NNA). This variable denotes the difference

between acquired and lost AuM within a specified period of time. The change

in the level of AuM that is not due to the acquisition and defection of assets is

caused by financial market returns (Rs,t) over the period t−1 to t, earned on the

level of retained assets in period t − 1 for segment s (i.e. AuMs,t−1). This is a

peculiarity of the PWM industry and implies that the revenue base (i.e. AuM)

can change even without a change in client behavior, simply because it is deter-

mined by the value of the underlying financial assets. Throughout the rest of the

study we refer to the changes in segment-level AuM arising from financial market

returns as return on retained assets (RRA). On the segment-level s at time t it

is defined as:

RRAs,t = Rs,t × AuMs,t−1 (4.8)

The total absolute change in AuM (ΔAuM) for each period in time is thus

the sum of two components, NNA and RRA. The AuM process is visualized by

figure 4.1. Mathematically, the AuM of segment s in period t can be written as:

AuMs,t = AuMs,t−1 +RRAs,t +NNAs,t︸ ︷︷ ︸
ΔAuMs,t

= AuMs,t−1(1 +Rs,t) +NNAs,t

(4.9)

As pointed out above, the development of NNA is determined by the acquisi-

tion and defection of client assets. Both events in turn can involve the establish-

ment of new or the defection of existing client relationships in their entirety, but

can also refer to the acquisition of new and loss of existing assets from existing

clients. The following paragraphs discuss both situations and the reasons behind

these events in the context of PWM in more detail.

New client relationships often arise from referrals by existing clients that are

satisfied with the service quality they receive. This is especially true for services
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Figure 4.1: AuM process
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such as PWM, which build on discreet, trustful personal relationships and where

direct advertising efforts are regarded as blunt. In fact, in a large-scale sur-

vey among PWM providers in German-speaking countries, Meiers and Schilling

(2007) find referrals to be the most important acquisition channel. While this

was the first academic study to establish this fact, many professional reports

have come to a similar conclusion ever since. In a recent global survey among 130

PWM institutions, PricewaterhouseCoopers (2006), for example, finds that “re-

ferral from existing clients dominates as the top source of new business” (p.12). It

is important to note here that the value of new assets acquired through referrals

is generally attributed to the issuer of the referral.2 That makes it is necessary to

assume that referrals are only issued and received within the same customer seg-

ment so that the asset acquisition rate of one segment is independent from the one

of other segments, an assumption that is reasonable following the argumentation

of von Wangenheim and Bayón (2007). In particular, these authors demonstrate

that the likelihood a receiver of a referral actually acts on the referral (i.e. his

conversion rate) is an increasing function of the similarity between the issuer and

receiver of the referral. It is therefore very likely to find both parties within the

same customer segment.

In contrast to client acquisitions, defections of entire client relationships in the

PWM industry are often triggered by client relationship managers switching to

2For a detailed discussion of the referral value refer to chapter 2.
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other firms and taking their clients with them (i.e. client migration). They can,

however, also be caused by the demise of a client.3

Both, the acquisition and defection of assets can also originate from retained

clients by an increase or a reduction in their share-of-wallet. The level of the

share-of-wallet in turn is a function of the client’s loyalty, which has ultimately

been linked to the level of service quality and resulting client satisfaction. While

Anderson and Sullivan (1992) show this for firms in general, Horn (2009) and

Seiler (2010) have recently confirmed this link in the context of PWM. Since we

are interested in changes in the level of the share-of-wallet, we need to determine

the drivers behind changes in the level of client satisfaction. These changes are

unlikely to be caused by systematic factors, such as the quality of reporting or the

external environment. According to Seiler (2010), they rather depend on segment-

or even client-specific factors like the performance of the client’s portfolio and the

personal relationship with the respective client relationship manager, which can

vary dramatically across clients and over time. We can therefore conclude that

changes in the level of the share-of-wallet are unlikely to appear in a systematic

manner across segments, but can vary across and sometimes even within client

segments.

In contrast to the development of NNA, which is largely determined by client

behavior, the development of RRA is exclusively determined by the valuation of

the underlying financial assets retained by the PWM provider. It is therefore

unrelated to customer lifetime dynamics and instead depends on financial market

dynamics. Nevertheless, it is a key driver of changes in segment-level AuM and

therefore net cash flows over time. Moreover, the development of RRA is likely

to impact all client segments in a systematic way, since all client assets are to a

higher or lesser degree invested in the same financial markets. This discussion

on the development of AuM and its components, as the underlying segment-level

cash flow drivers in the context of PWM, is summarized and visualized by figure

4.2. Having identified the relevant drivers behind the dynamics of AuM and its

components, we now turn to specifying the stochastic processes to capture these

dynamics.

3See p. 252 of Galasso (1999) for a detailed list of the primary reasons for customer defections
in the PWM industry.
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Figure 4.2: Segment-level cash flow drivers in the PWM industry
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As pointed out in chapter 2, employing stochastic processes for modeling the

central drivers of customer segment value is in line with recent calls through-

out the related academic literature. Although some researchers have responded

to these calls, their attempts are all restricted to non-contractual customer re-

lationships and to the development of structural models (see Kumar and Shah

(2009) for a very recent example). While these structural models have the advan-

tage of being directly related to the individual, theoretic value drivers, making

their parameters easily interpretable, they are generally very demanding in terms

of data requirements and are known to exhibit construct measurability issues

(Chintagunta, Erdem, Rossi and Wedel, 2006). We therefore implement reduced-

form stochastic models that are commonly employed for modeling the value of

financial assets. This methodology is in line with recent studies by Krafft, Rudolf

and Rudolf-Sipötz (2005) and Hogan, Lehmann, Merino, Srivastava, Thomas

and Verhoef (2002), who suggest the application of stochastic financial models
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to the valuation of customers. We further regard the application of a reduced-

form stochastic model to capture the value of PWM client segments as highly

appropriate for a number of reasons. First, it dramatically reduces the num-

ber of parameters that need to be estimated and therefore substantially reduces

data requirements. Second, segments are formed so that the number of clients

within one segment is large enough to even out any unusual client-level events,

increasing parameter estimation accuracy. Third, the estimation accuracy is fur-

ther enhanced by the fact that the value generation process of clients that are in

long-term contractual relationships with the firm is much less volatile than for

non-contractual relationships, which have the additional risk of individual cus-

tomer buying decisions. Fourth, the economic interpretation of specific customer

value drivers, as made possible by using structural models, is not the central goal

of this study. Finally, because the return on a PWM client’s financial assets is a

central driver of value for the PWM provider, the application of stochastic models

that have already been successfully applied for modeling financial asset returns

and tested extensively in the financial discipline is only logical. For these reasons,

this study specifies reduced form stochastic models for capturing the dynamics

of the NNA and RRA developments similar to Merton (1976) and Jorion (1988).

The absolute values of NNA and RRA are scaled by last period’s AuM in order

to transform them into growth rates. Equation 4.9 therefore becomes:

ΔAuMs,t

AuMs,t−1
=

NNAs,t

AuMs,t−1
+

RRAs,t

AuMs,t−1
=

NNAs,t

AuMs,t−1
+Rs,t (4.10)

The time series of the growth rates NNAs,t

AuMs,t−1

and Rs,t is assumed to exhibit

stochastic independence. This assumption is a necessary prerequisite for applying

the proposed stochastic processes to model changes in each of the two variables

and will be verified empirically in section 5.2.2. In particular, we assume that the

dynamics of the NNA ( NNAs,t

AuMs,t−1

) process follow a simple diffusion process and,

similar to Jorion (1988), can hence be described by:

NNAs,t

AuMs,t−1
= �NNA

s Δt + �NNA
s "s,t

√
Δt (4.11)

where �NNA
s and �NNA

s represent the diffusion drift and volatility parameter

of the NNA process for segment s, respectively, "s,t is a standard normal random
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variable and Δt represents the unit of time. As pointed out above, this model

specification requires the diffusion process to exhibit no autocorrelation. More-

over, we do not expect "s,t to be significantly correlated across segments. This

follows directly from the theoretical discussion above, which reveals that neither

the acquisition nor the defection of entire or partial client relationships are driven

by systematic factors.

The dynamics of the financial market return (Rs,t) process are not as easily

captured by a stochastic model. As has been shown by extensive empirical re-

search, financial market returns, depending on the particular asset class, are far

from being normally distributed (e.g. Sheikh and Qiao, 2010). In fact, for equity

returns Merton (1976) finds that large deviations from the long-term mean (es-

pecially downside) are observed more often than expected under the assumption

of normally distributed returns. Consequently, he proposes to add a jump com-

ponent to the diffusion process in order to account for the probability of price

changes of extraordinary magnitude. This jump component can be thought of as

representing macro-economic shocks that affect all assets at a particular point in

time. Jorion (1988) shows that this so called mixed jump-diffusion model better

captures the dynamics of the empirical distribution of both equity and foreign

exchange returns. More recently, Das and Uppal (2004) confirm empirically the

presence of these simultaneous jumps in international equity markets and the

importance of the jump component in stochastic processes employed to capture

return dynamics and for subsequent portfolio selection. In the context of the

valuation of customers and customer portfolios, the above mentioned jumps are

typically referred to as ‘demand shocks’ and were first modeled by Johnson and

Selnes (2004). Similar to the model specification used by Jorion (1988), the Rs,t

process can thus be written as:

Rs,t = �R
s Δt+ �R

s �s,t
√
Δt+ Ysjt (4.12)

where �R
s and �R

s represent the diffusion drift and volatility parameter of the

financial market return process for segment s, respectively and �s,t is a stan-

dard normal random variable. The random variable jt reflects the number of

jumps per unit of time Δt and is drawn from a Poisson distribution with mean

�. Accordingly, the jump intensity is specified by �. The jump size Ys is log-
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normally distributed with mean �s and variance �2s , or stated equivalently as

lnYs ∼ N(�s, �
2
s). Again, while we assume no autocorrelation for all random

variables, we hypothesize the following correlation structure for the cross-section

(i.e. across client segments). Because the jump events represent macro-economic

shocks or crisis events that affect all segments at the same point in time, the

stochastic process for the number of jumps j is correlated with �j = 1 across all

segments (e.g. Das and Uppal, 2004). The fact that j affects all segments equally

is also indicated by the missing segment index for the variable itself and for the

corresponding distribution parameter �. Although all segments are affected by

crisis events at the same point in time, the effect (i.e. the jump size) is expected to

vary in a systematic way across segments. The reason behind this are variations

in the financial portfolio composition across client segments, whose aggregate

values are systematically affected to a differing extent by financial crisis events.

Consequently, the jump size Ys for each segment is drawn from a distribution

with a segment-specific mean and variance, which are expected to capture the

characteristic effect of crisis events on a particular client segment. We further

need to assume a cross-sectional correlation structure for the diffusion process

�s,t, because it is drawn from the same distribution for each segment, but is still

expected to be correlated across segments. Again, this is because of systematic

variations in the financial portfolio composition across segments. We therefore

expect financial market developments to affect the value of these financial port-

folios in a similar, but not necessarily equal way, even in the absence of a crisis

event. For example, in the case of geographic client segments, we expect to ob-

serve significant differences in the composition of the average financial portfolio

across client segments due to the presence of the well-documented home bias in

the selection of financial assets.4 Because the composition of financial portfolios

differs across segments, recent news or (non-crisis) events that impact financial

4The home bias refers to the tendency of investors to hold an over-proportional share of domestic
assets in their portfolio. This bias was first documented by French and Porterba (1991) and
Tesar and Werner (1995). Since then, several studies have examined the determinants of the
home bias, which include transaction costs (Glassmann and Riddick, 2001), exchange rate risk
(Fidora, Fratzscher and Thimann, 2006), information barriers (Ahearne, Griever and Warnock,
2004), corporate governance issues (Dahlquist, Pinkowitz, Stulz and Williamson, 2003) and
lack of familiarity (Bekaert and Wang, 2009; Portes and Rey, 2005). For HNWIs the home
bias has been documented by Capgemini and Merril Lynch (2009).
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markets affect these portfolio to varying degrees. Consequently, we hypothesize a

time-invariant correlation matrix �� for the cross-section of the diffusion process

�s,t, whose elements lie between 0 and 1. Mathematically, this correlation matrix

can be written as:

�� =

⎡
⎢⎢⎢⎢⎣

1 ��1,2 . . . ��1,S

��2,1 1 . . . ��2,S
...

...
. . .

...

��S,1 ��S,2 . . . 1

⎤
⎥⎥⎥⎥⎦

(4.13)

Each element of the cross-sectional correlation matrix �� represents a Pearson

correlation coefficient.

Having specified the processes for valuing client segments and using equation

4.10, we are now able to generate a time series of AuM over a planning horizon

H from the following equation:

AuMs,t = AuMs,t−1

⎛
⎜⎜⎜⎝1 +

NNAs,t

AuMs,t−1

+Rs,t

︸ ︷︷ ︸
ΔAuMs,t/AuMs,t−1

⎞
⎟⎟⎟⎠ (4.14)

The equation above enables us to derive a probability distribution of CE and

thus customer portfolio value. Following Kumar and Shah (2009), we generate

the CE probability distribution by simulating a large number of N possible CE re-

alizations (by Monte Carlo simulation), employing the NNA and financial market

return processes from equations 4.11 and 4.12, whose parameters are calibrated

in such a way that they capture the dynamics of the AuM process of a specific

PWM provider. The currently observed level of AuM for each client segment (i.e.

AuMs,0) constitutes the initial value for the stochastic AuM process. Following

equation 4.14, the first period AuM (AuMs,1) therefore is equal to:

AuMs,1 = AuMs,0

(
1 +

ΔAuMs,1

AuMs,0

)
(4.15)

Initializing the proposed stochastic model in this way generates a distribution

of N realizations of CE that reflects the empirically observed composition of the

client segment portfolio and yields the vector CE0 = {CE0
1 , . . . , CE

0
N}. The
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expected value of CE0 (E[CE0]) represents an approximation of current firm

value from the perspective of shareholders.

4.2 Customer portfolio optimization

Now that we are able to generate the CE probability distribution for the existing

portfolio of PWM client segments, we turn to optimizing the portfolio of client

segments in order to maximize firm value. This step involves the application

of financial portfolio selection theory to the problem of customer portfolio man-

agement (Buhl and Heinrich, 2008; Terho and Halinen, 2007; Gupta, Hanssens,

Hardie, Kahn, Kumar, Lin, Ravishanker and Sriram, 2006). However, before we

resume with the development of our model, we briefly describe the assumptions

we make and how they relate to those made by financial portfolio selection the-

ory as defined by Markowitz (1952). This is important when applying theory

originally developed for financial assets to customer assets.

4.2.1 Assumptions and conditions

First and foremost, the application of financial portfolio selection theory requires

the divisibility of assets. In finance, this condition is easily met, since the un-

derlying asset is usually a firm (in the case of equity) and the value of the firm

is divisible through a mostly large number of shares. Individual customers, how-

ever, are not divisible. Therefore, as pointed out above and similar to prior

studies in this field (e.g. Homburg, Steiner and Totzek, 2009; Buhl and Hein-

rich, 2008; Johnson and Selnes, 2004), our model instead values the contribution

of homogeneous customer segments to the value of the firm as a whole. Assuming

that all customers within one segment are homogenous with respect to all value-

relevant characteristics and that the number of customers within each segment is

large, allows us to view the individual customer as the smallest divisible unit of

the customer segment asset. In addition to satisfying the necessary condition of

asset divisibility, this approach also has the added advantage of producing a more

reliable and stable valuation of customer assets. This is, because many singular
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and extreme events related to individual exchange relationships even out when

aggregated on the customer segment-level.

Second, financial portfolio selection theory implies that investors are price

takers, meaning that investors cannot influence the value of an asset by altering

their level of investment in that asset, i.e. the weighting of that asset in their

portfolio. However, in the rare event that an investment in (or divestment of) in

any asset, be it financial or otherwise, is significant relative to the total supply of

that asset, it will influence the asset’s value. Therefore, subject to the condition

that the pool of potential customers belonging to a particular customer segment

is large, we assume that the value of customer assets is independent of their

weighting within the portfolio.

Third, financial portfolio selection theory assumes frictionless markets, mean-

ing that assets can be traded in absence of transaction costs. However, be-

cause the presence of transaction costs is an empirical fact, many recent portfolio

optimization models explicitly account for them (see Brandt, Santa-Clara and

Valkanov (2009) for a recent example). Transaction costs for customer assets are

arguably even larger than those for financial assets. The reason is that customers

are more costly to acquire and divest compared to financial assets. Acquiring

new customers is especially costly when the demand for a particular customer

asset is very high relative to its supply. In that case the costs of acquiring addi-

tional “units” (i.e. customers) of that particular asset (i.e. segment) may prove

to be prohibitive. In the PWM industry this is presently the case for the most

wealthy client segment, as PWM providers are in fierce competition for the very

few individuals actually belonging to that particular segment. With respect to

customer divestments, the literature on word-of-mouth effects finds that the re-

duction of acquisition and retention efforts (i.e. divestments) of customer assets

may culminate in customer dissatisfaction and negative word-of-mouth, substan-

tially increasing the costs of these strategies (e.g. Anderson, 1998; Richins, 1983).

Because of their apparent importance, our portfolio optimization model accounts

for transaction costs. For the purpose of simplification, we assume transaction

costs to be constant for all customer assets across time.

Fourth, in order to determine a global optimum where portfolio value is maxi-

mized and portfolio risk minimized, financial portfolio selection theory, as defined
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by Markowitz (1952), requires at least one of the following two conditions to hold.

Either asset returns are normally distributed or the investor is risk-averse and his

utility function is thus concave. While we do not expect the former condition to

be met in our study, due to the presence of jumps in the customer value genera-

tion process, we assume the latter condition to hold. More specifically, since it is

our goal to maximize shareholder value and shareholders can be expected to be

risk-averse on aggregate, it is reasonable to assume that the firm, who acts in the

shareholders’ best interest, is a risk-averse investor in customer assets. Although,

emotional biases may cause individual shareholders to deviate from risk-averse

behavior as the extensive literature on behavioral finance has shown (e.g. Barberis

and Thaler, 2003), the preferences of shareholders on aggregate can be expected

to be in line with risk-aversion. The key reason for this is that the largest equity

holdings of a given public firm are usually in the hands of institutional sharehold-

ers, whose preferences are expected to be driven by rational decisions and who

are less susceptible to emotional biases. Having established that shareholders on

aggregate are risk-averse, it is important to note that a fundamental assumption

regarding the concept of risk aversion in the financial discipline is the positive

relationship between risk and return. More specifically, an investor who wants to

achieve a higher expected return on his portfolio of financial assets must accept

more risk (Lintner, 1965; Sharpe, 1964). In contrast to financial assets, the gen-

eral relationship between risk and value of portfolios comprising customer assets

is less clear, because the value of customer assets is not determined by mech-

anisms of demand and supply in the market place. Nevertheless, we expect to

find a positive relationships between risk and value of customer portfolios in the

PWM industry for two reasons. First, corporate finance theory tells us that any

firm operating in a competitive environment should theoretically be pressured

by its owners to invest only in projects with the highest (lowest) possible return

(risk) for a given level of risk (return) in order to maximize firm value (Dixit and

Pindyck, 1994). If a firm, for instance, were to expand its operations into a new

customer segment, the firm would be pressured by its owners to pursue the in-

vestment only in case the expected value from the new customer segment justifies

the additional risk. Second, as pointed out above, the value of a customer asset

in the PWM industry is to a large extent driven by the returns on the underlying



4.2. CUSTOMER PORTFOLIO OPTIMIZATION 55

portfolios of financial assets. Consequently, we expect the positive relationship

between risk and return of the underlying financial portfolio of each customer

asset to determine, at least partly, the relationship between risk and value of the

portfolio of customer assets as well.

Finally, we follow Markowitz (1952) and assume that the investment opportu-

nity set, in our case the set of customer assets available for investment, is constant

over the investment horizon.5 This assumption simplifies an intertemporal prob-

lem of optimizing the customer portfolio over an extended period of time (i.e. the

entire investment horizon) to a one-period portfolio allocation problem.6 Faced

with a one-period investment into a customer portfolio, we can conclude that

optimizing CE by finding optimal client segment weights today (i.e. in period 0),

optimizes CE or firm value for the entire investment period as well (Sharpe, 1987).

Moreover, the consumption of firm capacity (and therefore firm resources) by a

PWM client segment is mainly determined by its AuM. Accordingly, the client

segment weight ws is time-invariant and its empirically observed level w0
s can

be defined as the ratio of the empirically observed segment-level AuM (AuMs,0)

divided by the empirically observed firm-level AuM (AuM0), or mathematically

as:

w0
s =

AuMs,0

AuM0

⇔ AuMs,0 = w0
s × AuM0 (4.16)

Substituting this definition of AuMs,0 into equation 4.15 reveals how the

weighting of client segments w = {w1, . . . , wS} in the customer portfolio de-

termines the value of next period segment-level AuM and ultimately CE of the

customer portfolio. Finding an appropriate algorithm to identify the optimal

5The alternative would be to allow the investment opportunity set to change over time, i.e. an
intertemporal portfolio allocation problem. While an increasingly large body of literature is
dedicated to the topic of intertemporal asset allocation, the models that have been developed
remain largely theoretical. In fact, closed-form solutions only exist for some very special
cases (Merton, 1990) and the complexity of the problem grows geometrically with the number
of assets and state variables, in case a numerical approximation is attempted (Lee, 2000).
Moreover, the relatively high illiquidity of customer assets compared to financial assets (see
the discussion on transaction costs above) makes a dynamic adjustment of portfolio weights
on a continuous basis during the investment horizon infeasible.

6See Merton (1969) and Merton (1990, chapter 5) for the mathematical details.
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composition of client segment weights w∗ = {w∗

1, . . . , w
∗

S} is therefore the aim of

the following sections.

4.2.2 Optimization restrictions and transaction costs

From this definition of client segment weights w = {w1, . . . , wS}, it is clear that
the optimization of the client segment portfolio can only be conducted with at

least two important restrictions. First, the sum of all client segment weights

must be equal to one, because the sum of segment-level AuM is equal to the firm-

level AuM. Second, the client segment weights must be positive, because negative

segment-level AuM cannot arise. Hence, the portfolio optimization is restricted

by at least the following two conditions:

w′1 = 1 ∧ w ≥ 0 (4.17)

Apart from these minimum segment weight restrictions, we impose a number

of additional restrictions on the portfolio optimization problem. First of all, we

define upper and lower boundaries for the segment weights to avoid extreme

(corner) solutions and to ensure a minimum degree of diversification. Rudolf and

Zimmermann (1998) show that imposing such restrictions on the optimization

algorithm leads to more stable results when facing estimation risk. In line with

this finding, Buhl and Heinrich (2008) also make use of segment weight bounds in

their customer portfolio optimization. To reduce the number of parameters that

would have to be estimated for each segment, we employ a maximum segment

weight tolerance factor � that is used to construct an interval with a lower and

upper bound around the empirically observed, non-optimal segment weightsw0 =

{w0
1, . . . , w

0
S}. As the empirically observed segment weights can be very close to

0 or 1, we also have to define a global minimum and maximum segment weight

to avoid boundaries below 0 or above 1. These global boundaries are set at a

minimum of wmin and a maximum of wmax, where wmin and wmax ∈ [0, 1]. The
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lower and upper bound (lb = {lb1, . . . , lbs} and ub = {ub1, . . . , ubs}, respectively)
for each segment s and for � ∈ [0, 1] are therefore given by:

lb ≤ w ≤ ub

⇔ max[wmin,w0 − �] ≤ w ≤ min[w0 + �, wmax]
(4.18)

Second, we consider transaction costs in the portfolio optimization problem

to account for the fact that such costs are expected to be high when dealing

with client assets. Clients are both difficult to acquire and divest. Especially

large-scale divestment efforts are known to cause significant negative network

(word-of-mouth or referral) effects.7 We therefore implement a transaction cost

function TC(w), similar to the one in the recent study by Brandt, Santa-Clara

and Valkanov (2009). This function expresses the expected costs of optimizing

the portfolio of customer segments as a percentage of CE and takes the following

form:

TC(w) = c

S∑

s=1

∣Δws∣ (4.19)

where Δws is the deviation of segment weight ws from the empirically observed

weight w0
s for client segment s and c ∈ [0, 1] is the constant transaction cost factor.

The resulting value for the transaction cost function depends on the sum of all

Δws and always lies between 0 and 1. To derive CE net of transaction costs

(ĈE), the value of the transaction cost function is multiplied with the CE that is

generated with the altered composition of segment weights w ∕= w0. Accordingly,

ĈE is defined as:

ĈE(w) = CE(w)× (1− TC(w)) (4.20)

and represents the objective variable of our optimization algorithm. Therefore,

the higher the deviation of a more optimal weight vector w from the empirically

observed segment weights w0, the higher the reduction in the optimized CE and

therefore firm value. Hence, the transaction cost function constrains the opti-

mization to search for optimal solutions in the direct vicinity of w0. Apart from

7In particular, Anderson (1998) finds that dissatisfaction produces more negative word-of-mouth
than satisfaction produces positive word-of-mouth.
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the recent study by Brandt, Santa-Clara and Valkanov (2009), similar implemen-

tations of transaction costs within portfolio optimization algorithms can be found

throughout the academic literature. Prominent examples include Hong (2004),

Hong and Loewenstein (2002), Leland (2000) and Davis and Norman (1990).

4.2.3 Objective function

We now turn to a discussion regarding the objective function within the opti-

mization algorithm that ensures that the optimized client segment portfolio is

indeed preferred over any other combination of client segments. Since Markowitz

(1952), portfolio optimization models in the financial discipline typically opti-

mize the return of a portfolio due to the favorable statistical properties of returns

compared to the absolute values. As this study is interested in optimizing the

CE of a customer portfolio, we optimize the absolute value of the portfolio, an

approach that has already been implemented by Roy (1952) in the early days of

modern financial portfolio theory.

Similar to the portfolio selection model of Markowitz (1952), we are interested

in optimizing the portfolio of client segments with respect to two distinct dimen-

sions, value and risk. The objective is to find the portfolio weights that maximize

the value (i.e. the CE) of the customer portfolio while minimizing its risk. To

achieve both goals simultaneously, we have to formulate measures for both value

and risk and combine them into one objective function that has to be optimized.

In the financial discipline two different approaches are usually employed for

maximizing value while minimizing risk by means of a single function. The first

approach is based on the concept of utility maximization.8 Instead of optimizing

both value and risk separately, the investor’s preferences are assumed to follow a

particular utility function that represents a combination of both value and risk.

Maximizing the investor’s utility will consequently result in the optimization of

value and risk simultaneously. The problem with this approach, however, is

that assumptions have to be made regarding the functional form of the investor’s

8The concept of utility maximization was first introduced by Bernoulli (1954) and is thus often
referred to as the Bernoulli principle. The theoretical foundation for the Bernoulli principle
was developed by von Neumann and Morgenstern (1947) and takes the form of axioms of
rationality.
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utility that is generally not observable. Moreover, depending on the chosen utility

function, further parameters need to be estimated (e.g. risk aversion parameters).

Therefore, while this approach might be able to describe investor preferences more

precisely, it also introduces substantial model risk. In this respect, the second

approach is superior to the first one as it summarizes both value and risk in

a simple ratio, called risk-value model, and therefore requires no assumptions

regarding the exact shape of the investor’s utility function. For this reason, we

decide to implement a risk-value model as our objective function. Although,

risk-value models are often criticized for their lack of theoretical foundation, we

meet this criticism by choosing a risk-value model that has been proven to be

consistent with a certain class of utility functions.

According to Kumar and Shah (2009) and Buhl and Heinrich (2008), the ex-

pected value of the CE distribution is a good measure of the customer portfolio

value. Although, we agree in principle that the expected value is an appropriate

measure for value for a given CE distribution, our portfolio optimization faces

essentially two distinct CE distributions, one for the existing composition of cus-

tomer assets and one for the optimal customer portfolio. Therefore, in line with

prospect theory (Kahneman and Tversky, 1979), we propose to measure the value

of the optimal customer portfolio by the expected value of the CE probability dis-

tribution in excess of a benchmark or reference level. Our reference level is the

expected value of CE that can be realized without actively managing the portfolio

of customer segments (i.e. E[CE0]). This choice of a reference level is consistent

with our goal of maximizing the value of CE and therefore firm value.

In contrast to the measure for value, the choice of an appropriate measure for

risk is less obvious and the financial discipline has developed numerous alterna-

tives to measure risk ever since the seminal paper of Markowitz (1952). In the

context of customer portfolios, Kumar and Shah (2009) are the first ones to pro-

pose a measure of risk. In line with Markowitz (1952) and Sharpe (1966), they

measure risk as the volatility of the CE probability distribution that is gener-

ated by means of Monte Carlo simulation.9 We deviate fom this approach in our

9Although, Buhl and Heinrich (2008) also propose to employ the volatility as a measure of risk
in the optimization of customer portfolios, their approach measures the volatility from a time
series of historic cash flows, instead, leading to a static and backward-looking measure of risk
compared to the approach employed by Kumar and Shah (2009).
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study and employ a different measure of risk. The reason is that the volatility is

only a good measure of risk under the assumption of a symmetrical probability

distribution, because it treats downside and upside deviations from the expected

value equally. This assumption cannot be made in our study, as we expect the

CE probability distribution to be non-normal and hence non-symmetrical due to

the presence of jumps (i.e. downside events) in the valuation model. Thus, the

assumption of normality would substantially underestimate the downside risk of

the customer portfolio value. Consequently, we propose to employ a measure of

risk that does not require any assumptions regarding the functional shape of the

CE probability distribution. The literature on financial asset allocation is exten-

sive and proposes numerous possible alternatives to volatility as risk measures in

the case of non-normal asset return distributions (for a recent example see Sheikh

and Qiao (2010)). However, most alternative measures still require the estimation

of explicit distribution parameters of higher than second order to describe the ob-

served probability distribution and are therefore not completely independent of

the functional shape of the distribution. We choose the lower partial moment

(LPM) as our measure of risk, because it is one of the few measures that does not

require any assumptions regarding the true probability distribution parameters.

This measure of risk was first proposed by Bawa (1978). Although, the LPM

measure has been used in asset allocation since then, the interest in this risk

measure has peaked only recently due to the mounting evidence of non-normal

asset returns and the nonparametric characteristics of this measure. Instead of

relying on a single point estimate, the determination of the LPM comprises a

full probabilistic description of all relevant uncertainties of future cash flows or

returns. In general, the LPM of order n for a vector of N discrete asset returns

R is defined as:

LPM�
n[R] =

N∑

i=1

Prob(R<� )(� −R<�
i )n (4.21)

where R<�
i denotes the values of Ri that fall short of the minimum return

specified by � and Prob(R<� ) is the probability of Ri falling short of � . In this

study, the asset return observations R are equal to the CE observations net of

transaction costs ĈE that are viewed as the returns of our customer segment
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portfolio. In line with our choice of the reference level above, the variable � is set

to the value of E[CE0]. Depending on the choice of order n, the LPM measure

is interpreted in different ways. Choosing the LPM of order n = 0, results in a

measure that can be interpreted as the probability of downside deviations from

the minimum return. If we choose n = 1, the LPM is equal to the expected

downside deviation from the minimum return. Finally, by choosing n = 2, we get

the variance of downside deviations from the minimum return.

For the purpose of our study, we choose n = 1, because the LPM of order 1

combines the probability with the expected value of downside deviations. More-

over and more importantly, the literature has shown that minimizing the LPM of

order 1 as a measure of risk, while simultaneously maximizing the expected (ex-

cess) value of a return distribution, results in asset allocation decisions that are

consistent with decisions based on risk-averse utility functions (Fishburn, 1977).

As pointed out in section 4.2.1, we assume that the firm is a rational and risk-

averse investor in the portfolio of customer assets, representing the preferences

of its shareholders on aggregate. Hence, maximizing the expected (excess) value,

while minimizing the LPM of order 1 of the CE probability distribution, will

maximize shareholder value. Consequently, our specification of LPM in equation

4.21 becomes:

LPM
E[CE0]
1 [ĈE] = E[max(E[CE0]− ĈE, 0)] (4.22)

The resulting objective function has been used by many studies that deal with

portfolio management problems and non-normally distributed asset returns and

has been termed mean-lower partial moment (M-LPM) measure. A recent com-

parison of this M-LPM measure with the mean-variance (M-V) measure, which

is in line with the tradition of Markowitz (1952), can be found in Jarrow and

Zhao (2006). The authors conclude that in case of portfolios with event risk for

downside loss-averse investors, the M-LPM measure is the appropriate objective
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function that needs to be maximized. In line with Jarrow and Zhao (2006), our

portfolio optimization algorithm can therefore be written as:

max
w

E[ĈE(w)]− E[CE0]

LPM
E[CE0]
1 [ĈE(w)]

s.t. w′1 = 1

w ≥ 0

lb ≤ w ≤ ub

(4.23)

We employ ĈE(w) as our objective variable in the portfolio optimization al-

gorithm to account for transaction costs, as outlined in section 4.2.2 and defined

in equation 4.20. Hence, in case the client segment weights remain unchanged

(i.e. w = w0), it holds that TC(w) = 1 and ĈE = CE0. Apart from transac-

tion costs, the portfolio optimization algorithm in equation 4.23 is subject to the

optimization constraints detailed in equations 4.17 and 4.18.

4.2.4 Numerical implementation

In line with Jarrow and Zhao (2006), we opt for a numerical solution to the

optimization problem in expression 4.23 since analytical expressions for LPM�
n

are unavailable and integration has to be done numerically. In line with Kumar

and Shah (2009) and as described in section 4.1.2, we begin our analysis by gen-

erating a probability distribution of CE with the existing, empirically-observed

customer segment weights w0 by means of Monte Carlos simulation. From this

distribution of CE we are able to infer the reference level E[CE0]. Following

Jarrow and Zhao (2006), we then turn to applying a sequential quadratic pro-

gramming optimization algorithm in order to alter the customer segment weights

w in such a way so as to maximize expression 4.23. In particular, the opti-

mization algorithm is implemented in the numerical computing environment of

MATLAB using the constraint nonlinear optimization function fmincon. The

optimization tolerance for the objective function is set to 10−6 to ensure that

the optimal customer segment weights are estimated with a reasonable degree of

accuracy. The composition of client segment weights that maximizes expression

4.23 is given by w∗ = {w∗

1, . . . , w
∗

S}. The distribution of N realizations of CE
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net of transaction costs (ĈE that is generated with w∗ is denoted accordingly

by ĈE
∗

= {ĈE∗

1, . . . , ĈE
∗

N}.

4.3 Chapter summary

Equipped with the theoretical background on customer valuation and customer-

based firm valuation, as well as the characteristics and particularities of the PWM

industry outlined in the previous two chapters, this chapter develops a compre-

hensive model to value and optimize the customer portfolio of a typical PWM

provider. This Customer Portfolio Management model is developed in two steps.

In a first step, we develop a dynamic customer-based firm valuation model,

whose cash flow generation process is adjusted to meet the particularities of the

PWM industry. This model identifies the Assets under Management (AuM) of a

particular client segment as the primary source of value dynamics. Consequently,

in the following the study focuses on modeling the dynamics of the AuM process.

For this purpose, we divide the change in AuM into two components: the net

new assets (NNA) component, which is related to the acquisition and defection of

client assets, and the return on retained assets (RRA) component, which captures

the financial market returns earned on last period’s volume of retained assets.

Applying the theory on customer valuation from chapter 2 and the characteristics

of the PWM industry discussed in chapter 3, the dynamics of each of these

value components are hypothesized to follow a distinct stochastic process with a

specific correlation structure. The resulting model setup enables us to value the

empirically observed composition of the client segment portfolio.

In a second step, we develop a methodology for optimizing the empirically ob-

served customer portfolio consistent with the concept of shareholder value maxi-

mization. We begin by discussing and addressing the assumptions and conditions

of financial portfolio selection theory in order to be able to apply theory origi-

nally developed for financial assets to customer assets. Next, we implement a

number of optimization restrictions and transaction cost provisions that directly

follow from the application of financial theory to customer assets. Finally, we

develop an objective function for our portfolio optimization algorithm that is in

line with the concept of shareholder value maximization and employs measures
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Table 4.1: Model overview

Step Equation Reference

1
NNAs,t

AuMs,t−1
= �NNA

s Δt+ �NNA
s "s,t

√
Δt (4.11)

Rs,t = �R
s Δt+ �R

s �s,t
√
Δt+ Ysjt (4.12)

2 AuMs,t = AuMs,t−1

(
1 +

NNAs,t

AuMs,t−1
+Rs,t

)
(4.14)

where AuMs,1 = AuMs,0

(
1 +

ΔAuMs,1

AuMs,0

)
(4.15)

with AuMs,0 = w0
s ×AuM0 (4.16)

and
ΔAuMs,t

AuMs,t−1
=

NNAs,t

AuMs,t−1
+Rs,t (4.10)

3 CFs,t = AuMs,t ×RMs × PMs × CFM (4.7)

4 CFt =
∑S

s=1 CFs,t (4.4)

5 CE =
∑

∞

t=T+1
CFt

(1+d)t−T ≈∑T+H

t=T+1
CFt

(1+d)t−T + TV
(1+d)H (4.5)

with TV =
CFFirm

T+H+1

d−g
(4.6)

Valuing the customer portfolio Optimizing the customer portfolio

6 simulate N realizations of CE using the
empirically observed segment weights
w = w0 to yield CE0

simulateN realizations ofCE using any
w to yield CE

7 from CE0 infer E[CE0] and

LPM
E[CE0]
1 [CE0] as measures of

value and risk

compute CE net of transaction costs
determined using equations (4.19) and

(4.20) to yield ĈE

8 from ĈE infer E[ĈE] and

LPM
E[CE0]
1 [ĈE] as measures of

value and risk

9 maximize expression (4.23) to find the
optimal segment weights w = w∗ that

yield ĈE
∗

Note: This table summarizes the methodology of valuing and optimizing customer portfolios
comprising private wealth management client segments detailed in chapter 4.
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of value and risk for customer portfolios that build on recent findings in the field

of customer valuation and portfolio analysis as well as recent financial studies.

Table 4.1 provides an overview of the theoretically derived Customer Portfolio

Management (CPM) model. In the first five steps the table illustrates how the

CE of a portfolio comprising PWM client segments is computed based on the

stochastic models for the NNA and financial market return processes. The table

also reveals at which point the client segment weights are introduced to deter-

mine the ultimate CE as a function of the portfolio weighting. Depending on

the subsequent purpose, table 4.1 then proceeds to summarize how to derive a

measure of portfolio value and risk by means of Monte Carlo simulations in order

to value and optimize the empirically observed customer portfolio.

This chapter concludes part I of this study. Part II is devoted to the empirical

application of the proposed, theoretical CPM model developed in part I, using a

set of unique proprietary data.
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Part II

Empirical Application
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Chapter 5

Data and Preliminary Analysis

After having developed a theoretical Customer Portfolio Management (CPM)

model in part I of this study, we now proceed to applying the proposed model to

an empirical case. On the one hand, this allows us to verify the adequacy of the

various assumptions that were made during the theoretical model development.

On the other hand, it illustrates the potential benefits of implementing such a

model in the real business world. While this chapter focuses on the former point,

the latter aspect is covered next in chapter 6.

This chapter is organized as follows. Section 5.1 describes the data sources for

the empirical case study and the measurement of the required variables. Section

5.2 performs a preliminary analysis, which presents the empirical data and vali-

dates the various assumptions of chapter 4. The chapter concludes with a brief

summary in section 5.3.

5.1 Data

The data used for the empirical case study is from the Credit Suisse Group, whose

private wealth management (PWM) business unit is one of the world’s largest

PWM institutions with total AuM of 712 billion CHF as of June 2009. In fact,

referring to table 3.1 in chapter 3 of this study, Credit Suisse Wealth Management

ranked fourth among the largest providers of PWM services by AuM in the world

in 2008. For a total of three client segments, the institution has provided us

with data on the monthly development of AuM and NNA for the period January

69
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Figure 5.1: Segmentation criteria currently used by PWM providers
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2006 - August 2009. The values for the time series of segment-level financial

market returns Rs,t can be directly derived from the time-series of AuM and

NNA using equation 4.9. The three client segments are formed based on current

AuM and geography. These are two of the most common segmentation criteria

used by PWM providers, as can be seen in figure 5.1. Only High Net Worth

Individuals (HNWIs) with total AuM above one million CHF are included. While

Credit Suisse Wealth Management operates worldwide, all clients considered in

this study are from Europe. Although, these three client segments only represent

a subsample of all available client segments of Credit Suisse Wealth Management,

the study assumes that these three segments represent all available segments and

treats the aggregation of AuM and NNA for these segments as firm-level variables

in the following. Similarly, we regard the CE of the customer portfolio as being

an approximation to firm value. This assumption, however, does not influence

the results in any way and is only made for the purpose of argumentation.

Because the PWM business model is build upon a high degree of confidentiality,

obtaining sensitive data on such a detailed level is very difficult. Consequently, the

data provided is anonymous and has been proportionally distorted. This means

that although the segmentation criteria are known, the identification of segments

is impossible, because the exact segment cut-offs applied by Credit Suisse Wealth
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Management are kept secret. Furthermore, while the relative changes of the

actual time series for each segment are preserved in their distorted counterparts,

the absolute levels are obscured with a different factor for each segment, so that

even the share of segment AuM relative to total AuM (i.e. the portfolio weights)

are distorted. Altogether, these measures make it impossible to draw conclusions

that could possibly lead to the identification of any of the clients or that could be

valuable from a competitors point of view. Unfortunately, this limits our ability

to interpret the results and validate their economic intuition. Most importantly,

however, the data is sufficient for the purpose of our analysis, since our basic

data requirements are met: homogeneity of clients within one segment, as well as

data on the historical development of the key cash flow drivers within the PWM

industry, namely AuM and its components (i.e. NNA and RRA), over an extended

period of time. Moreover, the heterogeneity across segments is sufficient to reveal

significant differences in the value dynamics of each individual client segment.

This is important, because the results of the proposed CPM model and therefore

the benefits of implementing it for a given PWM provider, are directly dependent

on the potential to realize diversification effects and therefore rely on the presence

of systematic differences across customer assets. Table 5.1 reports an excerpt of

the empirical sample data provided by Credit Suisse Wealth Management. While

table 5.1a provides a first impression of the absolute values of the empirical data,

table 5.1b presents an excerpt of the segment-level AuM and NNA growth rates

as well as the financial market returns derived from the absolute values in table

5.1a.

All other required information regarding the cash flow generation process is

extracted from the quarterly financial statements of the Credit Suisse Group.

This includes all relevant margins (i.e. revenue margin, profit margin and cash

flow margin) as well as the long-term annual AuM growth rate. Although, our

model initially requires the estimation of the revenue and profit margin on the

segment-level, we further simplify the model by assuming that these margins are

the same across all segments. While we would have preferred to use segment-level

data, we were unable to obtain estimates for these margins at the segment-level

for confidentiality reasons.
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Table 5.1: Empirical sample data

(a) Empirical data (in million CHF).

Period
Segment AuMs,t Segment NNAs,t

1 2 3 1 2 3

Jan 06 15,821 382 3,165 43.9 2.6 83.1
Feb 06 16,049 386 3,218 18.2 -0.9 12.3
Mar 06 16,272 378 3,274 74.4 -4.9 16.8

...
...

...
...

...
...

...
Aug 09 14,314 347 4,382 -118.2 -2.9 -1.4

Note: Excerpt of the monthly data provided by Credit Suisse Wealth Management over the
historical period January 2006 - August 2009 for client segments 1 to 3.

(b) Empirical growth rates (in %).

Period
Segment ΔAuMs,t

AuMs,t−1

Segment NNAs,t

AuMs,t−1

Segment Rs,t

1 2 3 1 2 3 1 2 3

Jan 06 - - - - - - - - -
Feb 06 1.44 0.91 1.66 0.12 -0.24 0.39 1.32 1.15 1.27
Mar 06 1.39 -1.96 1.76 0.46 -1.28 0.52 0.93 -0.69 1.23

...
...

...
...

...
...

...
...

...
...

Aug 09 -0.07 -1.26 0.86 -0.83 -0.82 -0.03 0.75 -0.44 0.89

Note: Own calculations based on the empirical data partly shown in panel a and using equation
4.9.

The revenue margin (RM) is calculated in percent of AuM (i.e. similar to an

average management fee) and is measured net of interest and trading expenses.

This definition of the revenue margin is chosen, because PWM providers usu-

ally report their revenues net of interest and trading expenses in their financial

statements. Because the financial statements are only issued on a quarterly fre-

quency and we need an estimate of the revenue margin for monthly AuM data,

the average quarterly revenue margin is divided by 3. Similarly, the average quar-

terly revenue margin is multiplied by 4 to obtain the annual margin. All other

margins do not require this adjustment, because they are exclusively based on

income statement positions instead of balance sheet accounts. This implies that

the numerator and denominator of these margins increase proportionately over
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time, leaving the ratios unchanged. The profit margin (PM) is the percentage

of earnings before taxes to total revenue (again net of interest and trading ex-

penses). Finally, the cash flow margin (CFM) is calculated as the ratio of net

cash flows attributable to the firm’s shareholders to earnings before taxes, essen-

tially accounting for taxes and minority interests. Both, the revenue and profit

margin, are estimated for all available quarters, namely from the fourth quarter

of 2001 to the second quarter of 2009, and are averaged over this period. The

estimation period for the cash flow margin is only from the first quarter of 2004

to the second quarter of 2009 (i.e. 22 quarters), in order to avoid distortions due

to the substantial structural break in the minority interest position of the Credit

Suisse Group at the end of 2003.

The growth rate that is required for the estimation of the terminal value within

the CE calculation is approximated by the long-term year-on-year total AuM

growth rate. This assumption is reasonable, considering that the cash flow dy-

namics are only dependent on the development of AuM in our model. The growth

rate is based on the full history of available quarterly data. As the first observa-

tion of total AuM is for the fourth quarter of 2001, the first observation of the

year-on-year AuM growth rate is for the fourth quarter of 2002 and the last for

the second quarter of 2009. The average year-on-year AuM growth rate over this

sample period is 5%.

Last but not least, the study relies on the estimation of two variables that

are not readily observable and consequently require further analysis. The first is

the incidence of jumps over the time period of the historical data. This variable

is needed to calibrate the stochastic process of segment-level financial market

returns Rs,t. Second, we require an appropriate discount rate to discount future

cash flows. The methodology for estimating both variables is discussed in the

following two sections.

5.1.1 Defining jumps

In theory, the incidence of jumps should be inferred from the time series of

segment-level financial market returns Rs,t itself. However, disentangling jumps

from the diffusion process is generally difficult when dealing with discreetly ob-
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Figure 5.2: MSCI Europe weekly returns and number of monthly jumps from
August 1989 - August 2009
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served time series, especially when the frequency of the time series is low and

the observation period relatively short, as in our case.1 Consequently, we need to

make use of a closely correlated time series that can be observed with a higher

frequency and for a longer time period. For this purpose, we choose equity market

returns that seem to be the natural choice for such a correlated time series, since

the dynamics of equity market returns should be closely mirrored by the finan-

cial market returns on the average financial portfolio of a particular PWM client

segment (i.e. the Rs,t process).
2 Assuming a deterministic diffusion volatility as

well as independently and identically distributed (i.i.d.) returns, Merton (1976)

proposes that jumps can then be defined as outliers of the return distribution.

This study chooses the well-diversified Morgan Stanley Capital International

(MSCI) Europe index to reflect equity market returns. This choice reflects the

expectation that the sample, which consists exclusively of European clients, will

be largely invested in European equities, due to the home bias within the average

1See Ait-Sahalia (2004; 2002), Andersen, Benzoni and Lund (2002) and Bandorff-Nielson and
Shepard (2004).

2For an analysis of the correlation between Rs,t and equity returns see section 5.2.1 of this
study.
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client’s financial portfolio (see section 4.1.2). Using weekly return data from the

Thomson Reuters Financial Datastream service, we estimate the mean and the

standard deviation of the MSCI Europe index return for a period of 20 years

and count the number of incidences in each month that equity returns are below

the 99.9% confidence interval around the mean.3 This methodology, which is

visualized by figure 5.2, produces a monthly time series with values from 0 to 4

for each month. We only consider downside jumps, since we expect the incidence

of jumps to be symmetric. The validity of this conjecture can easily be inferred

visually from figure 5.2.

5.1.2 Estimating the discount rate

The overarching goal of this study is the maximization of firm (i.e. shareholder)

value. The discount rate should, therefore, represent the required rate of return

from the perspective of the firm’s equity holders. For the firm this required or

expected return on equity is equivalent to the cost of equity (i.e. the cost of raising

additional equity to finance the investment in customer assets). We measure the

cost of equity using the two most widely employed methods, namely the Capital

Asset Pricing Model (CAPM) approach, as well as the dividend yield approach.

The CAPM approach (Lintner, 1965; Sharpe, 1964) requires the estimation of

the following equation:

E[R] = Rf + �(E[Rm]−Rf ) (5.1)

where E[R] is equal to the required or expected rate of return by equity holders

or the cost of equity from the firm’s point of view, Rf is the risk-free rate of return,

E[Rm] is the expected market return and � represents the beta factor.

The risk-free returnRf is obtained from the zero-coupon yield curve for Switzer-

land for a maturity of 15 years as of September 1st, 2009, constructed by the

Thomson Reuters Financial Datastream service. To avoid short-term effects, we

3We use weekly rather than daily returns to avoid the inclusion of trading noise. Trading noise
refers to short-term stock price fluctuations that arise from trading activity that is based on
non-fundamental data. As a result, the trading activity is often irrational and erratic, causing
price and risk levels based on high-frequency data to diverge from expectations (DeLong,
Shleifer, Summers and Waldmann, 1990).
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do not employ the current, but the 12 months average yield of 3.06%. The beta

factor � is equal to the ratio of the covariance of stock returns to the variance of

market returns. We measure stock returns by the returns on the Credit Suisse

Group stock4 and market returns by the returns on the Swiss Market Index, to

which the Credit Suisse stock belongs. For a 20 year history of monthly return

data5 (adjusted for dividend payments) from the Thomson Reuters Financial

Datastream service, we thus estimate a beta factor of 1.48 (this estimate is sig-

nificant at the 1% level). For consistency reasons, the expected return on the

market E[Rm] is estimated using the same stock index over the same time period

with the same return frequency as for the beta factor estimation, resulting in

an annualized market return of 8.75%. Employing equation 5.1 this yields an

expected return estimate of 11.45%.

Our second approach to measuring expected return or cost of equity, the div-

idend yield approach, is derived from the Gordon Growth model (Gordon, 1959)

and takes the following form:

E[R] = DivY (1 + E[DivG]) + E[DivG] (5.2)

where DivY is the current dividend yield and E[DivG] represents the expected

dividend growth rate.

For a five-year history of monthly Credit Suisse dividend yield and price data

obtained from the Thomson Reuters Financial Datastream service, we estimate

the current annual dividend yield at 2.82%, using the average annualized dividend

yield. We further assume that the best estimate for the expected dividend growth

rate is the current dividend growth rate, which is estimated from the same data

over the same time period at 7.64%. Compared to the CAPM approach, the

dividend yield approach results in a slightly lower expected return estimate of

4Although we would prefer to use the stock returns of Credit Suisse Wealth Management, stock
returns are only available on the business group level. We are aware that this results in a cost
of equity estimate that represents the risk profile of the Credit Suisse Group as a whole and
that this risk profile might differ from the one of the standalone PWM business.

5Similar to our reasoning above, we argue that a higher frequency of returns would bias the
results by introducing short-term trading noise, while a lower return frequency would lack
the required number of observations to achieve a robust estimate of the beta factor. We also
employ shorter estimation periods for robustness, but do not find substantial deviations from
our previous results.
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10.67%. We regard the average of the two estimates, 11.06%, as a robust estimate

of the true expected return or cost of equity and hence use it as our dicount rate

d in the following.

5.2 Preliminary analysis

Our preliminary analysis serves the twofold goal of introducing the proprietary

data set to the reader by presenting detailed descriptives and of empirically vali-

dating the various assumptions that were made during the theoretical model de-

velopment. For the purpose of brevity and simplicity and due to the proprietary

nature of the data, descriptives and analysis results are presented on the ag-

gregated firm-level only. Consequently, the segment-level data for the total AuM

growth ( ΔAuMs,t

AuMs,t−1

), the NNA process ( NNAs,t

AuMs,t−1

) and financial market returns (Rs,t)

presented in table 5.1b are aggregated across all client segments, thus yielding

the firm-level time series ΔAuMt

AuMt−1

, NNAt

AuMt−1

and Rt that represent the AuM-weighted

average of the segment-level data . Note, however, that the results are quantita-

tively similar and qualitatively the same to those on the segment-level. Therefore,

none of the relevant conclusions drawn in this section is influenced by this choice.

Both, figure 5.3 and table 5.2, suggest that while the effect of NNA on the

overall AuM growth ( ΔAuMt

AuMt−1

) is only small (on average around one-third of the

total change), financial market returns (Rt) account for the lion’s share of total

AuM growth (on average around two-thirds of the total change). Furthermore,

while the financial market return process is very volatile, sometimes leading to

drastic changes in the level of total AuM (especially negative changes), the de-

velopment of NNA is much more stable. Additionally, the total AuM growth and

financial market return processes exhibit high negative skewness. In line with

this, the distribution means are much smaller compared to the medians. This

fact strongly indicates the absence of normality regarding in the distribution of

both, total AuM growth and financial market returns. This conclusion stands in

opposition to the one for the NNA process, for which the mean and median are

substantially closer together, indicating normality of the underlying distribution.

Table 5.2 reveals that the variance of the different margins necessary to trans-

form AuM to net cash flows based on equation 4.7 is relatively low and exhibits
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Figure 5.3: Firm-level AuM development
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Table 5.2: Firm-level descriptives

Growth rates (in %) Margins (in %)
ΔAuMt

AuMt−1

NNAt

AuMt−1

Rt RM PM CFM

Mean 0.00 0.22 −0.22 0.10 39.2 60.4
Median 0.53 0.15 0.76 0.10 38.9 60.4
Volatility 2.83 0.75 2.79 0.01 3.5 12.3
Minimum −10.33 −1.50 −9.56 0.08 31.8 28.9
Maximum 5.08 3.42 4.59 0.12 47.2 84.9

Note:
ΔAuMt

AuMt−1
is the total AuM growth rate, which can be further divided into the two sub-

components: NNA growth rate ( NNAt

AuMt−1
) and financial market returns (Rt). All three growth

rates are measured over the period February 2006 - August 2009 on a monthly frequency and
are based on the empirical data reported in table 5.1 aggregated across all client segments. The
three margins are the revenue margin (RM), profit margin (PM) and cash flow margin (CFM).
RM and PM are measured from the fourth quarter of 2001 to the second quarter of 2009 and
averaged over this period. RM is based on quarterly AuM levels and therefore divided by 3 in
order to reflect the monthly AuM level frequency employed in this study. CFM is measured
from the first quarter of 2004 to the second quarter of 2009. All figures are in %.
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no significant trend over an extensive history of 31 quarters (i.e. almost 8 years)6,

justifying our assumption of constant margins over time. This is especially true

for the revenue and profit margin. The cash flow margin, on the other hand,

which can only be estimated at the level of the Credit Suisse Group, exhibits

higher variance that might, however, stem from activities unrelated to the Credit

Suisse Wealth Management business unit. Despite the fact that the descriptives

in table 5.2 indicate that assuming constant margins should not lead to signif-

icant measurement errors of future net cash flows at the firm-level, we cannot

rule out the existence of bias completely. Regarding the levels of these margins,

they appear to be in line with the findings of recent international industry stud-

ies. For example, the European Private Banking Survey by McKinsey&Company

(2009) reports an average annual revenue margin of close to 100 bps over the

past 6 years. Although our revenue margin estimate at 120 bps (the annual-

ized monthly RM) is slightly higher, our estimate is well in the range of possible

country- and firm-specific margin variations. According to the same study, the

average cost-to-income ratio lies at about 60% within the PWM industry. Our es-

timate of the profit margin (i.e. 1 - cost/income ratio) of close to 40% is perfectly

in line with this estimate. The cash flow margin cannot reliably be validated

using international industry studies, because while the tax burden of PWM in-

stitutes as a percentage of net profit has been around 7% over the past 9 years

(Swiss Banking Institute, 2009), minority interests vary widely across firms.

Owed to the devastating financial crisis that overshadows our sample period,

the average firm-level financial market return, reported in table 5.2, is -0.22% per

month with a volatility of 2.79%. Total AuM on average remained unchanged

over the sample period (i.e. the mean total AuM growth is 0% with a volatility of

2.83%). Nevertheless, these growth rates still compare favorably to the average

level and volatility of European equity returns (as measured by the MSCI Europe

Index) over the same period, which yielded a significantly lower average return of

-0.45% per month with a substantially higher volatility of 5.83%. This leads us

to the conclusion that portfolio managers at Credit Suisse Wealth Management

were able to protect their clients to some degree from the adverse effects of the

6In unreported results, we confirm that the slope of a regression of the empirical observations
for all margins over time is insignificantly different from zero.
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financial crisis by diversifying their portfolios to other asset classes, such as bonds,

thereby lowering the correlation of the returns on the average financial portfolio

of a PWM client and European equity market returns. We nevertheless assume in

our theoretical model development that this correlation remains high enough to

justify that the dynamics of both series are so similar that they can be captured

by the same stochastic model and that the incidence of jumps in European equity

market returns is a good proxy for the incidence of jumps in the financial market

returns Rt process. The degree to which this is in fact the case is analyzed in the

next section of this chapter.

5.2.1 Equity return correlation

Overall, our analysis shows that, as expected, the average PWM client financial

market return (Rt) process is highly correlated with European equity market

returns. The comovement of both time series is illustrated by figure 5.4 that shows

the development of average PWM client financial market returns and European

equity market returns over time. While even the total AuM growth is highly

correlated with European equity market returns (approximated by the MSCI

Europe index returns)7, this correlation is even stronger when we isolate the Rt

process from the total AuM growth process (using equation 4.9), which increases

the correlation coefficient from 0.59 to 0.65.8 This is, because the development

of NNA, the other component of total AuM growth, is not significantly related

to financial market returns. This is in line with the findings of Horn (2009), who

shows that the performance of PWM clients’ financial portfolios (i.e. financial

market returns) is only one of many factors determining clients’ loyalty. The

fact that the NNA growth rate ( NNAt

AuMt−1

) and financial market returns (Rt) are

unrelated to each other justifies the assumption of stochastic independence of

these two processes in our proposed model setup.

7As indicated in section 5.1.1 of this chapter, a well-diversified index of European equities is
expected to closely mirror financial market returns of the average client portfolio in our sample
(i.e. the Rt process). This is, because the portfolio composition of the average client in our
sample of European client segments is expected to be biased towards European equities, dueto
the well documented home bias. In unreported results, we confirm that, in fact, the correlation
with national equity indices is significantly lower.

8Both Pearson correlation coefficients are computed for the period February 2006 - August 2009
and are significant at the 1% confidence level.
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Figure 5.4: Development of average PWM client financial market returns (Rt)
and European equity market returns (MSCI Europe) over time

Period (month)

re
tu

rn
(i

n
%

)

-20%

-15%

-10%

- 5%

0%

5%

10%

15%

Jun 06 Nov 06 Apr 07 Sep 07 Feb 08 Jul 08 Dec 08 May 09

Rt

MSCI Europe

Note: Average PWM client financial market returns (Rt) are measured over the period February
2006 - August 2009 on a monthly frequency and are based on the empirical data reported in table
5.1 aggregated across all client segments. European equity market returns are approximated
by the MSCI Europe index returns obtained from the Thomson Reuters Financial Datastream
service with the same frequency and over the same time period.

Furthermore, it is interesting to note that the correlation between average

PWM client financial market returns and European equity market returns changes

over time. Although it is always high, the correlation is substantially higher prior

to the start of the financial crisis (approximately September 2008), than for the

full period. More specifically, the correlation reaches a level of 0.78 in the pre-

crisis period (i.e. February 2006 - August 2008), compared to 0.65 over the

full period (i.e. February 2006 - August 2009).9 Since we cannot observe the

exact portfolio composition of the clients included in our sample, we can only

conjecture that the reason for this phenomenon is the shift of AuM from equity

to bond investments by portfolio managers at the time the financial crisis became

apparent. This is supported by various PWM studies that document such a shift

in the portfolio composition of PWM clients over the period in question (e.g.

Capgemini and Merril Lynch, 2009; McKinsey&Company, 2009). These findings

9Again, both Pearson correlation coefficients are significant at the 1% confidence level.
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Figure 5.5: Regression of average PWM client financial market returns (Rt) on
European equity market returns (MSCI Europe)

(a) Regression analysis for full period.
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(b) Regression analysis for pre-crisis period.
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Note: Full period in (a) is from February 2006 to August 2009. Pre-crisis period in (b) is
from February 2006 to August 2008. Average PWM client financial market returns (Rt) are
measured on a monthly frequency and are based on the empirical data reported in table 5.1
aggregated across all client segments. European equity market returns are approximated by the
MSCI Europe index returns obtained from the Thomson Reuters Financial Datastream service
also on a monthly frequency.

are further substantiated by performing a simple regression analysis of average

PWM client financial market returns on European equity market returns. While

the R2 (i.e. the explanatory power) of the regression for the full period is already

high at 42%, as illustrated by figure 5.5a, figure 5.5b reveals that the explanatory

power increases even further to as much as 60%, when restricting the regression

to the pre-crisis sample period (i.e. before September 2008). Similarly, the slope

of the regression line, which can be interpreted as the sensitivity of the financial

portfolio of the average client in our sample to equity market returns, is equal to

0.31 for the full sample period compared to 0.45 for the pre-crisis sample period.

This again indicates that the exposure to equity market developments of the

average PWM client’s financial portfolio is significantly higher before the crisis

than in its aftermath.

5.2.2 Test of autocorrelation

The stochastic models for the development of NNA and financial market returns

(i.e. equations 4.11 and 4.12) are based on the assumption that each new obser-

vation is independent from the last one. Stated differently, the stochastic models

assume the absence of autocorrelation in the time-series of observations. We now
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proceed to test whether this assumption can actually be validated by our em-

pirical data. The presence of autocorrelation in a time-series of data is usually

verified by determining a number of different test statistics, among them the reg-

ular and partial autocorrelation coefficients and the Ljung-Box Q-statistic (Ljung

and Box, 1978).

Given the time-series of returns on the average financial portfolio of a PWM

client across all segments (Rt), the sample autocorrelation coefficient ' for time

lag k is calculated as:

'k =

∑T
t=k+1(Rt − R̄)(Rt−k − R̄)
∑T

t=1(Rt − R̄)2
=

Cov[Rt, Rt−k]

Var[Rt]
(5.3)

This sample autocorrelation coefficient represents the gross correlation of Rt

and Rt−k. Nevertheless, it is also necessary to account for the possible effects

of time lags that lie between 0 and k. Otherwise the true underlying serial

relationship of the time-series of data could be masked. More specifically, it

is necessary to examine the autocorrelation for a certain time lag net of any

expected disturbing effects of any intervening time lags. This can be achieved by

calculating the partial autocorrelation coefficient '∗ for time lag k, which can be

expressed as:

'∗

k =

∑T
t=k+1R

∗

tR
∗

t−k∑T
t=k+1(R

∗

t−k)
2

(5.4)

where R∗

t and R∗

t−k are the residuals of the regressions of Rt and Rt−k on

{1, Rt−1, Rt−2, . . . , Rt−k+1}, respectively. The same methodology is also applied

to compute the regular and partial autocorrelation coefficients of the empirical

development of NNA across all client segments ( NNAt

AuMt−1

).

The results for both time-series are reported in the correlograms shown in figure

5.6. Both, the regular and partial autocorrelation coefficients, are calculated and

shown up to lag of 12 and their significance is tested at the 95% confidence

level.10 As both panels of figure 5.6 indicate, neither the time series for the NNA

process ( NNAt

AuMt−1

), nor the one for the financial market returns process (Rt), is

10Testing for autocorrelation up to a time lag of 12 observations and at a 95% confidence
interval is widely accepted within the so-called Box-Jenkins methodology for large samples
and is regarded as sufficient to capture any serial correlation.
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Figure 5.6: Correlograms

(a) Correlogram NNAt
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(b) Correlogram Rt.
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Note: The empirical development of NNA across all client segments ( NNAt

AuMt−1
) and the returns

on the average financial portfolio of a PWM client across all segments (Rt) are observed with
monthly frequency over the period February 2006 - August 2008, i.e. 31 months. The (partial)
autocorrelation coefficients are computed for lags 1 to 12. Whenever the correlation coefficients
cross the dotted line, the coefficients are significant at the 5% confidence level

significantly autocorrelated. While the NNA process appears to exhibit a higher

degree of autocorrelation than financial market returns, none of the coefficients is

significant at the 5% confidence level for any of the 12 time lags. Although, the

partial autocorrelation coefficients in figure 5.6a and 5.6b are both slightly above

or below the 95% confidence bound at time lag 11, these results do not persist.

The absence of significant autocorrelation for both processes is further sub-

stantiated by table 5.3, which reports the Q-statistics and their corresponding

p-values generated using the methodology proposed by Ljung and Box (1978).

Instead of testing the randomness for each distinct time lag, the Ljung-Box Q-

statistic tests the overall randomness, based on a total number of lags K. Given

the time-series of returns on the average financial portfolio of a PWM client across

all segments (Rt), it is calculated as:

Q = T (T + 2)
K∑

k=1

R2
k

T − k
(5.5)

Again under the hypothesis that the time series is white noise, Q follows a �2

distribution with K degrees of freedom. This test is preferred over an alternative

test proposed by Box and Pierce (1970), due to its better small- and medium-sized
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Table 5.3: Ljung-Box Q-statistic test

NNAt

AuMt−1

Rt

Lag Q-statistic p-value Q-statistic p-value

1 2.977 0.084 0.685 0.408
2 5.549 0.062 1.403 0.496
3 7.613 0.055 1.463 0.691
4 8.218 0.084 3.214 0.523
5 8.461 0.133 3.813 0.577
6 9.456 0.150 4.349 0.630
7 11.913 0.104 4.407 0.732
8 12.149 0.145 4.435 0.816
9 12.152 0.205 4.792 0.852
10 12.230 0.270 6.066 0.810
11 17.125 0.104 7.064 0.794
12 17.261 0.140 7.788 0.802

Note: The empirical development of NNA across all client seg-
ments ( NNAt

AuMt−1
) and the returns on the average financial portfo-

lio of a PWM client across all segments (Rt) are observed with
monthly frequency over the period February 2006 - August 2008.

sample characteristics. Analogous to the test in figure 5.6, the Q-statistics are

determined up to a time lag of 12. All p-values are above the 5% confidence level

and are therefore insignificant. The results also confirm the finding from figure

5.6 that the degree of autocorrelation for the financial market return process is

generally lower than for the NNA process.

To summarize, the results from the autocorrelation analysis confirm the hy-

pothesis of randomness for both, the NNA and financial market return processes

and justify the assumption of independent distributions that is required for the

application of the proposed stochastic models in equations 4.11 and 4.12.

5.2.3 Stochastic model verification

Table 5.4 presents the results of the parameter calibration for the empirical time

series aggregated across all segments (i.e. for the firm-level growth rates NNAt

AuMt−1

and Rt). While the parameters from this calibration are not actually used in the

empirical application (because we are interested in the segment-level parameter
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Table 5.4: Stochastic model comparison

Parameters (in %)

Process Model � � � � � LL JD-D

NNAt

AuMt−1

D 0.22∗∗∗ 0.74∗∗∗ 149.8
JD 0.32∗∗∗ 0.71∗∗∗ 16.5∗∗∗−0.60∗∗∗ 0.00 132.2 -

Rt
D −0.22∗∗∗ 2.76∗∗∗ 93.4
JD 0.25∗∗∗ 2.14∗∗∗ 16.7∗∗∗−2.78∗∗∗ 3.28∗∗∗ 160.6 0.000

Note: The empirical development of NNA across all client segments ( NNAt

AuMt−1
) and the returns

on the average financial portfolio of a PWM client across all segments (Rt) are observed
with monthly frequency over the period February 2006 - August 2009. The parameters are
estimated by maximizing the log-likelihood (LL) of the following two stochastic processes:

Diffusion model (D) = �Δt+ �"t
√
Δt

Jump-diffusion model (JD) = �Δt+ ��t
√
Δt+ Y jt

where � and � represent the diffusion drift and volatility parameters, "t and �t are stan-
dard normal variables, the jump intensity is given by jt ∼ Poisson(�) and the jump size
follows ln Y ∼ N(�, �2). For a more detailed description of the maximum likelihood estimation
methodology refer to appendix A. JD-D shows the p-value for the log-likelihood ratio test of
difference between the two proposed models. ∗,∗∗,∗∗∗ means significant at the 10%, 5%, 1%
level, respectively.

estimates), the results enable us to compare the proposed stochastic models in

equations 4.11 and 4.12 with their alternatives and to verify the consistency and

validity regarding the interpretation of each parameter. In particular, the follow-

ing analysis enables us to answer whether the proposed diffusion (D) model for

the NNA process in equation 4.11 is able to capture the dynamics of the NNA

process well or whether a jump component adds to the model fit. Similarly, we

assess whether the inclusion of a jump component in the specification of the pro-

posed model for the financial market return process in equation 4.12 significantly

enhances the model fit compared to a simple diffusion model.

The parameters are calibrated using the log-likelihood maximization method

and the estimated incidence of jumps over our sample period (see section 5.1.1).

A detailed description of the calibration method and the log-likelihood functions

used is provided in appendix A of this document. As a first preliminary test, we

compare the empirical arithmetic mean and volatility in table 5.2 to the calibrated

parameters of the diffusion model in table 5.4. This allows us to assess the
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overall calibration accuracy, since theory suggests that both methods should yield

exactly the same parameters. In fact, the deviations are only marginal. We

therefore conclude that our sample is large enough to achieve a high degree of

calibration accuracy. This result is further substantiated by the fact that nearly

all parameters for both models are highly significant and the overall log-likelihood

(LL) reported in table 5.4 is high.

On a more detailed level, the results of the stochastic model comparison in

table 5.4 show that the diffusion (D) model is better able to capture the dynam-

ics of the NNA process ( NNAt

AuMt−1

) than the jump-diffusion (JD) model. This is

indicated by a higher log-likelihood of the former model compared to the latter

for the NNA process. Accordingly, the addition of a jump component to the

proposed stochastic model in equation 4.11 does not enhance the fit of the model

to the empirical data. We conclude that the incidence of jumps (crisis events)

in financial markets does not necessarily lead to extraordinary client asset ac-

quisition and defection events in the PWM industry. While one could argue

that the poor performance of clients’ financial portfolios during times of financial

crisis might lead to extraordinarily high client asset defections, two important

factors counteract this effect. First, PWM clients often refrain from reducing

their share-of-wallet or from ending the relationship altogether in order to avoid

the realization of losses. Second, because all PWM institutions are faced with

poor financial market returns during times of financial crisis to more or less the

same degree, clients appear to realize that their assets would not necessarily be

better off if invested elsewhere. Therefore, unless the financial returns on clients’

financial portfolios of a particular PWM institution are significantly below the

PWM market average or a particular PWM institution faces other idiosyncratic

factors during times of financial turmoil, our results suggest that the incidence

of financial market crisis events on its own does not have a significant impact on

the NNA process of a PWM provider. As indicated in section 5.2.1, this result

corroborates the findings of Horn (2009), who shows that the performance of

PWM clients’ financial portfolios is only one of many factors determining clients’

loyalty.

With regard to the financial market returns process (Rt), the calibration results

reported in table 5.4 demonstrate that the inclusion of a jump component in
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the stochastic process specification significantly enhances the fit of the model

to the empirical data. This is indicated by a substantially higher log-likelihood

of the jump-diffusion (JD) model compared to the simple diffusion model. In

fact, the log-likelihood test of difference reported in the last column of table

5.4 shows that the increase in log-likelihood from one model specification to the

other is significant at the 1% level. We therefore conclude that the proposed

stochastic model specification in equation 4.12 dominates the alternative of a

simple diffusion model. With respect to the parameter estimates, it is interesting

to observe that the significant negative diffusion drift (�) of the financial market

returns process turns positive once we account for jumps, due to the large negative

and highly significant jump drift (�). While this highlights the importance of

accounting for jumps in the Rt process, the diffusion drift remains surprisingly

low, considering that this parameter represents the monthly return on the average

PWM client’s financial portfolio. We assume that this is a direct consequence

of the generally unfavorable financial market development over a large fraction

of our sample period. Moreover, by comparing the estimates of the drift and

volatility parameters across the NNA and financial market return processes, we

conclude that while the NNA process mainly contributes to total AuM growth,

the financial market return process mostly causes the development of total AuM

to fluctuate. Therefore, economically speaking, the acquisition of new client assets

constitutes the primary source of true long-term AuM growth (i.e. value), while

financial market returns are the primary risk factor faced by the PWM industry, a

fact that is propagated by many practitioners within the industry (Swiss Bankers

Association, 2009).

Overall, the results reported in table 5.4 lend support to the models specified

in equations 4.11 and 4.12, by illustrating their stochastic dominance over alter-

native stochastic model specifications as well as their consistency and validity

with regard to the interpretation of each parameter.

5.3 Chapter summary

In summary, the first section of this chapter presents the various data sources

and the measurement of the variables required for the empirical application of
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the proposed CPM model. The main data source for this study is Credit Suisse

Wealth Management of the Credit Suisse Group. Thanks to proprietary data on

the segment-level development of AuM and NNA, this study is able to put the

model assumptions to an empirical test and to calibrate the proposed stochastic

models using a real world example. All other required data is from the financial

reports of the Credit Suisse Group. The measurement of two specific variables,

namely the incidence of jumps over the sample period and the discount rate, is

discussed in depth, as it requires further data and analysis.

In a preliminary analysis the empirical data and the related descriptives are

presented to the reader, while at the same time confirming the consistency and

validity of all assumptions that are put to an empirical test. The test results show

that, first, financial market returns on the financial portfolios of PWM clients de-

termine the lion’s share of total AuM growth. Nevertheless, the acquisition of

new client assets is the primary source of sustainable long-term AuM growth,

while financial market returns mainly contribute to the volatility of total AuM

growth. Second, the assumption of constant margins is reasonable, considering

the low volatility of margins over time, and the level of estimated margins is in

line with industry studies. Third, the correlation of the returns on the average

financial portfolio of PWM clients (i.e. the Rt process) and European equity

market returns is very high, justifying that the dynamics of both time series can

be captured by the same stochastic process and supporting the use of European

equity market return data to identify the incidence of jumps. In spite of the high

correlation with equity returns, portfolio managers at Credit Suisse were able to

protect the average client to some degree from the adverse effects of the financial

crisis by diversifying the average portfolio into other asset classes. While this

finding holds for the entire sample period, it is even more visible when compar-

ing the pre-crisis results to those of the full sample period. The results suggest

that portfolio managers altered the composition of the average client portfolio

substantially after the first effects of the financial crisis became apparent, signifi-

cantly lowering the correlation of the average client portfolio with equity market

returns. Fourth, while we find a very high correlation of equity market returns

and the returns on the average financial portfolio of PWM clients, we find no

correlation between equity market returns and the development of NNA, or sim-
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ilarly between Rt and the NNA process. In line with our model setup, we can

therefore conclude that the acquisition and defection of client assets is not re-

lated to the performance of clients’ financial portfolios or equity market returns

in general and that the dynamics of both subcomponents of total AuM growth

are independent of each other. Fifth, we do not find evidence of autocorrelation

in the time series of either the development of NNA or the returns on the aver-

age financial portfolio of PWM clients. This allows us to employ the proposed

stochastic models specified in equations 4.11 and 4.12. Finally, by comparing the

empirical calibration results of the proposed stochastic models with alternative

specifications, we conclude that the inclusion of a jump component in the specifi-

cation of the stochastic model for the financial market return process in equation

4.12 significantly enhances the empirical model fit. Moreover, we demonstrate

that the incidence of financial market crisis events does not appear to have a sig-

nificant impact on the client asset acquisition and defection process in the PWM

industry, indicating that the performance of PWM clients’ financial portfolios is

only one of many factors determining clients’ loyalty.

Many of these preliminary results are already interesting by themselves and

contribute to our understanding of the PWM industry. More importantly, how-

ever, they set the stage for the empirical application of the proposed CPM model

in the next chapter.



Chapter 6

Results

The last chapter was devoted to presenting the empirical data used in this study

and to assess the consistency and validity of the proposed model setup. This chap-

ter builds on the previous one and is dedicated to the actual application of the

proposed Customer Portfolio Management (CPM) model to our empirical case.

More specifically, we begin our analysis in section 6.1 with a segment-level corre-

lation analysis and then proceed with the calibration of our proposed stochastic

models for the NNA and financial market return processes. The calibration re-

sults together with the firm-level variables estimated in chapter 5 are employed

in section 6.2 to value the portfolio of the empirically observed composition of

client segments. Section 6.3 focuses on the application of the proposed optimiza-

tion algorithm to the existing allocation of firm resources to client segments. A

useful extension of the CPM model, namely its application to the problem of

evaluating a strategic expansion of the existing customer portfolio into new seg-

ments is proposed in section 6.4. Finally, we point out managerial implications of

the transition of the existing into the optimal customer portfolio in section 6.5.

Section 6.6 concludes by providing a brief chapter summary.

6.1 Model calibration

The calibration of the proposed CPM model involves two separate steps. First,

we need to estimate the correlation structure of the NNA and financial market

return processes across our wealth and geographic PWM client segments, in order

91
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to generate the required correlated random variables for our proposed stochastic

models. Second, the stochastic parameters for the models specified in equations

4.11 and 4.12 need to be calibrated using the segment-level data presented in

table 5.1b.

6.1.1 Correlation analysis

The results of the segment-level correlation analysis of the empirical data pre-

sented in table 5.1b are reported in table 6.1. The analysis reveals that, although

the results for the total AuM growth in table 6.1a are mixed, a very different

picture emerges, if the two subcomponents of total AuM growth are analyzed

separately. In particular, we find that while the process of client asset acquisi-

tion and defection events (i.e. the NNA process) is entirely uncorrelated across

segments (see table 6.1b), the opposite is true for the financial market return

process as shown by table 6.1c. All the correlation coefficients reported in table

6.1c are positive and highly significant. This finding regarding the segment-level

correlation structure of the financial market return process is in line with our ex-

pectations formulated in chapter 4. Accordingly, the empirical correlation matrix

of table 6.1c is used to generate the correlated random variables required for the

Monte Carlo simulation of our financial market return model in equation 4.12.

In particular, the correlation matrix �� is set equal to the empirical correlation

matrix in table 6.1c. The correlated random variables are generated employing

the technique of Cholesky decomposition. For a more detailed discussion of this

technique refer to appendix B. Based on the results from our empirical correlation

analysis in table 6.1b and the lack of theory indicating otherwise (see chapter 4),

we assume that the random variables of the NNA process specified in equation

4.11 are uncorrelated across wealth and geographic PWM client segments.

6.1.2 Stochastic parameter calibration

The segment-level parameters for the models of the NNA and financial mar-

ket return processes are again calibrated using the maximum likelihood method

described in appendix A and the incidence of jumps estimated over our sample

period in section 5.1.1. Table 6.2 reports the results. In contrast to the stochastic
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Table 6.1: Segment-level correlation analysis

(a) Correlations of ΔAuMs,t

AuMs,t−1

.

Segment 1 2 3

1 1.00
2 0.38∗∗∗ 1.00
3 0.49∗∗∗ 0.11 1.00

(b) Correlations of NNAs,t

AuMs,t−1

.

Segment 1 2 3

1 1.00
2 −0.12 1.00
3 0.05 −0.12 1.00

(c) Correlations of Rs,t.

Segment 1 2 3

1 1.00
2 0.78∗∗∗ 1.00
3 0.95∗∗∗ 0.74∗∗∗ 1.00

Note:
ΔAuMs,t

AuMs,t−1
is the total segment-level AuM growth rate, which can be further divided into

the two subcomponents: the segment-level NNA growth rate (
NNAs,t

AuMs,t−1
) and the segment-level

financial market returns (Rs,t). All three growth rates are measured over the period February
2006 - August 2009 with monthly frequency and are based on the empirical data reported in
table 5.1b. ∗,∗∗,∗∗∗ means significant at the 10%, 5%, 1% level, respectively.

model comparison in table 5.4, the parameter calibration in table 6.2 is performed

using the segment-level empirical data presented in table 5.1b. Moreover, the

calibration results are only reported for the proposed stochastic models, whose

statistical dominance has already been demonstrated in the stochastic model

comparison in section 5.2.3. The average log-likelihood (LL) of the segment-level

model calibration reported in the last column of table 6.2 is high and suggests a

good overall fit of our model to the empirical data.

The segment-level model calibration reveals systematic differences across the

geographic and wealth segments. Especially the calibration results for the NNA

process vary widely across segments and demonstrate the importance of segments

2 and 3 as drivers of the overall firm-level AuM growth. Both segments exhibit

a high and significant positive drift parameter (�) for the client asset acquisition

and defection (NNA) process, suggesting average monthly asset growth rates (in-

dependent from financial market returns) of 0.66% and 1.21%, respectively. At

the same time, both segments, but especially segment 2, exhibit very high volatil-

ity parameters (�). At a first glance, these high volatilities are surprising, given
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Table 6.2: Segment-level parameter calibration

Parameters (in %)

Process Segment � � � � � LL

NNAs,t

AuMs,t−1

1 −0.01 0.54∗∗∗ 92.2
2 0.66∗∗∗ 9.66∗∗∗ 93.7
3 1.21∗∗∗ 3.34∗∗∗ 95.3

Rs,t

1 0.30∗∗∗ 2.13∗∗∗ 16.7∗∗∗ −2.86∗∗∗ 3.66∗∗∗ 160.0
2 −0.12∗∗ 2.19∗∗∗ 16.5∗∗∗ −1.58∗∗∗ 3.76∗∗∗ 157.6
3 0.01 2.34∗∗∗ 16.8∗∗∗ −2.56∗∗∗ 1.65∗∗∗ 158.6

Note: The empirical development of segment-level NNA (
NNAs,t

AuMs,t−1
) and segment-level financial

market returns (Rs,t) are observed with monthly frequency over the period February 2006 -
August 2009. The parameters are estimated by maximizing the log-likelihood (LL) of the
following two stochastic processes for each segment s:

NNAs,t

AuMs,t−1
= �NNA

s Δt+ �NNA
s "s,t

√
Δt (4.11)

Rs,t = �R
s Δt+ �R

s �s,t
√
Δt+ Ysjt (4.12)

where �NNA
s (�R

s ) and �NNA
s (�R

s ) represent the diffusion drift and volatility parameters of the
NNA (financial market return) process for segment s, "s,t and �s,t are standard normal variables,
the jump intensity is given by jt ∼ Poisson(�) and the jump size follows lnYs ∼ N(�s, �

2
s ).

For a more detailed description of the maximum likelihood estimation methodology refer to
appendix A. ∗,∗∗,∗∗∗ means significant at the 10%, 5%, 1% level, respectively.

that the volatility of the NNA process on the aggregate firm-level is comparably

low (see table 5.4). However, because the NNA process is uncorrelated across

segments (see table 6.1b) and the relative weights of segments 2 and 3 in the

current customer portfolio are low (1.8% and 23%, respectively), the high diffu-

sion volatilities of these segments almost disappear on the aggregate firm-level.

Overall, the client asset acquisition and defection (NNA) dynamics of segments

2 and 3 stand in stark contrast to those of segment 1. While the parameters of

the NNA process indicate that both segments 2 and 3 are growth segments, seg-

ment 1 appears to be a rather mature client segment, characterized by stagnating

growth. In particular, segment 1 has a drift parameter insignificantly different

from zero and a very low diffusion volatility.

Overall, the calibration results for the financial market return process also re-

ported in table 6.2 are more similar across segments. Nevertheless, we still observe
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some major differences in the parameters across segments, reflecting variations

in client investment preferences and therefore differences in the portfolio expo-

sure to financial market developments. While the general level of volatility (�)

and, not surprisingly, the intensity of jumps (�) are very similar across segments,

major differences can be observed regarding the diffusion drift (�) and jump size

drift (�) parameters. With respect to these latter two parameters, segment 2

differs most from all other client segments, with a significantly negative diffusion

drift parameter and the lowest negative jump size drift parameter. We conclude

that this segment is the one most affected by the generally unfavorable financial

market developments over a large fraction of the sample period, but at the same

time the least affected by the actual crisis events. Overall, these relatively large

differences in the financial market return dynamics of segment 2 compared to all

other client segments are in line with the results of our segment-level correlation

analysis reported in table 6.1c that also shows this segment to differ from the

others. The parameters of segment 3 are more similar to the ones of segment

1, the largest difference, in terms of economic relevance, being the insignificant

diffusion drift parameter of segment 3. This leads us to the conclusion that the

average portfolio of a client belonging to segment 3 is more affected by the gener-

ally unfavorable financial market development over our sample period, than the

average portfolio of a client belonging to segment 1. The jump parameters, in

contrast, suggest that the exposure of segment 1 clients to crisis events is slightly

higher compared to those of segment 3.

The segment-level calibration results enable us to assess the attractiveness

of individual customer assets within the customer portfolio and illustrate the

trade-offs between the different value-relevant characteristics. More specifically,

while the various drift parameters allow us to draw conclusions on the ability

of a particular client segment to accelerate and enhance cash flows, the various

volatility parameters indicate the segment’s contribution to the overall volatility

of cash flows (Srivastava, Shervani and Fahey, 1998). However, the number of

segment-level features and the complexity of their interaction is too high to draw

any final conclusions at this point regarding a more optimal allocation of resources

across customer assets. Again, this highlights the need for a comprehensive CPM

model, like the one developed in this study.
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6.2 Valuation of the customer portfolio

We now proceed to valuing the existing customer portfolio by generating the

Customer Equity (CE) probability distribution of the empirically observed com-

position of the customer portfolio. This is done using the correlation structure

of the financial market return process reported in table 6.1c and the parameter

calibration results presented in table 6.2. In addition to these segment-level pa-

rameters that are used to specify equations 4.11 and 4.12, we require a number of

inputs that have already been estimated from observable firm-level data in chap-

ter 5 and are summarized in table 6.3. These firm-level parameters are required

to transform the projected development of future segment-level AuM into future

net cash flows and ultimately into an estimate of CE.

Apart from these empirical inputs, our proposed CPM model setup also re-

quires two simulation parameters that are unobservable and hence cannot be

estimated empirically, namely the number of simulations for our Monte Carlo

analysis and the planning horizon (H) over which the actual path of cash flow

development is modeled.

The number of simulations used to generate the CE probability distribution

is set at 1,000 for two reasons: first, this number is regarded as large enough to

produce stable and reliable distribution parameters; second, the time consumed

by our numerical optimization increases substantially with a higher number of

simulations. We also rerun our analysis using 10,000 simulations, but find no

significant differences in our results. The planning horizon (H) is specified to be

five years (or 60 months). Although, related studies most commonly employ a

shorter planning horizon of three years, arguing that the majority of the clients’

lifetime value will be captured in this period, these studies use a higher discount

rate of 15% p.a. (e.g. Gupta and Lehmann, 2005; Kumar and Shah, 2009; Ku-

mar, Luo and Rao, 2008; Venkatesan, Kumar and Bohling, 2007; Venkatesan

and Kumar, 2004). Discounting implies that future cash flows contribute to the

overall CE at a diminishing rate. More specifically, employing a discount rate of

15% p.a. implies that cash flows generated three years in the future are already

discounted by one-third of their value (i.e. the discount factor reaches 0.66 after

three years). Lowering the discount rate lowers the discount factor, suggesting
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Table 6.3: Empirical firm-level parameters

Parameter

Revenue margin (RM) 0.10%
Profit margin (PM) 39.20%
Cash flow margin (CFM) 60.40%
Discount rate (d) p.a. 11.06%
Long-term growth rate (g) p.a. 5.00%

Note: The revenue margin (RM) represents the average
management fee earned on AuM over the period of one
month, implying an annual management fee of 1.2%.

that a smaller percentage of cash flows is captured after only three years. Since

our discount rate is estimated empirically at around 11% p.a., we increase the

planning horizon to five years. This will ensure that we capture approximately

the same percentage of cash flows as if we were to use a discount rate of 15% p.a.

and a planning horizon of three years.

By generating a large number of possible valuation outcomes by means of a

Monte Carlo simulation that employs the proposed stochastic models and empir-

ically calibrated parameters, we are able to generate a probability distribution of

CE (CE0), given the currently observed composition of the client segment port-

folio (w0). The process of this Monte Carlo simulation is illustrated in table 6.4,

which shows an excerpt of the actual data tables generated during the simula-

tion. The table demonstrates how the projected future segment-level growth rates

for the NNA and financial market return processes are transformed into future

segment-level AuM estimates that are again used to derive future segment-level

net cash flows. These future segment-level net cash flows are then aggregated

across all client segments to obtain a stream of future firm-level cash flows that

can be used to compute the present and terminal value necessary to derive the

final CE estimate. By simulating a large number of possible future growth rate

realizations, we are thus able to generate a probability distribution of CE realiza-

tions from which we can ultimately infer an expected value and the lower partial

moment (LPM). These estimates represent our measures of value and risk for the

existing customer portfolio. The equations that are employed in each of these

simulation steps are summarized in table 4.1. The full CE probability distribu-
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Growthrates(in%)Levels(inmillionCHF)
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NNAs,t
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61-0.14-20.101.41-6.49-5.97-2.7320,0161818,8954.740.042.116.89

2

10.37-4.271.07-0.96-2.80-1.1814,2303224,3783.370.081.044.48

126.95
20.70-6.951.02-3.31-2.71-4.9313,8592914,2063.280.071.004.35
30.12-9.962.260.50-0.251.4713,9452614,3633.300.061.034.40
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1000

10.011.121.552.68-0.032.5514,6993514,5623.480.081.084.64

145.30
2-0.1912.805.692.371.922.2915,0204024,9263.560.101.174.82
3-0.307.59-1.00-0.190.60-1.2514,9464354,8153.540.101.144.78
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.
61-0.377.464.11-0.970.44-0.6611,2432214,4072.660.051.043.76

Expectedvalue(inmillionCHF)260.94
Lowerpartialmoment(inmillionCHF)7.45

Note:ThistableillustrateshowtheprobabilitydistributionofCEfortheempiricallyobservedcustomerportfoliocompositionisgenerated
usingsimulations.Inparticular,ineachsimulation,wegenerateatime-seriesofforecastsforthesegment-levelgrowthrates

NNAs,t

AuMs,t−1and

Rs,tforthenext61periods(months)acrossclientsegments1to3.Thetime-seriesofsegment-levelgrowthratesarethentransformed
intosegment-levelAuMandnetcashflowforecasts.Finally,thesegment-levelcashflowsareaggregatedonthefirm-levelandthen
discountedandsummedovertheforecastinghorizoninordertoarriveatanestimateofCE.Bysimulatingalargenumberofpossible
cashflowrealizations,wearethusabletoinfertheexpectedvalueandLPMfromtheprobabilitydistributionofCE.
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tion of the existing customer portfolio (CE0) derived from the simulation in table

6.4 is presented in figure 6.1. The corresponding sample distribution parameters

are reported in table 6.5a.

The mean of this CE probability distribution can be interpreted as the expected

value of the customer portfolio, given its empirically observed client segment com-

position. Assuming, as pointed out above, that these client segments represent

the entire universe of client segments for the firm in question, this value is a good

approximation of firm value (Bauer and Hammerschmidt, 2005; Gupta, Lehmann

and Stuart, 2004; Kumar and Shah, 2009; Libai, Muller and Peres, 2009; Skiera,

Wiesel and Schulze, 2009). Nevertheless, we are unable to assess whether the

expected value of CE is in fact a good approximation of firm value for our empir-

ical case study for three reasons. First, the three client segments in our sample

only represent a subsample of the firm’s customer portfolio. Second, the private

wealth management activity is only one business unit within a large group of

business units and we are only able to estimate the market value for the entire

group. Third, the true level of AuM for each client segment is distorted by an

unknown factor.

As pointed out in section 4.2.3 and in contrast to Kumar and Shah (2009),

we opt for the LPM instead of the volatility as our measure of risk. This is,

because we expect the CE probability distribution to be non-normal and hence

non-symmetrical due to the presence of jumps (i.e. downside events) in the val-

uation model. By visually assessing figure 6.1, we can draw the conclusion that

at least minor differences exist between the shaded grey area that represents the

probability density of the simulated distribution and the black line, which depicts

the probability density of a normal distribution with equal mean and variance.

However, the evidence reported in table 6.5 does not support our visual conclu-

sion. More specifically, the sample distribution parameters reported in table 6.5a

show that both, the skewness and excess kurtosis of the CE probability distribu-

tion of the existing customer portfolio are close to zero, as expected under the

assumption of a normal distribution.1 Moreover, the mean and median of the

distribution are almost identical, again indicating normality of the underlying

1While we expect a sample kurtosis of three for a normal distribution, the excess kurtosis is
expected to be zero, because the excess kurtosis equals the sample kurtosis minus three.
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Figure 6.1: CE probability distribution for the existing customer portfolio
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Note: The shaded grey area represents the probability density of the simulated distribution.
The black line depicts the probability density of a normal distribution with mean and variance
equal to the one of the simulated distribution.

Table 6.5: Characteristics of the CE probability distribution for the existing
customer portfolio

(a) Distribution parameters.

Distribution parameter

Mean (in million CHF) 260.94
Median (in million CHF) 259.66
Volatility (in % of mean) 13.91
Skewness 0.16
Excess kurtosis 0.07

(b) Distribution tests of normality.

Test Statistic p-value

Jarque-Bera 4.55 0.096
Lilliefors 0.02 0.391
Anderson-Darling 0.44 0.295
�2 goodness-of-fit 4.58 0.599
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probability distribution. In light of this inconsistency, we conduct a number of

formal distribution tests to assess whether and to what extent the empirical dis-

tribution departs from normality. The results of these distribution tests (four in

total) are reported in table 6.5b. The methodology behind each of them is de-

scribed in more detail in appendix C. Overall, the results are mixed. On the one

hand, the Jarque-Bera test, as the most widely used parametric test of distribu-

tion normality, suggests that the hypothesis of normality for the CE probability

distribution depicted in figure 6.1 must be rejected at the 10% significance level.

On the other hand, the non-parametric tests point in the opposite direction. We

therefore conclude that, against our expectations, the departure from normality

for the existing portfolio of customer segments is only minor. A possible expla-

nation for this unexpected result is the fact that, while the jump size parameters

reported in table 6.2 are both high and significant, the jump frequency is compa-

rably low. This means that over the planning horizon of 5 years, the incidence of

jumps is relatively low. Despite the ambiguous evidence for our empirical case at

hand, non-normality of the distribution cannot be ruled out. In light of this and

because from a theoretical point of view the use of the LPM as a measure of risk

is more appropriate in the context of customer portfolios and in the presence of

jump events, it remains our risk measure of choice.2

6.3 Optimization of the customer portfolio

After having generated the probability distribution of the value of the existing

customer portfolio (CE0), we now turn to applying the optimization algorithm

developed in section 4.2 in order to find the composition of client segments (w∗)

that maximizes expression 4.23 and is therefore in line with the preferences of the

firm as the risk-averse investor in the customer portfolio. Before proceeding with

the actual optimization, the proposed portfolio optimization algorithm requires

the specification of five further parameters. These parameters, together with their

respective specification, are reported in table 6.6. Because they are unobservable

2The adequacy of LPM as our risk measure of choice is later confirmed in sections 6.3 and
6.4, where we present strong evidence for the absence of normality of the CE probability
distribution for portfolio compositions different from the empirically observed one.



102 CHAPTER 6. RESULTS

Table 6.6: Portfolio optimization parameters

Parameter

Segment weight tolerance (�) 40%
Global minimum segment weight (wmin) 1%
Global maximum segment weight (wmax) 98%
Transaction cost factor (c) 15%

and hence cannot be estimated empirically, we discuss their specification in the

following.

The segment weight tolerance (�) is set at 40%, implying that the optimization

algorithm is restricted to search for more optimal client segment portfolio weights

within an interval of 40% around the empirically observed segment weights (w0).

This weight tolerance can be regarded as the maximum possible shift of a segment

weight in the context of a one-period portfolio optimization. The global mini-

mum and maximum segment weights (wmin and wmax) are set at 1% and 98%,

respectively. This is deemed to be a reasonable value for the lowest and highest

possible segment weights, considering the empirically observed weighting within

the customer portfolio. Generally speaking, these parameters are not expected to

have a large influence on the results, but for technical reasons their specification

is nevertheless a necessity. Using equation 4.18, the resulting lower and upper

bounds that restrict the optimization algorithm to search for optimal solutions

only in the constructed interval around the empirically observed client segment

weights are reported in table 6.7. While these bounds are chosen for illustrative

purposes, decision makers at PWM institutions should be able to set meaningful

intervals by drawing on their experience and business judgement.

The specification of the transaction cost parameter (c) is substantially more

difficult, because in addition to being unobservable, the interpretation of its abso-

lute value is difficult, if not altogether impossible. Moreover, the literature hardly

provides any guidance on how to find a reasonable value for it. For illustrative

purposes, we specify the transaction cost parameter to be 15%. This means that

transaction costs amount to 15% of the sum of total client segment weight shifts

and overall CE is reduced by the resulting percentage (e.g. if the sum of segment

weight shifts is 20%, 3% of total CE is lost due to transaction costs).



6.3. OPTIMIZATION OF THE CUSTOMER PORTFOLIO 103

Table 6.7: Client segment weight bounds (in %)

Client Segment lb w0 ub

Segment 1 35.2 75.2 98.0
Segment 2 1.0 1.8 41.8
Segment 3 1.0 23.0 63.0

Note: w0 is the vector of empirically observed customer portfo-
lio weights. lb and ub represent the vector of lower and upper
segment weight bounds, respectively. All figures are in %.

Employing the parameter specifications of table 6.6, the numerical solution to

expression 4.23 suggests that the optimal customer portfolio requires a shift of re-

sources among client segments, as reported in table 6.8. This table contrasts the

empirically observed and optimal allocation of firm resources to client segments

in terms of portfolio weights. Overall, we find that while the weight of segment 1

is substantially reduced by the optimization algorithm, the weight of segment 3

is increased, making the customer portfolio as a whole more balanced. Given the

results from the segment-level analysis performed in section 6.1.2, this finding is

not surprising. Contrary to segment 1, segment 3 is a growth segment, whose

NNA-related AuM growth dominates the one of segment 1 as well as the one of

segment 2. Although, segment 1 exhibits a much lower volatility of the NNA

process, this fact appears to be less important on the portfolio-level. The reason

is that the NNA process is uncorrelated across segments, lowering the impact of

the segment-level NNA volatility at the aggregate firm-level substantially, due to

large diversification effects for this component of total AuM growth (see results

in table 6.1). For the financial market return process, the effect is the oppo-

site. Although, segment 1 clearly exhibits the most favorable return drift, this

is relatively less important compared to its high overall contribution to volatility

and therefore risk at the portfolio-level. Because, unlike the NNA process, the

financial market return process is highly correlated across segments, it is central

to identify a combination of client segments whose aggregate volatility is lower.

Therefore, the optimization algorithm favors segments with a low return correla-

tion and a low jump size.3 Both of these features are common to segments 2 and

3Since the correlation of jumps across segments is one, a lower jump size is the only way to
reduce the cash flow volatility stemming from crisis jumps.
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Table 6.8: Client segment weights (in %)

Client Segment w0 w∗

Segment 1 75.2 44.2
Segment 2 1.8 1.8
Segment 3 23.0 54.0

Total 100.0 100.0

Note: w0 andw∗ represent empirically observed and
optimal customer portfolio weights, respectively. All
figures are in %.

3. The overall direction of weight shifting within the portfolio of client segments

is therefore consistent with our expectations. Apparently, the very low finan-

cial market return correlation of segment 2 with the other two segments and the

comparatively low jump size are not sufficient to outweigh the low (or even neg-

ative) NNA and return drifts and the very high NNA volatility. Consequently,

no additional resources are allocated to segment 2 for the benefit of balancing

the overall portfolio. Finally, it is interesting to note that none of the segment

weight bounds are reached in the optimization. This result suggests that either

the transaction costs of a further shift in segment weights are prohibitive or the

level of risk aversion restricts the optimization algorithm in its ability to chose a

customer portfolio with higher CE, but also higher risk.

Employing these optimized client segment weights w∗ to value the optimal

customer portfolio, results in the CE probability distribution (ĈE
∗

) shown in

figure 6.2. The corresponding distribution parameters are reported in table 6.9a

and reveal that compared to the CE distribution for the existing customer port-

folio (CE0), the distribution for the optimal portfolio is shifted to the right.

This increases the expected value (net of transaction costs) by 3.5 million CHF

or 1.3%. This increase in value already includes a provision for transaction costs

of 27 million CHF or 9.3% of the optimized portfolio value. At the same time

the dispersion around the expected value of the optimal CE distribution (i.e. the

volatility) is higher. This suggests an increase in portfolio risk as measured by

the LPM. More specifically, the LPM of the CE probability distribution for the

optimal customer portfolio is 7.83 million CHF. Compared to the empirically ob-
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Figure 6.2: CE probability distribution for the optimal customer portfolio
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Note: The shaded grey area represents the probability density of the simulated distribution.
The black line depicts the probability density of a normal distribution with mean and variance
equal to the one of the simulated distribution.

Table 6.9: Characteristics of the CE probability distribution for the optimal
customer portfolio

(a) Distribution parameters.

Distribution parameter

Mean (in million CHF) 264.42
Median (in million CHF) 261.12
Volatility (in % of mean) 16.77
Skewness 0.53
Excess kurtosis 0.69

(b) Distribution tests of normality.

Test Statistic p-value

Jarque-Bera 66.61 0.001
Lilliefors 0.04 0.001
Anderson-Darling 2.32 0.000
�2 goodness-of-fit 28.93 0.000
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served customer portfolio, this is an increase of 0.38 million CHF or 5.1%. The

substantial increase in the skewness and excess kurtosis as well as the increase

in the difference between the mean and median of the CE distribution are an

indication for a more significant departure from normality. The results of all four

distribution tests of normality are reported in table 6.9b. As expected, we find

that the null hypothesis of distribution normality for the CE probability distri-

bution for the optimal customer portfolio can be rejected at the 1% significance

level for all parametric and non-parametric tests. Despie the fact that we were

unable to obtain equally consistent results for the empirically observed customer

portfolio in table 6.5b, this evidence clearly underlines the need for an alternative,

non-parametric measure of portfolio risk such as the LPM in the chosen model

setup.

Figure 6.3 presents a direct comparison of the cumulative CE probability dis-

tributions of both the existing and the optimal customer portfolios. The figure

clearly shows that the optimization of the customer portfolio not only leads to a

substantial shift of the cumulative CE probability distribution to the right, but

also to a distribution whose increase is less steep due to a higher volatility. Taken

together, both effects cause the cumulative CE probability distribution of the op-

timal customer portfolio to lie above the one of the existing portfolio towards the

left tail of the distribution (i.e. the downside) and vice versa towards the right

tail of the distribution (i.e. the upside). This implies that both curves cross at

a certain CE level, where the cumulative probability of both CE distributions is

equal. The areas thus created between the curves of the cumulative distribution

for the existing and optimal customer portfolios are dark (light) shaded to the

left (right) of the crossing point in figure 6.3. The dark (light) shaded area can

be interpreted as the additional losses (gains) of the optimal customer portfolio

relative to the existing one, with the area of the gains being approximately 4

times larger than the area of the losses.4 Therefore, a substantial increase in

the value of the customer portfolio is achieved without a proportional increase

in the attached cash flow risk, resulting in higher shareholder value. This lends

4By applying trapezoidal numerical integration, we are able to approximate the area under the
empirical cumulative probability distribution functions in figure 6.3. This in turn enables us
to quantify and compare the areas between the two curves to the left and right of the crossing
point.
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Figure 6.3: Comparison of the empirical cumulative CE probability distribution
for the existing and optimal customer portfolio
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Note: The figure compares the cumulative probability distribution of the CE for the existing

portfolio of client segments (CE0) with the one for the optimal customer portfolio (ĈE
∗

).
The dark (light) shaded area represents the additional losses (gains) of the optimal customer
portfolio relative to the existing one.

further support to the appropriateness of the optimization algorithm as specified

in expression 4.23.

While we have established that the difference between the two empirical dis-

tributions is economically significant, we would also like to assess the statistical

significance of their difference. The parametric t-test, one of the most widely

used methods for this purpose, is not appropriate in the case at hand, since it

assumes normality of the probability distributions. As the results in tables 6.9b

show, normality for both distributions does not hold for the case at hand. Hence,

we rely on the Kolmogorov-Smirnov test instead. This test has been proposed

by Massey (1951) as a non-parametric alternative to the t-test, which compares

the empirical distributions directly without assuming a theoretical probability

distribution function. Assuming that the empirical cumulative probability func-

tions of our two sample vectors CE0 and ĈE
∗

are given by FCE0(⋅) and F
ĈE

∗(⋅),
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respectively, the Kolmogorov-Smirnov (KS) test statistic for level x = CE can

be expressed as:

KS = sup
x

∣FCE0(x)− F
ĈE

∗(x)∣ (6.1)

We find that the CE distributions for the empirically observed and optimal

customer portfolios differ significantly, as indicated by a KS test statistic of

0.07, significant at the 1% level. This result can be interpreted as meaning that

the largest absolute difference between the cumulative probability of the two

distributions is 7% for a given level of CE. We are therefore able to reject the

null hypothesis of distribution equality at the 1% level and conclude that the

difference between the two empirical distributions is statistically significant. The

methodology for inferring the level of significance from a given value of KS is

described in appendix C.

Next, we derive the efficient frontier of customer portfolios in the value/risk

(M-LPM) space depicted in figure 6.4. In order to generate the M-LPM efficient

frontier, we compute the minimum portfolio risk for a given range of customer

portfolio values. Similar to Jarrow and Zhao (2006), we implement the following

optimization algorithm for this purpose:

min
w

LPM
E[CE0]
1 [ĈE(w)]

s.t. E[ĈE(w)] ≥  

w′1 = 1

w ≥ 0

lb ≤ w ≤ ub

(6.2)

From the universe of all customer portfolios, whose expected values E[ĈE(w)]

are at least in excess of a given reference level  , the optimization algorithm

in expression 6.2 selects the minimum LPM customer portfolio. The range of

possible reference levels depends on the expected value of the customer portfolio

at the lower and upper bound of the efficient frontier. The lower (upper) bound

of the efficient frontier is the minimum risk (maximum value) portfolio. The

minimum risk portfolio is determined by minimizing the LPM irrespective of
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Figure 6.4: M-LPM efficient frontier of customer portfolios
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Note: The figure shows the M-LPM efficient frontier of customer portfolios as well as the exact
locations of the existing and optimal customer portfolio and the minimum risk and maximum
value customer portfolio in the value-risk (M-LPM) space.
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the reference level. The maximum risk portfolio is generated by maximizing the

expected value of the customer portfolio regardless of the level of risk (i.e. LPM).

Expression 6.2 is applied to a range of 100 equally-spaced reference levels that lie

between the expected values of the minimum risk and maximum value portfolios

in order to generate the efficient frontier in figure 6.4.

Apart from showing the position of the minimum risk and the maximum value

customer portfolios that mark the bounds of the efficient frontier, figure 6.4 also

indicates the exact locations of the existing and the optimal customer portfolios

in the value-risk (M-LPM) space. Not surprisingly, we find that while the opti-

mal customer portfolio is located on the efficient frontier, the existing customer

portfolio is positioned far below the frontier. In fact, without increasing the level

of portfolio risk relative to the existing customer portfolio, the optimization algo-

rithm is able to find a customer portfolio whose expected value net of transaction

costs is substantially higher than that of the existing portfolio.

Analogous to portfolios of financial assets the efficient frontier of customer

portfolios shown in figure 6.4 is upward sloping and concave underlining two im-

portant characteristics. First, the relationship between risk and value is positive

resulting in a true trade-off between risk and value considerations in the opti-

mization. More specifically, the portfolio optimization algorithm is only able to

achieve a decrease in the level of portfolio risk by sacrificing a certain amount

of expected portfolio value. Similarly, a higher expected value of the customer

portfolio can only be reached, if the investor is willing to bear the higher level

of attached portfolio risk. Second, the concavity of the efficient frontier indicates

the presence of diversification effects in the portfolio optimization. However, the

degree of concavity is relatively low. The reason is that segment 2, which promises

the largest diversification effects due to its low correlation with segments 1 and

3 (see table 6.1), never reaches a substantial weight in the customer portfolio,

because of its otherwise unfavorable risk and value characteristics (see table 6.2).

Given the objective function of the portfolio optimization algorithm specified in

expression 4.23, the optimal customer portfolio is located at the exact point on the

efficient frontier where the marginal gain in value relative to the marginal increase

in risk of the customer portfolio is highest. While this portfolio is generally

preferred by the firm as the risk-averse investor in the customer portfolio, the firm
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might still choose to invest in a customer portfolio that lies to the left or right

of the optimal portfolio along the efficient frontier. Which portfolio is ultimately

selected therefore also depends on the level of risk aversion of the particular firm

in question.

6.4 Expansion of the customer portfolio

This section shows that, apart from the optimization of the customer portfo-

lio with regard to existing client segments, the proposed CPM model can be

extended to also consider the addition of a new client segment to the existing

portfolio. In the PWM industry, the growth of institutions into new client seg-

ments is an important strategic issue. If, for example, a PWM provider were

to expand its operations to a new geographical region or into a new wealth seg-

ment, managers would like to assess the potential effect on firm value, the degree

to which resources should be dedicated to the expansion plan and the strategic

consequences with respect to existing clients. Our CPM model is able to provide

managers with answers to these vital questions. More specifically, given a rela-

tively small set of parameters, it is not only able to estimate the value-increasing

effect of adding a new segment to the existing portfolio, but also determines the

optimal weighting of the new segment and the respective effects on the optimal

allocation of resources among existing client segments. This section therefore

extends the portfolio selection problem from three to four client segments. This

enables us to further illustrate the advantages of our stochastic and dynamic CPM

model over conventional, deterministic and static models. The reason is that di-

versification effects it accounts for become more visible, when the complexity of

the resource allocation problem and hence the number of customer assets within

the customer portfolio, is higher.

Although this section provides managers with a useful tool to support their

decision making regarding the strategic development of firm operations into new

client segments, it is important to note that the results are sensitive to the pa-

rameter specifications chosen for the new client segment. Because the historic

development of AuM is usually unavailable for new client segments, these pa-

rameters have to be set to certain levels based on the managers’ experience and
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business judgement. Because the interpretation of the stochastic parameters for

the NNA and financial market return processes are economically straightforward,

we believe that it is possible for experienced managers to find a meaningful model

specification. Managers are nevertheless cautioned to perform a scenario analysis

using a set of parameters that ranges from very pessimistic to very optimistic.

This approach effectively generates confidence bounds around the results and en-

ables managers to assess the sensitivity of the results to their parameter choices.

In the analysis below, we do not perform such a scenario analysis, as the purpose

of this section is to provide the reader with an illustration of potential applica-

tions and extensions of the developed CPM model. A more detailed analysis of

the issue would only add little value and is outside the scope of this study.

The stochastic parameters for the new client segment for both, the stochastic

processes as well as the financial market return correlation structure, are reported

in table 6.10. For comparison, we also report the parameters for all existing

client segments. In order to illustrate the effect of adding a new client segment

to the existing portfolio, we choose a new segment from an emerging market,

because our study deals with geographic segments and because an expansion to

emerging markets is currently deemed to be a realistic scenario within the PWM

industry. Accordingly, the chosen set of parameters is relatively extreme, but

still reasonable considering the empirically calibrated parameters for the existing

segments. In particular, we specify the NNA process as reflecting a client segment

that is characterized by strong growth, but also high growth volatility. This is

typical for rather young client segments, whose demand for PWM services is not

yet satisfied, as is the case for many emerging markets. Our specification of the

financial market return process has a relatively high diffusion drift and volatility

term. This reflects the fact that in emerging countries financial markets usually

exhibit high expected returns coupled with an exceptionally high volatility. The

jump intensity is set equal to the empirically calibrated parameter for the existing

segments. The reason is that we assume jumps to affect all client segments at

the same time. This assumption is reasonable considering the high degree of

integration of today’s global financial markets. Nevertheless, while we assume

synchrony of the incidence of jumps across client segments, the degree to which

segments are affected by jumps is expected to vary substantially cross-sectionally.
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Table 6.10: Stochastic parameters of new client segment

(a) Stochastic process parameters.

Parameters (in %)

Process Segment � � � � �

NNAs,t

AuMs,t−1

1 −0.01 0.54
2 0.66 9.66
3 1.21 3.34

new 1.00 6.00

Rs,t

1 0.30 2.13 16.7 −2.86 3.66
2 −0.12 2.19 16.7 −1.58 3.76
3 0.01 2.34 16.7 −2.56 1.65

new 0.45 3.00 16.7 −3.70 3.00

Note:
NNAs,t

AuMs,t−1
and Rs,t denote the segment-level NNA and financial market

return processes, respectively. The diffusion process component has drift � and
volatility �. Jumps occur with intensity �. The average jump size is given by
� with volatility �.

(b) Correlation structure of �s,t.

Segment 1 2 3 new

1 1.00
2 0.78 1.00
3 0.95 0.74 1.00

new 0.65 0.75 0.75 1.00

Note: �s,t is the correlated random variable of the diffusion process for the
financial market returns Rs,t.

In the case of the new client segment, we specify a high negative jump size

coupled with an average jump size volatility, as crisis events are known to affect

the financial markets of emerging nations to an even higher degree than those

from developed countries. Finally, we add the new segment to the empirical

correlation structure for the diffusion process of Rs,t in table 6.10b. We choose

relatively moderate correlation coefficients, since returns in emerging markets are

expected to be less correlated with developed financial markets (due to the home

bias) and the investment styles inherent to the portfolios of PWM client segments

from emerging markets are likely to be fundamentally different from the ones of
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Table 6.11: Moment-matching results for �s,t

RMSE (in %)

Client Segment �c �m �

Segment 1 2.26 9.89 6.16
Segment 2 3.26 10.03 6.64
Segment 3 2.61 9.95 6.33
New Segment 0.77 0.09 0.63

Note: RMSE=Root-Mean-Squared-Error. � represents the entire
set of matched parameters for the random variable �s,t that can
be further subdivided into �c and �m, which only represent the
collection of correlations and distribution moments, respectively.
All figures are in %.

developed European markets. All firm-level and optimization parameters are kept

constant to ensure comparability of the results to those of the existing customer

portfolio optimization in section 6.3.

In order to achieve comparability of the results of the existing and expanded

customer portfolio, we cannot rely on the Cholesky decomposition method de-

scribed in appendix B for generating the required series of correlated random

variables for the financial market return process �s,t. The reason is that the

Cholesky decomposition of the correlation matrix reported in table 6.10b also

differs regarding the factor decomposition of existing client segments. As a re-

sult, the simulated valuation paths differ from the ones used for the valuation

of the existing customer portfolio in section 6.2, producing slight differences in

the CE distribution parameters even for a large number of simulations. To over-

come these shortcomings, we have to find a series of standard normal random

variables that is correlated with the existing segments as specified by the corre-

lation matrix in table 6.10b, without changing the simulated valuation paths of

our existing customer assets. This can be achieved by moment-matching, which

represents a numerical alternative to the Cholesky decomposition for generating

correlated random numbers. In particular, this approach involves the numerical

minimization of the distance between the moments (and correlations) of the sim-

ulated random numbers and the desired target moments (and correlations). For

the purpose of minimization, these distances are typically summarized in a Root-



6.4. EXPANSION OF THE CUSTOMER PORTFOLIO 115

Mean-Squared-Error (RMSE). Following Hoyland, Kaut and Wallace (2003), the

function of the RMSE of these distances can be written as:

RMSE =

√
1

N�
(� − �0)2 (6.3)

where N� is the number of parameters to be matched (i.e. the number of

distribution moments and correlations) and � and �0 are the actual and target

value of the parameters, respectively. In our case, the number of parameters

to be matched (N�) is five. More specifically, since we would like to generate a

series of standard normal variables for the diffusion process �new,t that satisfies

the correlation structure of table 6.10b, we have to match the first and second

moment of the distribution (i.e. mean equal to zero and variance equal to one)

and three correlation coefficients. The minimization of the RMSE is performed

for each simulated valuation path individually and, depending on the desired

level of precision, is very time-consuming.5 The results of the moment-matching

are reported in the last row of table 6.11. For the purpose of comparison, we

also report the RMSE of the correlated standard normal random series of the

existing client segments that were generated using Cholesky decomposition. The

results show that, while the numerical moment-matching algorithm is much less

efficient, it is able to match the actual to the desired target parameters with higher

precision. This is especially the case when looking at the RMSE of the distribution

moments only, but is also true for the RMSE of the correlation coefficients. The

RMSE of �s,t of the new client segment calculated over all matched parameters

is on average ten times lower than the one for any of the existing segments.

The optimal allocation of resources after the addition of the new segment (w∗

new) is reported in the last column of table 6.12. For comparison, we also show

the empirically observed segment weights of the existing customer portfolio prior

to the optimization (w0), as well as the optimal resource allocation without the

addition of the new segment but after the optimization performed in section 6.3

(w∗ old). Overall, we find the general direction and size of the resource shifting

activity among the existing client segments to be relatively similar, regardless

5We allow the minimization algorithm a maximum of 50,000 iterations to converge to the lowest
possible RMSE. The minimization algorithm is stopped, if the speed of conversion of the RMSE
falls below a value of 10−6.
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Table 6.12: New client segment weights (in %)

w∗

Client Segment w0 old new

Segment 1 75.2 44.2 42.6
Segment 2 1.8 1.8 1.8
Segment 3 23.0 54.0 34.8
New Segment 0.0 0.0 20.8

Total 100.0 100.0 100.0

Note: w0 and w∗ represent empirically observed and optimal
customer portfolio weights, respectively. All figures are in %.

of whether the new segment is added or not, underlining the robustness of the

optimization results of the proposed CPM model. Moreover, the last column

of table 6.12 suggests that a weight of 20.8% for the new segment within the

expanded customer portfolio is optimal. To achieve this weighting, the optimiza-

tion algorithm reduces the weight of segment 1 even further than for the optimal

portfolio of existing customer segments. At the same time, the increase in the

weight of segment 3 is substantially lower compared to the optimal portfolio of

existing customer assets. As pointed out above, the weight of segment 2 remains

unchanged due to its overall unfavorable value and risk characteristics.

The CE probability distribution for the optimal composition of the expanded

customer portfolio is depicted in figure 6.5 along with its respective character-

istics in table 6.13. It is interesting to note that the addition of the new client

segment hardly contributes to an increase in overall portfolio value compared to

the optimal portfolio of existing customer segments. In particular, relative to the

optimal existing customer portfolio, the expected value of the expanded customer

portfolio is only higher by approximately 0.5 million CHF. At a first glance, this

result is unexpected given the high drift parameters of both the NNA and the

financial market return processes for the new customer segment reported in table

6.10a. However, at closer inspection the only modest increase in portfolio value

can be explained by the following reasons. First, the increase in the weight of the

new customer segment is mainly achieved at the expense of segment 3, which is

the portfolio’s main source of NNA growth. Second, the provision for transaction
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Figure 6.5: CE probability distribution for the optimal expanded customer
portfolio
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Note: The shaded grey area represents the probability density of the simulated distribution.
The black line depicts the probability density of a normal distribution with mean and variance
equal to the one of the simulated distribution.

Table 6.13: Characteristics of the CE probability distribution for the optimal
expanded customer portfolio

(a) Distribution parameters.

Distribution parameter

Mean (in million CHF) 264.86
Median (in million CHF) 261.41
Volatility (in % of mean) 15.50
Skewness 0.52
Excess kurtosis 1.05

(b) Distribution tests of normality.

Test Statistic p-value

Jarque-Bera 90.39 0.001
Lilliefors 0.05 0.001
Anderson-Darling 3.21 0.000
�2 goodness-of-fit 29.14 0.000
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costs is substantial with more than 28 million CHF (almost 10% of the expected

portfolio value). Finally, the high drift parameters of the new segment are partly

compensated by its large negative jump size parameter. Hence, the lack of addi-

tional portfolio value generated by the expansion of the customer portfolio does

not come as a surprise. Nevertheless, while the addition of the new client segment

adds little to the expected value of the overall customer portfolio, it does con-

tribute significantly to lowering overall portfolio risk. More specifically, compared

to the optimal portfolio of existing customer segments the LPM of the optimal

expanded customer portfolio is lower by more than 1 million CHF or by more

than 13%. Despite the high volatility parameters for both the NNA and financial

market return processes of the new client segment (see table 6.10a), the low cor-

relation of the financial market return process with existing client segments, as

specified for the new segment in table 6.10b, is able to significantly lower overall

portfolio risk. This finding highlights the importance of accounting for customer

dynamics in the valuation and optimization of customer portfolios. Moreover, it

demonstrates that substantial diversification effects can be realized from holding

a balanced portfolio of customer assets.

The extent to which the optimal expanded customer portfolio dominates the

optimal existing customer portfolio can best be demonstrated by figure 6.6, which

shows the position of both portfolios in the value-risk (M-LPM) space. The ar-

row indicates that relative to the optimal existing customer portfolio, the opti-

mal expanded customer portfolio is significantly shifted to the left (towards lower

portfolio risk) and lies slightly higher (towards higher portfolio value). The same

is also true for the entire frontiers of efficient customer portfolios that are also

depicted in figure 6.6. Consequently, the firm, as the risk-averse investor in the

customer portfolio, is able to select an expanded customer portfolio that achieves

significantly lower overall risk for a given level of portfolio value. More impor-

tantly, with the addition of the new client segment, the concavity of the efficient

frontier of expanded customer portfolios is substantially higher compared to the

one of existing customer portfolios. Again, this demonstrates that the firm is

generally able to realize much higher diversification effects when investing in the

expanded customer portfolio rather than in the portfolio of existing client seg-

ments. Therefore, we conclude that the firm would prefer the optimal customer
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Figure 6.6: Comparison of M-LPM efficient frontier of customer portfolios
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Note: The figure shows the position of the M-LPM efficient frontier of expanded customer
portfolios relative to the one of portfolios of existing client segments. The figure also indicates
the exact locations of the optimal existing and expanded customer portfolio in the value-risk
(M-LPM) space.

portfolio with the expansion into the new client segment over the optimized com-

position of existing client segments, in order to maximize shareholder value.

6.5 Managerial implications

Once the optimal customer segment portfolio weights w∗ are determined, man-

agers have to formulate resource allocation strategies regarding the firm’s cus-

tomer acquisition and retention efforts to transform the existing portfolio of cus-

tomers into the optimal one, as visualized by figure 6.7. The problem here is

that, unlike financial assets, customer assets are not very liquid and the achieve-

ment of optimal customer weights in the short-term is hardly possible. This is

especially true in the PWM industry that relies on relatively few, long-lasting,

trustful and personal relationships. As a medium- to long-term goal, however, the

achievement of these optimal client segment weights is very desirable for PWM

providers, because it gives them a strategic direction for growth and promotes
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Figure 6.7: Customer segment portfolio transition (schematic)
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a structured and analytical approach to the management of client relationships.

Because the time horizon of the customer portfolio transition is expected to be

long, it is important to reevaluate the CPM model continuously. This enables

managers to consider unexpected changes in the operational environment that

are relevant for the valuation of customer assets.

Although, it is beyond the scope of this study to provide an extensive overview

of possible acquisition and retention strategies developed by the marketing disci-

pline, we now turn to a brief discussion of recent findings in the related literature

that can be viewed as a rough guide for managers.

In the customer valuation and management literature, the problem of trans-

ferring the empirically observed (i.e. the existing) into the optimal customer

portfolio is usually addressed with so called customer prioritization and selective

resource allocation strategies that consist of concentrating the firm’s customer

acquisition and retention efforts on those customers that are most valuable. Be-

sides targeting the right customers, the focus of these resource allocation models

is to provide guidance to decision makers in order to achieve the optimal blend

of marketing mix elements and the optimal balance between acquisition and re-

tention expenditures. Prominent examples within this literature are Reinartz,

Thomas and Kumar (2005), Venkatesan and Kumar (2004), Pfeifer (2005) and

Bhatnagar, Maryott and Bejou (2007). As Homburg, Droll and Totzek (2008)

and Kumar and Shah (2009) show, such prioritization strategies can significantly

increase the value of a firm, even without considering potential value dynamics.

In a very recent article, Homburg, Steiner and Totzek (2009) find that explicitly
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accounting for the dynamics between segments can increase the positive impact

of such prioritization strategies even further.

However, it is important to note that while such strategies might lead to the

preferential treatment of some particularly valuable customers or customer seg-

ments, they also automatically lead to a reduction of resources available for and

committed to less valuable segments. The latter often respond with substan-

tial dissatisfaction that can have significant adverse effects for the firm. Hence,

prioritization strategies always have to be implemented carefully. More specifi-

cally, managers should attempt to achieve the customer portfolio transition by

increasing the weight of the most valuable segments, rather than actively trying

to reduce the weight of the less valuable ones. This, of course, implies growth

in the overall capacity to service customers and is not always a feasible option

depending on the particular industry. In the case of the PWM industry, the ca-

pacity to service clients is generally very flexible, as the product offering is easily

scalable and providers are mostly only constrained by their number of relationship

managers that usually service a certain amount of AuM. Nevertheless, whenever

an increase in the firm’s capacity is infeasible or undesirable, one can still resort

to the option of active relationship dissolution strategies (also called customer di-

vestment), in order to achieve the desired customer portfolio weighting. Although

only few studies have examined the effect of these strategies, the results point in

the same direction. In particular, Mittal, Sarkees and Murshed (2008), Mittal

and Sarkees (2006) and Helm (2004) find that while such strategies are certainly

viable, the required processes are often very costly and can only be implemented

over long time horizons. Furthermore, the literature on word-of-mouth effects has

established that depending on the size of the personal networks and the degree of

opinion leadership of dissatisfied customers, substantial adverse effects can arise

for the firm via negative word-of-mouth (e.g. Anderson, 1998; Richins, 1983). In

spite of the fact that we have already anticipated these effects to some degree

in our optimization algorithm by provisioning for transaction costs, the size of

these effects might still be larger than expected. If the discontinuation of some

customer relationships cannot be avoided, Haenlein and Kaplan (2009) provide

a number of useful recommendations on how to break up with customers in the

least painful way.
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6.6 Chapter summary

This chapter demonstrates the actual application of the proposed Customer

Portfolio Management (CPM) model to our empirical case. In particular, the

model calibration performed in the first section of this chapter illustrates how

the proposed stochastic processes for the valuation of the customer portfolio are

calibrated employing our segment-level empirical sample data. The empirical

segment-level correlations are in line with our expectations expressed in chapter

4 and show that while the client asset acquisition and defection process is uncor-

related across segments, the returns on the average financial portfolio of PWM

clients within one segment are highly correlated across segments, with the level

of correlation differing across segment pairs. Furthermore, the calibration of the

stochastic parameters indicates that the proposed stochastic models fit the em-

pirical data well and are thus by and large able to capture the process dynamics

of the two components of total AuM growth. Besides this, the parameter values

reveal systematic differences across the geographic and wealth segments regarding

both, growth from new asset acquisitions and financial market returns.

Employing the calibrated stochastic processes, we are able to value the em-

pirically observed customer portfolio by generating a probability distribution of

Customer Equity (CE) by means of Monte Carlo simulation. Given the probabil-

ity distribution of the existing customer portfolio, we then turn to the application

of our proposed optimization algorithm to find the composition of client segments

that maximizes shareholder value. The optimization results show that by hold-

ing a more balanced portfolio of client segments, a substantial increase in the

value of the customer portfolio can be achieved without a proportional increase

in the attached cash flow risk, resulting in higher shareholder value. Moreover,

the analysis of the derived CE probability distributions corroborates our choice

of a non-parametric measure of portfolio risk in order to account for the signif-

icant departures from distribution symmetry. We are also able to demonstrate

that the efficient frontier of customer portfolios is upward sloping and concave.

The former characteristic indicates that the relationship between risk and value

is positive, resulting in a true trade-off between risk and value considerations in
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the optimization of customer portfolios. The concavity of the efficient frontier,

on the other hand, indicates the presence of diversification effects.

Next, we illustrate a potential application or extension of the proposed CPM

model, namely the evaluation of a strategic expansion of the operations of a PWM

provider into a new client segment. Given a relatively small set of parameters,

we demonstrate that the model is not only able to estimate the value-increasing

(or risk-reducing) effect of adding a new segment to the existing customer port-

folio, but also determines the optimal weighting of the new segment within the

existing portfolio and the respective effect on the optimal allocation of resources

among existing client segments. Moreover, the results demonstrate that substan-

tial diversification effects can be realized by expanding the portfolio into new

client segments, whose financial market return correlations with existing client

segments are low. Again, this highlights the importance of accounting for cus-

tomer dynamics in the valuation and optimization of customer portfolios and

further illustrates the advantages of our stochastic and dynamic CPM model

over conventional, deterministic and static models.

We devote the last section of this chapter to the discussion of managerial

implications regarding the transition of the existing into the optimal customer

portfolio. Although, an extensive review of the literature is out of the scope of

this study, we briefly introduce the reader to different customer acquisition and

retention strategies that have been proposed throughout the academic literature.

These strategies should guide decision makers in the formulation of resource al-

location strategies in order to make the transition less costly for the firm.
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Chapter 7

Conclusion

In summary, our study develops a comprehensive Customer Portfolio Manage-

ment (CPM) model that enables a firm to identify the shareholder value-maximiz-

ing customer portfolio and guides managers in their resource allocation decisions

regarding customer acquisition and retention strategies. The theoretical model

development draws on the most recent findings throughout the related literature,

in order to extend the concept of customer-based firm valuation to customer-based

firm value optimization. This is achieved by applying reduced-form stochastic

models to capture the dynamics of the customer value generation process, as

well as by applying financial portfolio selection theory to the problem of man-

aging customer portfolios. Since the customer value generation process is very

industry-specific, the study chooses to develop the CPM model in the context of

the private wealth management (PWM) industry. The model is not only highly

relevant to decision makers within this industry as a tool to guide marketing

strategy, but also for risk management purposes.

Employing a set of proprietary client segment-level data from one of the world’s

largest PWM institutions, the study is able to apply the proposed theoretical

CPM model to an empirical case. In a preliminary analysis of the data and in

the course of our empirical application, we are able to validate all assumptions

made during our theoretical model development. The results from our empirical

application confirm that the proposed CPM model is able to identify the customer

portfolio that maximizes value and at the same time accounts for the risk pref-

erences of the firm as the investor in the customer portfolio. Furthermore, our
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results demonstrate that the firm can realize substantial diversification effects,

arising from the value dynamics across different customer assets, by holding a

balanced customer portfolio. This allows the firm to increase the expected value

of the customer portfolio with a lower than proportional increase in the attached

cash flow risks. We conclude that managers can realize substantial benefits in

terms of shareholder value by basing their resource allocation decisions regarding

customer acquisition and retention strategies on the results of the proposed CPM

model. Finally, our study shows that the proposed CPM model cannot only be

employed to optimize the existing portfolio of customer assets, but can also be

used to support the strategic decision-making process regarding the expansion of

the customer portfolio.

Our results suggest that marketing strategy is more closely related to a firm’s

risk management than is often realized by managers in practice. This has long

been well understood in the retail banking business, where customer acquisition

and retention decisions are often based on credit scoring models (i.e. risk assess-

ments). The PWM industry along with most other consumer industries, on the

other hand, lacks appropriate mechanisms to ensure that marketing efforts are

not only driven by value considerations, but equally by the overall level of risk

attached to the realization of future cash flows. Furthermore, the results of our

study imply that it is not optimal to make these value and risk considerations

on the level of the individual customer or customer segment. Instead, the firm is

better off by evaluating the contribution of each customer or customer segment

to the overall value and risk of the customer portfolio at the firm-level. Only then

do potential diversification effects from holding a balanced portfolio of customer

assets become visible.

Our results should be interpreted with caution. First and foremost, the case

study approach limits the generalizability of the results of the empirical applica-

tion to other firms. Second, for confidentiality reasons, we are unable to disclose

the true composition of the client portfolio in our empirical case study, as well as

the exact wealth and geographic segmentation criteria used to derive client seg-

ments. This limits our ability to interpret the results and validate their economic

intuition. Moreover, due to the sensitivity of the data, we have to refrain from

employing segment-specific revenue and profit margins in the empirical applica-
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tion of our CPM model. Finally, the model calibration results are influenced by

the effects of the financial crisis over our sample period, implying that slightly

different calibration results may be obtained in the absence of financial turmoil.

Besides addressing some of the limitations of this study, more research is war-

ranted to help us better understand and tackle the problem of valuing and opti-

mizing portfolios of customer assets. Future research efforts should be directed

towards the development of a similar CPM model in the context of a different,

preferably nonfinancial services industry. This would require the adaptation of

the dynamic customer-based firm valuation model to capture the characteristics

of the customer value generation process of that particular industry. By doing

this, researchers could demonstrate whether the applicability of financial portfolio

selection theory is restricted to industries, where customer value is largely depen-

dent on financial market developments. Another avenue for future research is the

refinement of the portfolio optimization algorithm itself, such as the development

of a dynamic optimization framework that explicitly provides for a stochastic in-

vestment opportunity set. Although, this extension would substantially increase

the complexity of the CPM model, it would also allow for the inclusion of time-

varying customer value parameters that, depending on the specific context, could

better reflect the true underlying value dynamics within the customer portfolio.
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Appendix A

Maximum Likelihood Estimation

The model parameters of this study are calibrated using the maximum likelihood

estimation method, employing the log-likelihood functions proposed by Jorion

(1988). Let us assume that the probability density function of a vector of obser-

vations x = {x1, . . . , xT} (which in our case is equal to the observations of either

NNAs,t/AuMs,t−1 or Rs,t), conditioned on a set of parameters �, is denoted by

f(x ∣ �). This function not only identifies the data generation process behind

an observed sample of data, it also provides a mathematical description of the

data the process will produce. Assuming that x is independently and identically

distributed (i.i.d.), the joint density is equal to the product of the individual

densities and can be expressed as:

f(x1, . . . , xT ∣ �) =
T∏

t=1

f(xt ∣ �) = L(� ∣ x) (A.1)

This joint density is the likelihood function L(⋅), defined as a function of the

unknown parameter vector �, conditional on the vector of sample observations x.

For simplicity reasons, it is common to work with the logarithm of the likelihood

function. The reason is that while the likelihood function L(⋅) is equal to the

repeated product of densities, the log-likelihood function lnL(⋅) is equal to its

sum and can thus be written as:

lnL(� ∣ x) = ln f(x1, . . . , xT ∣ �) =
T∑

t=1

f(xt ∣ �) (A.2)
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If we assume that the time series of observations in the vector x follows a

diffusion process (D) and is therefore normally distributed with constant mean

� and constant variance �2, the log-likelihood function lnLD(� ∣ x), viewed as a

function of the parameter vector � = {�, �2}, can be written as:

lnLD(� ∣ x) = −T
2
ln(2�) +

T∑

t=1

ln

[
1√
�2

exp

(−(xt − �)2

2�2

)]
(A.3)

We now turn to the case when the observation vector x is assumed to follow a

mixed jump-diffusion process (JD). In that case, Jorion (1988) proposes to add a

Poisson process to the log-likelihood function above, where the jump intensity is

� (i.e. the mean number of jumps per period t) and the jump size Y has a posited

distribution of lnY ∼ N(�, �2). The parameter vector is therefore extended to

� = {�, �2, �, �, �2} and the log-likelihood function lnLJD(� ∣ x) becomes:

lnLJD(� ∣ x) =− T�− T

2
ln(2�)

+
T∑

t=1

ln

[
∞∑

j=0

�j

j!

1√
�2 + �2j

exp

(−(xt − �− �j)2

2(�2 + �2j)

)] (A.4)

Because we collect weekly equity returns to create the time series of jumps and

the unit of time in this study is monthly, the maximum number of jumps that

can occur per unit of time is 4. Hence, the infinity sum is truncated at that value

in order to be able to numerically optimize the above function.

The maximum likelihood method estimates the true parameter vector �0 by

finding the value of � from the parameter space Θ that maximizes lnL(� ∣ x).
This value of � is the maximum likelihood estimator (MLE) of �0 and is denoted

by �̂:

�̂ = argmax
�∈Θ

lnL(� ∣ x) (A.5)

The covariance matrix of the MLE is estimated from the inverse of the in-

formation matrix I. The information matrix contains the expected values of
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the second-order derivatives of the log-likelihood function evaluated at the true

parameter vector �0 and is given by:

[I(�0)]
−1 =

{
−E0

[
∂2 lnL(�0)

∂�0∂�
′

0

]}
−1

(A.6)

As �0 is usually unknown, it can be approximated by �̂, which should be equiv-

alent asymptotically. However, the second-order derivatives of the log-likelihood

function, also known as the Hessian matrix H , are almost always complicated

nonlinear functions of the observations, whose exact expected values are also un-

known. Therefore, a second estimator is computed using the actual (not the

expected) Hessian matrix, yielding:

[Î(�̂)]−1 =

(
−∂

2 lnL(�̂)

∂�̂∂�̂′

)
−1

(A.7)

Because the Hessian matrix and its inverse are symmetric, the variances and

therefore also the standard errors of the MLE can be found on the main diagonal.

There even exists a third method for estimating the covariance matrix of the

MLE.1 However, it tends to be less reliable for small and moderate sized finite

samples as is the case in our study and is hence not employed.

1This estimator is known as the BHHH estimator (named after the authors Berndt, Hall, Hall
and Hausman, who developed the estimator in 1974) or the outer product of gradients (OPG)
estimator.
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Appendix B

Generating Correlated Random

Variables

Suppose that V = {V1, . . . , VN} is a random vector. Then Σ, the covariance

matrix of V , is the (N × N) matrix, whose (i, j)tℎ element is given by Σi,j =

Cov(Vi, Vj).

The problem of generating a vector of random normal variables with mean

zero and specified correlation structure Σ can then be formulated as generating

V , such that V ∼MN(0,Σ), whereMN is the multivariate normal distribution.

Now suppose that we generate a set of random variables Zi that are indepen-

dently and identically distributed with Zi ∼ N(0, 1) for i = 1, . . . , N . Then it

can be easily shown that:

C1Z1 + ⋅ ⋅ ⋅+ CNZN ∼ N(0, �2) (B.1)

where �2 = C2
1 + ⋅ ⋅ ⋅ + C2

N . That is, a linear combination of normal random

variables is again normal. More generally, let C be an (N × N) matrix and let

Z = {Z1 Z2 . . . ZN}′. Then:

C ′Z ∼MN(0,C ′C) (B.2)

so that the problem reduces to finding C, such that:

C ′C = Σ (B.3)
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If the covariance matrix Σ is symmetric so that Σ′ = Σ, the diagonal elements

satisfy the condition Σi,j ≥ 0 and the matrix is positive definite implying that

V ′ΣV > 0 for all V ∈ ℝ
n ∕= 0, it may be written as:

Σ = U ′DU

= (U ′
√
D)(

√
DU)

= (
√
DU)′(

√
DU)

(B.4)

where U is an upper triangular matrix andD is a diagonal matrix. The matrix

C =
√
DU therefore satisfies C ′C = Σ and is called the Cholesky decomposition

of Σ.



Appendix C

Distribution Tests of Normality

The most popular test for the normality of a probability distribution is a test

developed by Bera and Jarque (1980). The Jarque-Bera test statistic (JB) is

a parametric goodness-of-fit measure of departure from normality, based on the

standardized sample skewness () and kurtosis (�) of a distribution. For an

empirical distribution of x = {x1, . . . , xN}, it can be written as:

JB =
N

6

(
2 +

(�− 3)2

4

)
(C.1)

where the standardized sample skewness () and kurtosis (�) are calculated

as:

 =
1
N

∑N
i=1(xi − x̄)3

[
1
N

∑N
i=1(xi − x̄)2

]3/2 ; � =
1
N

∑N
i=1(xi − x̄)4

[
1
N

∑N
i=1(xi − x̄)2

]2 (C.2)

The JB test statistic has an asymptotic �2 distribution with two degrees of

freedom and can be used to test the null hypothesis that the data is drawn from

a normal distribution.

Although the Jarque-Bera test statistic is the most widely used test for the

normality of a given probability distribution, it has often been criticized for its

dependence on parametric assumptions. Therefore, we also implement a number

of nonparametric normality tests in our study.

The Kolmogorov-Smirnov test is the most common among the non-parametric

tests of normality. We implement a variation of this test proposed by Lilliefors
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(1967) in our study. The main difference between the two tests is that unlike the

Lilliefors test, the Kolmogorov-Smirnov test requires the cumulative distribution

function of the normal distribution to be predetermined. If it has to be determined

from the data, the Kolmogorov-Smirnov test is not accurate. Since we would like

to test the probability distribution of CE against a normal distribution without

specifying the parameters, we opt for the Lilliefors test. Nevertheless, the test

statistic (KS) is equal for both tests and is calculated as:

KS = sup
x

∣Fe(x)− Fn(x)∣ (C.3)

where Fe(⋅) is the empirical cumulative distribution function and Fn(⋅) is the
normal cumulative distribution function. The null hypothesis of distribution

equality is rejected at significance level �, if
√

N2

2N
KS > Υ�, where Υ is the

Kolmogorov distribution, whose cumulative probability distribution function is

given by:

FΥ(x) = 1− 2
∞∑

i=1

(−1)i−1 exp−2i2x2

=

√
2�

x

∞∑

i=1

exp−(2i−1)2�2/8x2

(C.4)

From this cumulative probability distribution function we can find Υ� so that

FΥ(Υ�) = 1− �.

Besides the Lilliefors test, we implement a test developed by Anderson and

Darling (1952), because Stephens (1974) found the Anderson-Darling test statistic

to be substantially more powerful than either the Kolmogorov-Smirnov or the

Lilliefors test. If the Anderson-Darling test is used to assess the goodness-of-fit of

both, an empirical distribution of observations and the normal distribution, and

supposed that the standard normal cumulative distribution function is given by

Fsn(⋅), the Anderson-Darling test statistic (AD) can be expressed as follows:

AD = −N −
N∑

i=1

2i− 1

N
[lnFsn(yi) + lnFsn(yN+1−i)] (C.5)

where y is the vector of x that is sorted by size and standardized by its mean

and standard deviation. The AD test statistic is then adjusted for sample size
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and compared to a set of critical values to determine the significance of the test

statistic. These critical values are specific to the small sample size adjustment

formula. In our study, the adjustment formula as well as the corresponding critical

values are from Stephens (1976).

Finally, we implement the �2 goodness-of-fit test in our study. This test is

chosen over the alternative Shapiro-Wilk test, because it is particularly suitable

for large sample sizes (as is the case in our study with N=1000 for the probability

distribution of CE), while the Shapiro-Wilk test has its strength with small sam-

ples. The �2 goodness-of-fit test is performed by grouping the data into m bins,

calculating the observed and expected counts for those bins (o and e, respectively)

and computing the following test statistic:

�2
test =

m∑

i=1

(oi − ei)
2

ei
(C.6)

The statistic has an approximate �2 distribution with m − 1 degrees of free-

dom, when the counts are sufficiently large. Consequently, the null hypothesis of

distribution normality is rejected at significance level �, if �2
test > �2

1−�,m−1, or

stated differently, if the test statistic �2
test is larger than the 1 − � quantile of a

�2 distribution with m− 1 degrees of freedom.
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Lücke, W. (1955). Investitionsrechnung auf der Basis von Ausgaben oder Kosten?,

Zeitschrift für handelswissenschaftliche Forschung 7: 310–324.

Lee, W. (2000). Theory and methodology of tactical asset allocation, Frank J.

Fabozzi Associates, New Hope, PE.

Lehmann, D. R. (2004). Linking marketing to financial performance and firm

value, Journal of Marketing 68(4): 73–75.

Leland, H. (2000). Optimal portfolio implementation with transaction costs and

capital gains taxes. Working Paper: University of California-Berkeley.

xxiv



Libai, B., Muller, E. and Peres, R. (2009). The diffusion of services, Journal of

Marketing Research 46(April): 163–175.

Lilliefors, H. (1967). On the Kolmogorov-Smirnov test for normality with mean

and variance unknown, Journal of the American Statistical Association

62: 399–402.

Lintner, J. (1965). The valuation of risk assets and the selection of risk invest-

ments in stock portfolios and capital budgets, Review of Economics and

Statistics 47(February): 13–37.

Ljung, G. and Box, G. (1978). On a measure of a lack of fit in time series models,

Biometrika 65: 297–303.

Loveman, G. W. (1998). Employee satisfaction, customer loyalty, and financial

performance: An empirical examination of the service profit chain in retail

banking, Journal of Service Research 1(1): 18–31.

Luo, X. and Homburg, C. (2008). Satisfaction, complaint, and the stock value

gap, Journal of Marketing 72(4): 29–43.

Malthouse, E. C. and Blattberg, R. C. (2005). Can we predict customer lifetime

value?, Journal of Interactive Marketing 19(1): 2–16.

Markowitz, H. M. (1952). Portfolio selection, Journal of Finance 7(1): 77–91.

Massey, J. F. (1951). The Kolmogorov-Smirnov test for goodness-of-fit, Journal

of the American Statistical Association 46(253): 68–78.

McKinsey&Company (2009). Private Banking Survey.

Meiers, B. and Schilling, C. (2007). Der Markt für Private Banking: Eine anbie-

terorientierte Sichtweise für deutsche Kunden, Master thesis, WHU - Otto

Beisheim School of Management.

Merton, R. (1969). Lifetime portfolio selection under uncertainty: The

continuous-time case, Review of Economics and Statistics 51(3): 247–257.

xxv



Merton, R. (1976). Option pricing when underlying stock returns are discontin-

uous, Journal of Financial Economics 3: 125–144.

Merton, R. (1990). Continuous-time finance, Blackwell Publishers, Cambridge,

MA.

Mittal, V. and Sarkees, M. (2006). Customer divestment, Journal of Relationship

Marketing 5(2/3): 87–110.

Mittal, V., Sarkees, M. and Murshed, F. (2008). The right way to manage un-

profitable customers, Harvard Business Review 86(4): 95–102.

Mulhern, F. (1999). Customer profitability analysis: Measurement, concentra-

tion, and research directions, Journal of Interactive Marketing 13(1): 25–40.

Nayyer, P. (1995). Stock market reactions to customer service changes, Strategic

Management Journal 16(1): 39–53.

Oliver Wyman (2006). Wealth management strategies for success.

Petersen, J. A., McAlister, L., Reibstein, D. J., Winer, R., Kumar, V. and Atkin-

son, G. (2009). Choosing the right metrics to maximize profitability and

shareholder value, Journal of Retailing 85(1): 95–111.

Pfeifer, P. (2005). The optimal ratio of acquisition and retention costs, Journal

of Targeting, Measurement and Analysis for Marketing 13(2): 179–188.

Portes, R. and Rey, H. (2005). The determinants of cross-border equity flows,

Journal of International Economics 65: 269–296.

Preinreich, G. (1937). Valuation and amortization, The Accounting Review

12(3): 209–226.

PricewaterhouseCoopers (1997). European Private Banking Survey.

PricewaterhouseCoopers (2004). Global Private Banking/Wealth Management

Survey.

PricewaterhouseCoopers (2005). Global Private Banking/Wealth Management

Survey.

xxvi



PricewaterhouseCoopers (2006). Global Private Banking/Wealth Management

Survey.

PricewaterhouseCoopers (2007). Global Private Banking/Wealth Management

Survey.

PricewaterhouseCoopers (2009). Global Private Banking/Wealth Management

Survey.

Rao, R. K. and Bharadwaj, N. (2008). Marketing initiatives, expected cash flows,

and shareholders’ wealth, Journal of Marketing 72(1): 16–26.

Rappaport, A. (1986). Creating shareholder value - The new standard for business

performance, The Free Press, New York, NY.

Rappaport, A. (1998). Creating shareholder value - A guide for managers and

investors, The Free Press, New York, NY.

Reichheld, F. F. (2003). The one number you need to grow, Harvard Business

Review 81(12): 46–54.

Reichheld, F. F. and Sasser, Jr., W. E. (1990). Zero defections: Quality comes

to services, Harvard Business Review 68(5): 105–111.

Reinartz, W. and Kumar, V. (2003). The impact of customer relationship charac-

teristics on profitable lifetime duration, Journal of Marketing 67(1): 63–79.

Reinartz, W., Thomas, J. S. and Kumar, V. (2005). Balancing acquisition and

retention resources to maximize customer profitability, Journal of Marketing

69(1): 63–79.

Richins, M. (1983). Negative word-of-mouth by dissatisfied consumers: A pilot

study, Journal of Marketing 47(1): 68–78.

Roy, A. (1952). Safety first and the holding of assets, Econometrica 20(3): 431–

449.

Rucci, A., Kirn, S. and Quinn, R. (1998). The employee-customer-profit chain at

Sears, Harvard Business Review 76(1): 83–97.

xxvii



Rudolf, M. and Zimmermann, H. (1998). An algorithm for international port-

folio selection and optimal currency hedging, in W. Ziemba and J. Mulvey

(eds), Worldwide asset and liability modeling, Cambridge University Press,

pp. 315–340.

Rust, R., Ambler, T., Carpenter, G. S., Kumar, V. and Srivastava, R. K. (2004).

Measuring marketing productivity: Current knowledge and future directions,

Journal of Marketing 68(4): 76–89.

Rust, R. T., Lemon, K. and Zeithaml, V. (2004). Return on marketing: Using cus-

tomer equity to focus marketing strategy, Journal of Marketing 68(1): 109–

126.

Rust, R. T., Moorman, C. and Dickson, P. R. (2002). Getting return on quality:

Revenue expansion, cost reduction, or both?, Journal of Marketing 66(4): 7–

24.

Rust, R. T., Zahorik, A. and Keiningham, T. (1995). Return on quality

(ROQ): Making service quality financially accountable, Journal of Marketing

59(2): 58–70.

Rust, R. and Zahorik, A. (1993). Customer satisfaction, customer retention, and

market share, Journal of Retailing 69(2): 193–215.

Ryals, L. (2002). Measuring risk and returns in the customer portfolio, Journal

of Database Marketing 9(3): 219–227.

Sanchez, R. and Sanchez, R. (2005). Analysis of customer portfolio and rela-

tionship management models: Bridging managerial dimensions, Journal of

Business and Industrial Marketing 20(6): 307–316.

Schwartz, E. and Moon, M. (2001). Rational pricing of internet companies revi-

sited, Financial Review 36: 7–26.

Seiler, V. (2010). Kundenzufriedenheit im Private Banking, Doctoral thesis, WHU

- Otto Beisheim School of Management.

xxviii



Sharpe, W. F. (1964). Capital asset prices: A theory of market equilibrium under

conditions of risk, Journal of Finance 19(September): 425–442.

Sharpe, W. F. (1966). Mutual fund performance, Journal of Business 39(1): 119–

138.

Sharpe, W. F. (1987). Integrated asset allocation, Financial Analysts Journal

43(5): 25–32.

Sheikh, A. and Qiao, H. (2010). Non-normality of market returns: A frame-

work for asset allocation decision making, Journal of Alternative Investments

12(3): 8–35.

Skiera, B., Wiesel, T. and Schulze, C. (2009). Customer-based firm valuation.

Working Paper: Johann Wolfgang Goethe-University Frankfurt/Main.

Srinivasan, S. and Hanssens, D. M. (2009). Marketing and firm value: Met-

rics, methods, findings, and future directions, Journal of Marketing Research

46(June): 293–312.

Srivastava, R. K., Shervani, T. A. and Fahey, L. (1998). Market-based assets and

shareholder value: A framework for analysis, Journal of Marketing 62(1): 2–

18.

Srivastava, R. K., Shervani, T. A. and Fahey, L. (1999). Marketing, business

processes, and shareholder value: An organizationally embedded view of

marketing activities and the discipline of marketing, Journal of Marketing

63(4 - Special Issue): 168–179.

Stahl, H. K., Matzler, K. and Hinterhuber, H. H. (2003). Linking customer

lifetime value with shareholder value, Industrial Marketing Management

32: 267–279.

Stein, J. C. (1989). Efficient capital markets, inefficient firms: A model of myopic

corporate behavior, Quarterly Journal of Economics 104(4): 655–669.

Stephens, M. (1974). EDF statistics for goodness-of-fit and some comparisons,

Journal of the American Statistical Association 69: 730–737.

xxix



Stephens, M. (1976). Asymptotic results for goodness-of-fit statistics with unkown

parameters, Annals of Statistics 4: 357–369.

Storbacka, K. (1997). Segmentation based on customer profitability: Retrospec-

tive analysis of retail banking customer bases, Journal of Marketing Man-

agement 13(5): 479–492.

Swiss Bankers Association (2009). Wealth Management in Switzerland, Basel.

Swiss Banking Institute (2009). The International Private Banking Study, Uni-

versity of Zurich.

Terho, H. and Halinen, A. (2007). Customer portfolio analysis practices in dif-

ferent exchange contexts, Journal of Business Research 60: 720–730.

Tesar, L. and Werner, I. (1995). Home bias and high turnover, Journal of Inter-

national Money and Finance 14: 467–492.

Venkatesan, R. and Kumar, V. (2004). A customer lifetime value framework for

customer selection and resource allocation strategy, Journal of Marketing

68(4): 106–125.

Venkatesan, R., Kumar, V. and Bohling, T. (2007). Customer relationship man-

agement using Bayesian decision theory: An application for customer selec-

tion, Journal of Marketing Research 44(November): 579–94.

Villanueva, J., Yoo, S. and Hanssens, D. (2008). The impact of marketing-induced

vs. word-of-mouth customer acquisition on customer equity growth, Journal

of Markeing Research 45(1): 48–59.

von Neumann, J. and Morgenstern, O. (1947). Theory of games and economic

behavior, 2nd edn, Princeton University Press, Princeton.

von Wangenheim, F. and Bayón, T. (2007). The chain from customer satisfac-

tion via word-of-mouth referrals to new customer acquisition, Journal of the

Academy of Marketing Science 35: 233–249.
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