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[. Introduction

Supply chain risk management (SCRM) has been &subf intense discussion in academia
and practitioner papers. As a result of ongoingbalization and increased competition,
companies are facing rising cost pressures and demeanding customers. These pressures
often force companies to introduce efficiency atites and redundancy reductions - e.g.,
with just-in-time deliveries or a decrease in tbpier base. Furthermore, factors including
outsourcing, relocation and global sourcing crdatger and more complex supply chains.
Increased service and product complexity, togethtr difficulties in information exchange
and transparency, amplify this effect. These factead to increased vulnerability in the
supply chain (SC), making supply chain risk managetman urgent challenge for many
companies (e.g. Wagner and Bode 2006, Sheffi and R)05, Shorten et al. 2008). A further
threat is posed by large-scale catastrophic eventd) as terrorist attacks or epidemics like
SARS or the swine flu, which have become more pnoned in recent years. The insurance
company Munich Re (2007) showed in its annual repornatural hazards that the number
and severity of natural catastrophes has increasedcent years. The financial crisis and
worldwide recession that started at the end of 38)@8ed further pressure on supply chains.

Economic indicators at the beginning of 2012 shawiacertain economic outlook.

When these trends are considered as a wholecl¢as that supply chain managers are now
working with a leaner but increasingly vulnerablggly chain, and that this supply chain is
exposed to an increasing number of external sha@tkéiendricks and Singhal (2003, 2005a,
2005b) have shown, supply chain glitches are pesdlby the capital market and lead to
deteriorating operational and share performands.therefore crucial for companies to have
an effective supply chain risk management progmarplace. These concerns are especially
relevant in the fast moving consumer goods (FMG@ustry, which is characterized by low
margins, high pressure for product availabilitynamation and large marketing investments.
To date, however, the issue of supply chain riskagament in the FMCG industry has not
been analyzed in detail (e.g. Weise 2008, Kotl&9)9A prime example of the vulnerability
of supply chains in this sector is the West Coast gtrikes in 2002, which led to delays for a
number of FMCG companies, including Procter & Gamlblogistics companies called the
strikes a “force majeure” but P&G wanted its supgdito search for solutions, not excuses.
As a result, P&G replaced several of its transpioraproviders with those who better
complied with its own urgent and passionate mirtd-Skeffi 2005).



The research presented in this paper is basedeoexiperience of a leading FMCG company
— a company that is highly proficient in supply ithenanagement and has received several
awards for its supply chain performance. The gddhe research is to understand the value
of supply chain risk management beyond the legatyired enterprise risk management.
Some recent events affecting the case study comfiaciyding a supplier bankruptcy and

the increased volatility of raw material pricesyéded the company to sponsor a dedicated
SCRM research project to support scientific redeara topic which is critical for the whole

industry. Based on the presented academic resdartier application studies are planned by

the company at a later point in time.

Before beginning an analysis of the key issues itecessary to define “supply chain risk”
and “supply chain risk management,” and to difféeta these concepts from the broader
theories of “supply chain management” and “supgigic optimization.” A review of the
existing literature did not provide a satisfactevgrking definition for the purposes of this
paper. The first part of this research is thereftedicated to defining and differentiating the
above terms. This paper also explores why SCRMnlosadeen holistically implemented at
the case study company. In addition, this work shemime light on the role of departmental

barriers involved in supply chain management.

Quantifying the risks in the supply chain makepadssible to better understand the dangers
they pose, and thus to appreciate the value of SCBMthe company in question.
Quantification is also the basis for devising asdessing mitigation strategies. In the classic
supply chain risk management process (identificat@ssessment/aggregation, mitigation,
and controlling), quantification bridges assessnamt mitigation and creates the basis for
controlling. Quantification is the key to effectiyeprioritizing risks and to optimizing the
level of investment in the mitigation strategy. &na broad basis of literature discussing
identification of risks already exists, the focdghis research project is on quantification and
prioritization of risks. Cost and benefit tradesofind the definition of optimal investments
are a standard routine in business sciences. lridhte of supply chain risk management,
however, there are only a few documented casebjettive quantification. The majority of
the available literature relies on subjective resessment. This raises the question of
whether subjective risk assessment alone is sefficif subjective assessment is sufficiently
accurate, the lower cost and quicker implementationld provide great benefit. The second

part of this research paper will shed light on tugstion.
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A closely related issue is the relationships betwesrious risks (e.g., correlations or cause-
and-effect relationships). Several authors haveudsed the interrelations between risks and
their influences on risk management, but on thelevliois issue remains to be clarified. If
risks are strongly correlated or if some risks picel others, their effects may significantly
alter the results of the quantification process.aAsonsequence, risk priorities and optimal
risk investments may also change. In the final parthis research, a large, unique data set
provided by the sponsoring company is used to dfyahie relationships and to assess their
impact on the risk management process. The cowoclsisof this research reveal that risk

relationships influence supply chain risk managetmen

Paper 1 defines the common ground for supply chsknmanagement in the FMCG context,
thus forming the basis for papers 2 and 3. Papeor2pares objective and subjective risk
assessment and their values. Paper 3 quantifieselstionships and derives their impact on
supply chain risk management. A revised risk mamegge process is developed and

presented as the overall result.



[l. Paper 1 - Defining a common ground for supply chaimisk management

[1.1. Introduction

On March 17, 2000 a thunderstorm triggered a sfrallin a Philips semiconductor plant.
While the fire itself did not cause major damageesulted in the pollution of the clean room
production. It was clear that Philips would faceesal weeks of production loss and that its
available stock would soon be depleted. Nokia, ohePhilips’ customers, immediately
recognized the problem and acted quickly. It ideedia second supplier and worked actively
with Philips to obtain the remaining quantity obgucts from other locations. As a result of
its quick response, Nokia suffered from only misbipping delays. For Ericsson, another
Philips customer, it took about four weeks to malihe extent of the problem. Ericsson was
following a single sourcing strategy and had nokbag supplier in place; as a result, they
faced major shipping delays that caused lossesS@f 600 million. By that point, Nokia had
secured all of Philips’ spare capacity. Eventualricsson’s financial loss forced the
company into a joint venture with Sony. In this eabBlokia’s advantage was a functioning
strategy for supply chain risk management. The @mpculture allowed the bad news to
travel fast. Close monitoring of critical partsgédher with a modular engineering design,
good supplier relationships and knowledge of therketa allowed Nokia to detect the
problem early and facilitated the mitigation of krisEricsson, on the other hand, was
hampered by a lack of preparation and a comparyreubf ignoring problems (Sheffi 2005).
This example demonstrates the importance of a gnogsf supply chain risk management

that is supported by the organization and its veridepartments.

This research study began with an analysis of vadable concepts of general and individual
supply chain risk management as well as a reviethefexisting focused case studies. No
common definitions or analysis framework were fauhdng (2006a) found that while most
companies are aware of supply chain risks, onlyimorty had implemented an SCRM
policy. Even this paper’s case study company, whkteeds its competitors in many areas,
has no dedicated SCRM. The present research saeks 40 better understand the various
issues surrounding the implementation of SCRM. Thigective is made particularly
challenging by the fact that supply chain risk ngemaent, both as a whole and in its
component parts, has not been sufficiently defilmedhe existing literature. To better
understand this topic we therefore reviewed mamsgerderstanding of the terms and their
implications. We focus on the following researchesfions: How is risk defined in the

organization? How are supply chain and supply clm@magement (SCM) defined in the
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organization? How are supply chain risks definethim organization? How is enterprise risk
management defined in the organization? To whate#eig risk management established and
implemented in the organization? How is supply chask management related to supply

chain management and enterprise risk management?

The case study approach was chosen for severansasne, because the topic of supply
chain risk management is still evolving, and twecduse the breadth of the subject makes
analysis complex (Manuj and Mentzer 2008). The tijoles posed have an exploratory
character. In the following article we seek to aastihose questions and to develop a supply
chain risk management framework by compiling anthparing the relevant literature and

verifying the developed framework in the case stcoiypany.

[1.2. Literature perspective on key supply chain risk maagement elements

[1.2.1. Risk as general term

Two definitions of risk dominate the literaturerst, risk is comprised of both danger and
opportunity, and second, risk is comprised onlylafger. In decision theory, risk is defined
as the variation of a distribution of possible ames, their likelihoods, and their subjective
values (March and Shapira 1987). This definitiosoaincludes chances, i.e., positive
deviations. The KonTrats(a German legal framework that requires risk manant for
certain companies) also includes both sides; clsanod risks (Weber und Liekweg 2004).
Harland et al. (2003) define risk as the chancelahage, loss, injury, or other undesired
consequences. Many authors define risk as the pildipaof a given event multiplied by its
severity in terms of negative business impact @hgistopher and Peck 2004). Risk also has
to be distinguished from uncertainty: the term igskised if the distribution of the outcome is
known, whereas uncertainty describes a uniquetsitua which the distribution is unknown

(e.g. Svensson 2000).

Risk-taking is generally perceived as an integmait f management; that is, all strategic
choices have certain risk implications. Norrman dadsson (2004) define business risk as
the level of exposure to uncertainties that a camppaust understand and effectively manage

when executing its strategies. According to Ritclwnel Brindley (2007a), risk exists in all

!Gesetz zur Kontrolle und Transparenz im Unternelsimereich (short: KonTraG), KonTraG requires a systieat helps to identify and
manage risks that could possibly result in corgodiéaster. The statutory requirement for a riskagament system is laid down in § 91 Il
AktG.
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business situations. Typically, organizations do hmave the capacity to address all potential

risks, so in a given situation only the key risks addressed.

It is clear that that all business decisions contésks. Almost any event can theoretically
become a risk or a disruption; thus, there is tleao way to develop an exhaustive risk
inventory or list. This makes the topic of risk mtiéication and management a very broad and
complex area. A truly comprehensive approach meren include risks with potentially
positive effects. To make the scope of the presesdgarch more manageable, however, it is
necessary to limit the focus. Since the goal ok nsanagement is ultimately to mitigate
negative influences and ensure the company’s ssica@sanalysis of negative risks only is

sufficient for this paper.

[1.2.2. Supply chain and supply chain management

Brindley and Ritchie (2004) recognize the diffigulin the almost infinite number of
definitions of the terms SC and SCM. These detindi are not necessarily inconsistent, but
they do have different points of focus. Departmkehtariers are still at work, and the term
“supply chain” means different things to differepéople. Despite the large number of
definitions, logistics and SCM continue to be sasmalternatives, subsets, or different-but-
overlapping disciplines (Peck 2006). While Speknaawd Davis (2004) divide the supply
chain into three primary channels (goods, inforomgtiand money), Cavinato (2004)
identifies five sub-chains or networks: physicahahcial, informational, relational, and
innovational. Juettner et al. (2003) focus onlynaaterial and information flows. Christopher
(1998) defines a supply chain not as an actuahchmit rather as a network of upstream and
downstream organizations with different processes activities that produce value for the
end consumer. He takes an end-to-end perspectinetire source of the raw material to the

delivery to the end customer.

Peck (2006) describes how SCM has evolved ovelatalecades. In the 1980s the discipline
developed out of logistics and operations managenethe 1990s the field broadened - first
with the addition of some aspects of marketing, npwoduct development, order
management, and payment, and later with a changerspective to cross-functional inter-
organizational processes. To assure uninterruptedaly material availability in a lean
operating environment and to deliver a productesvise at the right time and price, Elkins et

al. (2007) propose cross-functional responsibditie
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Mentzer et al. (2001) and Olson and Wu (2008) migtish between a strategic and a
functional supply chain level. The strategic pagfimkes the coordination and collaboration
across firms whereas the functional scope defihnesmanagement of logistics and other
supply chain processes, across functions and betlbuesinesses). Mentzer et al. (2008) offer
several definitions. They define supply chain mamagnt as applying tools to improve
business processes across organizational bound@pesations management is defined as
optimizing internal functional boundaries and méarkg Finally, they identify logistics and
production as separate functions to be coordindtee.task of supply chain management is to
match supply and demand while generating the lowsat cost and obtaining the highest
level of quality (e.g. Cohen and Kunreuther 200/9llowing the suggestions of literature
(e.g. Simchi-Levi et al. 2000, Chopra and MeindD2) Hendricks and Singhal (2003)

developed a framework linking supply chain perfonegto shareholder value.

For the purpose of risk management, several coacisican be drawn. Due to the inherent
complexity of supply chains, researchers tend toceptualize supply chains in terms of
specific units of analysis (Peck 2006). When dewelp an approach to supply chain risk
management, the scope of the investigation needsetdefined beforehand. A complete
supply chain is too large and complex to analyzeg@nbein (2007), for example, proposes
first classifying the supply chain under investigat e.g. by end product or geography.
Further, it can be seen that the definition of $yppain management is not clear and unique.
To properly identify supply chain risks, the termush be narrowed down, amended with
regard to its scope and channels, and differenti@ten related concepts such as supply chain

or enterprise risk management.

[1.2.3. Supply chain risk and related concepts

As described above, both risk and supply chain @gament) are broadly and to some extent
unclearly defined. Authors have consequently adiet several different definitions for
supply chain risk and the related concepts of suppdin disruption and vulnerability. Peck
(2006) refers to supply chain risk as anything fhages a risk to the flow of information,
material, and product from the original suppliavsthe end-users; such risks may lead to a
mismatch of supply and demand, ultimately affectingt or quality, i.e. the deviation from a
target value. Wager and Bode (2008) also see ssk @egative deviation from the expected

value of a certain performance measure. They, heweefer to supply chain disruptions as
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unintended, anomalous events that materialize sdmewin the supply chain or in its
environment and which significantly threaten thenmal course of supply chain operations.
For the affected firm, it is an exceptional sitoatiin comparison to everyday business.
Chopra and Sodhi (2004) define supply chain riskdssuption or delay in the flow of

material, information, and cash. According to Chaigd et al. (2007), supply chain
disruptions are unplanned and unanticipated ewatsdisrupt the normal flow. Sheffi and

Rice (2005) define disruptions as random eventddaants, or intentional disruptions.

It is also important to understand the closely teglaconcept of vulnerability. Peck (2006)
describes a supply chain as vulnerable when somi@ptne supply chain is at risk or likely

to be damaged; this could be the performance, eaeps) or even an economy or society.
Christopher and Peck (2004) characterize supplinchanerability as exposure to a serious
disturbance that arises from risks present withirexternal to the supply chain. Svensson
(2000) defines vulnerability as a condition affagtia firm’s goal accomplishment as a
negative consequence of a disturbance. Some auibaus only on certain aspects of the

supply chain, such as the supply side (e.g. Zsid6D3).

As described above, risk and vulnerability are rkdi in some sources as a mere deviation
from a target value; in others, they are presemtedn anomalous, significant event that
threatens the normal course of business. Any tighnating in the supply chain or affecting

it can be counted as supply chain risk. Risk lestsnot be exhaustive and identify only the

main types of risks (e.g. Waters 2007). Juettn@®%2 suggests that risk sources include any
variable that cannot be accurately predicted aatlgads to a supply chain disruption. When
both supply chain and risk are so broadly defimegirly any risk can be counted as supply
chain risk. As it is not possible to identify allgply chain risks, it is necessary to focus on the
most significant risks. Therefore, an approach differentiates supply chain risks from other

risk management disciplines is required.

[1.2.4. Enterprise risk management

Harland et al. (2003) recognize that modern busimeanagement incorporates risk and risk
taking. The trade-off depends on an acceptabld Huwesk weighed against possible benefit,

and on the risk appetite of the organization (askrse vs. risk-taking). A company’s attitude

towards risk depends on the nature of the busiaedson the individual style, behavior, and

experience of managers. Risk management therefmaohtake every aspect of the business
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into account. For Cohen and Kunreuther (2007), nsknagement involves developing
strategies that reduce the probability of negagivents and/or their consequences. For Elkins
et al. (2007), risk management must also includgileg cross-functional, multidirectional
information sharing and feedback. Wagner and Bo2@0&a) apply a classical risk
management process starting with identificationyimg to assessment and aggregation, and
ending in mitigation and control. Risk managemerd field of activity seeking to eliminate,
reduce, and generally control risks. Peck (2008) drgued that corporate risk management
and strategic management share a common heritagNldirman and Jansson (2004), risk

management increases the transparency of an oagianiz

On a governmental level, new legislation has bagwduced to ensure the integration of risk
management into general business practice. It gedidhat these measures will help to
prevent further spectacular corporate crises sacth@se experienced by Enron, WorldCom
and Metallgesellschaft (e.g. Weber and Liekweg 20PRdck 2006). The United States
introduced the Sarbanes-Oxley Act for companidgsdi®n the US stock exchange in 2002
A prominent example in German legislation is KorGrahe goal of KonTraG is to identify
and manage risks that could possibly result in @@je disaster. Therefore, any risk
management effort is defined as part of enterprisle management and issues currently
subsumed under it can be differentiated into fumeti subgroups. This raises the question of
which criteria can be used to divide the wide fieldERM.

[1.2.5. Supply chain risk management

As discussed above, clear definitions of the teimis&” and “supply chain management” are

lacking; as a result, it is almost impossible todea clear definition of the combined term

“supply chain risk management”. Haywood (2002) mggéped as much, arguing that the

absence of a common understanding of the term wabjalin represented a significant barrier
to the identification of supply chain vulnerabéii and the implementation of appropriate risk
management methods. The definitions that have Ipgeposed in the last decade vary
considerably. For Juettner (2005), for example,gbal of supply chain risk management is
to identify potential sources of risk and to impkamh appropriate actions to avoid supply
chain vulnerability. Handfield et al. (2007) defiseipply chain risk management as the
integration and management of organizations withsupply chain to minimize risk and the

reduction of the likelihood of disruptions througboperative organizational relationships,

2 Sarbanes-Oxley describes specific requirementfnfancial reporting and makes top management tijraccountable for policing
internal management process controls and docungeptetedures.
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effective business processes, and high levelsfofnmation sharing. Harland et al. (2003) see
the supply chain risk management process as aathmik management process that is
applied to a supply network. The risk managemeatgss should be established jointly by
actors of the network, from identification to ségy formulation (e.g. Bakshi and Kleindorfer
2007, Hallikas et al. 2005). Peck (2006) defines ¢oncept more broadly, and also sees
supply chain management technigues as possiblenasiagement strategies - e.g. Six Sigma,
process control, or information sharing. Water0@Qorovides a rather narrow definition of
supply chain risk management as being responsiblalifaspects of risks to the supply chain,
especially logistics risks. Kleindorfer and Saad0®) differentiate between SCRM and SCM.
Supply chain risk management, they argue, focusedissuptions in supply chains, including
addressing the effect of alternative supply cha@sigh options on the efficiency and
robustness of the supply chain. In contrast, suppgin management mainly focuses on on-
going volume and earnings risks associated withidinating demand and supply of multiple
supply chain actors. Norrman and Lindroth (2004firgethe terms risk, uncertainty, and
supply chain management very broadly. The diversftyhe available definitions makes a
general discussion of the concept nearly impossibles therefore more feasible and more

practical to focus on a review of specific issuethe field of supply chain risk management.

Some authors extend the management of specifivithadil risks to the development of
supply chain resilience. As not all risks can beniglated, these authors argue, the supply
chain as a whole must be made more resilient. iBesé is defined in this context as the
ability of a system to return to its original orsited state after being disturbed (Christopher
and Peck 2004, Sheffi and Rice 2005). One way feugply chain to become more resilient
is to increase flexibility and redundancy, thusuadg vulnerability. Several authors have
proposed measures that can be taken during thdystipgin strategy and design in order to
increase the resilience of the chain (e.g. Christoand Peck 2004, Sheffi 2005, Kleindorfer
and Saad 2005). Contingency planning, businessintiiyt management, and “near-miss
analysis” are often discussed as a part of, orduiition to, supply chain risk management
(e.g. Svensson 2000, Norrman and Jansson 2004 id&irat al. 2003).

Supply chain risk management is related to entgprisk management in two ways. One,
SCRM is a part of ERM in that it focuses on proessaithin the company that are part of
ERM. Further, SCRM broadens standard enterprise m&nagement by including the

upstream and downstream partners in a supply cBepending on the scope of the supply
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chain of a company, enterprise risk management sumbly chain risk management are
especially likely to overlap when financial flonsjpply chain strategy decisions, and supply

chain support processes are included.

[1.2.6. Risk identification frameworks and risk managementprocess

Various authors have proposed different framewddksrisk identification. There are two
general approaches: creation of risk lists andgoaization of risks. Among those who
propose the creation of risk lists, Chopra and $d@004) propose the following list:
disruptions, delays, systems, forecast, intelldctpeoperty, procurement, receivables,
inventory and capacity. Other authors including 8&{(2007), Moder (2008) and Ritchie and
Brindley (2007a) likewise present risk lists foethlentification process. Among those who
propose the creation of risk categories, Svens@004) categorizes sources of risk into
internal vs. external and atomistic vs. holistideiddorfer and Saad (2005) propose the
following risk categories: operational contingemsciéequipment malfunctions, systemic
failures, abrupt discontinuity of supply, strikéégud etc.), natural hazards (e.g. earthquakes,
hurricanes and storms), and terrorism and politiogtability. Peck (2005) defines the
following levels as sources and drivers of supphain risks: process-related, assets and
infrastructure dependencies, organizations and-orgenizational relationships, and social
and natural environment. Wagner and Bode (200&tindiuish between demand side, supply
side, regulatory/legal and bureaucratic, infrasgtiee; and catastrophic risks. Ziegenbein
(2007) identifies risks by applying a process-aeenapproach, specifically by using the
SCOR (Supply Chain Operation Reference) model aagping the risk effects (quality,
guantity, default and cost) onto all process stepsh author included in this review proposes
his or her own list or framework of risks.

Supply chain risk management follows a similar pawre as classical risk management (e.g.
Gleissner 2008, Haimes 1998), consisting of (1R mientification, (2) risk assessment and
aggregation, (3) development of mitigation strageghat fit the characteristics and needs of
the decision environment, and (4) ongoing risk wdnand monitoring (Figure 1). The
process steps are standardized and applied byusagathors (e.g. Kleindorfer and Saad
2005, Wagner and Bode 2008a).
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Figure 1: Risk identification process
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method probability and impact strategies to risks responsibility)

® Selectrelevant risks by  ® Identify/quantify ® Select mitigation ® |nstall early warning
applying selected dependencies of risks strategies in cost/benefit system
identification method analysis * Support creation of

risk aware culture

=RESULTS

List of relevant risks Prioritized, quantified risk  Set of risks and their Ongoing risk/mitigation
short-list mitigation strategy controlling

The first step in the process focuses on the atidantification of the relevant risks and risk
fields. Combining a top-down perspective (with #rdvantage of simplicity and low data
requirements) with a bottom-up orientation (mortadied) leads to a fuller picture of the risk
landscape (Jorion 2007). The focus of the riskewwwieeds to be defined in advance. Possible
perspectives could be regions, final products, rmas#inputs, sites, or suppliers (Ziegenbein
2007). Next, the supply chain is mapped, creatimyoae complete picture of the roles and
responsibilities in the network (Harland et al. 2D0A framework is selected and discussed
with management to identify any relevant riskstf@@ company. Here, one has to distinguish
between creative-intuitive and analytical-structireethods of risk identification. Creative-
intuitive measures like brainstorming, interviewsworkshops generate a broad view of risks
and make it possible to identify new risks. Analgtistructured methods such as checklists
are more practical to handle, but leave little rommidentifying new risks (Gleissner 2008,
Ziegenbein 2007). For our risk management procees,identification step follows lines
similar to e.g. Moder (2008) and Sheffi (2005).

In a second step, the relevant risks are assessedggregated. Managers and experts first
derive a rough quantification of risk; this is basen the estimated probability of a given
event multiplied by the assumed negative businegsadt. The various risk factors and
consequences must be understood in detail in dodlenanagers to quantify risk based on
existing data. Managers also identify and quantifig distribution of risks and any
dependencies between risks. Once quantified, gk dan then be prioritized. This in turn

allows managers to create simulations of risk, @&set on the indicators. The result of the
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second step is a prioritized and quantified padfof risks (e.g. Christopher and Peck 2004,
Gleissner 2008).

In a third step, mitigation strategies are devetopased on the risk appetite of the company -
i.e. on the acceptable risk level. The basic gjrageavailable are risk avoidance, reduction,
transfer, diversification, or acceptance. Each riskmapped to its possible mitigation
strategies. The best mitigation strategy for edsthis selected based on cost/benefit analysis
and the risk appetite as constraint. After all askl mitigation pairs are defined, the portfolio
is analyzed for possible synergies and interfererfeeg. Chopra and Sodhi 2004, Gleissner
2008).

The fourth and final step consists of the integratdf risk management in the supply chain
organization. For each risk/mitigation combinati@nset of KPIs and threshold values is
identified for regular monitoring and reporting. rigawarning indicators are set up, and

efforts are made to create a risk-aware comparnyreulin this step it is important to create a
monitoring structure, consisting of responsible agers, tasks, and reporting periods. The
result of this final step is an established, ongaisk reporting procedure as well as effective
mitigation strategies (e.g. Sheffi 2005). Overtls multi-step procedure is highly dependent

on the availability of sophisticated information.

[1.2.7. Contribution to the literature

This paper analyzes factors and obstacles affettimgmplementation of a supply chain risk
management plan in major companies. It offers msigon how to improve the
implementation of such a plan. In this regard wpaexi upon the work of Haywood (2002),
who pointed out that the lack of a clear definitiointhe term “supply chain” hinders risk
identification and implementation of supply chaiskrmanagement. We also build on the
efforts of Norrman and Lindroth (2004), who consatkethe unclear definitions of risk and
supply chain to be an argument for taking a focusather than holistic, approach to this
topic. By focusing specifically on the fast moviagnsumer goods industry, we follow and
extend Juettner et al. (2003) in developing riskhagement approaches for specific supply
chains and/or industries. This paper serves asbdém@s for further research on the
guantification and establishment of supply chask rmanagement. We also follow Peck
(2006), who identified the different perceptionsrsk by managers of different levels and

responsibilities as an area for needed furtherarebe Specifically, managers view supply
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chain risks subjectively, as influenced by theimogoals. Finally, we respond to Juettner’s
(2005) research question regarding how the impléatiem of SCRM processes can be
organized within and across companies. With our kwere will focus on the intra-

organizational perspective, that is, specificatipsidering departments and their interactions.

I1.3. Methodology

[1.3.1. Case study methodology

We chose the case study method because we corisiderappropriate approach to the
complexity of risk management in the supply chaaspecially considering the novel
character of the research (Manuj and Mentzer 200B¢ strengths of case study research
include the likelihood of generating novel theotlye possibility for direct testing, and the
resulting empirical validity (Eisenhardt 1989). #har advantages include relevance,
understanding, and exploratory depth (Meredith 19B8yer and Swink (2008) also suggest
that case studies provide richness and first-hamsemwations in a natural setting, thus
providing a foundation for further review. Drawbadk case study research include a lack of
rigor, a low possibility for scientific generalizam, and high time and cost requirements (Yin
1989). Eisenhardt (1989) identifies a risk of oyecbmplex theories lacking parsimony.
Additionally, Boyer and Swink (2008) identify akisf bias on the part of the researcher. For
Yin (1989), case study research is to be appliednvthow” or “why” questions are being
asked and when evaluating contemporary, rather tistorical, events. Meredith (1998)
states that case studies are best for generatohg@ending theory. In the early stages of
theory building, the researcher should be in ctas#act with the environment being studied
(Handfield and Melnyk 1998). Case studies are tigadvestigate small samples analyzing a
large number of variables in order to identify nempirical relationships for an in-depth

understanding of the complex external world (Wad&98).

Case study methodology is thus appropriate and icgigé for explorative theory
development, such as the investigations in theeptgsaper. To avoid the shortcomings listed
above and to ensure the fulfillment of the abovevio@ed criteria, we will follow the clearly
defined process developed by Stuart et al. (20#% process consists of the five stages: (1)
define the research question, (2) develop theunstnt, (3) gather data, (4) analyze data, and

(5) disseminate the results.
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[1.3.2. Sample selection

After defining our research questions, we develapeglsearch approach and selected the case
study company. We used a theoretical sampling a@gprqGlaser and Strauss 1967) by
selecting participants who can provide meaninghtador our research. For our case study
object we sought a company that experiences clygtenn a competitive industry but
demonstrates strong operational and financial p@doce. We furthermore wanted a
company with a heterogeneous structure and witficgrit size to enable us to compare
company divisions as sub-case studies. The cadg sampany we selected operates in the
highly competitive FMCG industry. Characteristidstiois industry include low value, low-
involvement goods, impulsive customer purchasest slsage cycles, and high repurchasing
need. Customers in this industry tend to make msgicly decisions based on price and
availability, and show little brand loyalty. Asideom shelf availability, the market is
characterized by high quality requirements (espligciar branded goods) and cost pressure
driven by private label competition, concentratmiretailers, and a high marketing spend
(e.g. Weise 2008, Meffert 1999). The case studypzom is a global player in the FMCG
industry. Its supply chain is structured in a glplbeagional, and local organization with the
regions Western Europe (WE), Central Eastern Eu(@i) and Middle East/North Africa
(MENA).

[1.3.3. Data collection and analysis

We set up structured interviews to gather dateapeny to our research questions, as defined
above. The interviews were analyzed by logical amion and small-scale mathematical
analysis. We conducted a total of 21 interviewshwitiddle and senior managers at the case
study company. The number and content of the i@y were based on emerging theory
(Glaser 1978), i.e. upcoming relevant questionsevexplored and discussed until no further
new information resulted from the last interview @smpared to the previous ones, and
therefore, saturation was achieved. We interviewswd employees in the controlling
department at corporate headquarter who were wgpiiinthe legally required enterprise risk
management. We also spoke with four employeessimgltbbal supply chain department (head
of the SC, supply chain controlling, productionesieg, and SHEE). We also talked to the
purchasing department, which is mainly responditdéhe business unit under review (head
of purchasing, employees responsible for purchabmttjes and packaging, raw materials,

and transportation) and to one employee from tte¥mational sales department. The regional

3SHEQ: Safety, Health, Environment, Quality
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perspective of the supply chain in WE, CEE and MEM#s obtained in interviews with the
head and the employees responsible for the prausteering and the logistics and materials
management. We fulfill the validity requirements bging multiple sources of evidence,
obtained by interviewing different managers atetight levels, regions, and departments that
differ significantly from each other (e.g. Glased&Strauss 1967). The interviews were semi-
structured and lasted for 1.5 to 2 hours. Thiscstined approach created internal validity by
ensuring comparability between interviews. We atuested independent documentation to
ensure triangulation of the verbal responses (8atal. 2002). Each interview began with an
explanation of the project. The semi-structuredstjoanaire focused on the managers' view
of risk, supply chain management, supply chain, reskd enterprise risk management. All

topics were covered first with unaided, open qoestiand then with aided, closed questions.

Detailed notes were taken during the interviewsthasinterviewees felt uncomfortable with
recording. The interview write-ups were analyzed eategorized using Microsoft Excel. The
grounded theory methodology of systematic orgaimaand constant comparison of data
within and between interviews was followed by usomen, axial, selective coding (Glaser
and Strauss 1967). When appropriate, we usedtliteras another source of data (Glaser
1978). For internal validity, we reviewed the answby placing different patterns on the
results: we analyzed the results by work experieregion, level, function, and department
(Stuart et al. 2002). Following Flint and Mentz20Q0) and Flint et al. (2002), to ensure rigor
in the data collection and analysis we applied fledowing criteria: credibility,
transferability, dependability, confirmability, anthtegrity (Hirschman 1986) and fit,
understanding, generability, and control (Straugs@orbin 1998) (see Appendix 1).

II.4. Findings from the case study

[1.4.1. Risk identification framework

When the research project began, no formal risktifieation framework was in place in the
case study company. As most of the frameworks aviglin the literature were either overly
simple or overly complex, we developed an iderdiiien framework of our own that would
provide structure but still allow managers to emgag creative-intuitive thinking. The
framework creates a common working basis for therurews and the risk management
process. It integrates the findings from the caisdysand follows and extends the framework
of Ziegenbein (2007), as we believe that a prooessited approach is most promising.

Instead of applying the risk consequences to ey®pcess step, we map a strategic,
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operational, support, and macro view to all progelsases. Managers thus have guidance
during risk identification but are not overwhelmgith a long list of possible combinations of
phases and effects supporting their creative-intuithinking. As a list of supply chain risks
cannot be exhaustive, the identification framewdskused to support the explorative

identification process.

Figure 2: Risk identification framework
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The risk identification framework (Figure 2) is ledson the SCOR model (Ziegenbein 2007).
It is more strongly focused on process than simisle lists (e.g. Chopra and Sodhi 2004,
Moder 2008). It also relies on tangible exampleshar than on high-level risk categories
(e.g. Peck 2006), which encourages the managenttilsotion. Risks can have an impact on
four major categories in terms of EBIT performarafea supply chain, i.e. indirect cost
arising from delays, quality issues, quantity peoi$, or direct cost (Ziegenbein 2007).

The SC is divided into four main stages of activiépurce, make, deliver, and plan. This
division is based on the SCOR model and is simdahe distinctions made by Ziegenbein
(2007). Planning activities flow from the custonmerthe supplier. The remaining tasks flow
from supplier to the customers. “Source” describies purchasing and ordering of raw
materials; “Make” focuses on the production of tpeods; and “Deliver” describes the
customer contact and delivery of goods. The st&msifce” and “Deliver” involve contact

with suppliers and/or customers. The return proasart of the SCOR model is not

included as explicit step in the framework, sirtdeas very limited relevance according to the
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interviewees. The model is more flexible than Zidggin (2007), as we did not automatically
include the attributes of quality, delay, cost, aledault on every process step. We avoided
this because it would have led to a long chechklisisks; this potentially gives managers the
impression that all risks are already on the lisfl gherefore hinders the creative-intuitive

thinking process.

The four rows (operational, strategic, support, andcro) represent the management
components of each stage. “Strategic” supply chmamagement includes all decisions
regarding network, coordination and collaboratiand process setup (Mentzer et al. 2001).
“Operational” management includes the executiontlod existing processes including
planning. Risks in this area could be problems tluesupplier performance, equipment
failures, or incorrect forecasting. “Strategic” rmgement focuses on risks that arise from
long-term strategic decisions such as single sogrgroduction networks, or cooperation. As
every strategic decision contains risks (e.g. Namnand Jansson 2004) we extend the
framework of Ziegenbein (2007) to include strateg@mponents. “Support” processes
including HR and IT are also necessary for the ap@mal and strategic execution of the
supply chain and are therefore also included in foaus. Risks arising in the context of
support functions of the supply chain can inclugetesm breakdowns or a lack of succession
planning. Macro risks arise from the business emvirent, such as natural hazards or
political instability. The framework includes aitks that can have an influence on the supply

chain.

The standard SCRM process is used as describee ainawe first step, we define the unit of
analysis, that is, the scope of the supply chaifiniien. Norrman and Lindroth (2004)
distinguish between a single activity, the compamylyadic relationship, the supply chain,
and the supply chain network. We will focus on ttase study company and its dyadic
relationships for setting up a supply chain risknagement. We will identify risks by

reviewing every process step.

[1.4.2. Risk in the case study company

Our interviews revealed that managers and researshare the same difficulty in developing
a definition of risk management. Seven managersvederisk management purely as a
defense against negative threats. Thirteen manageusied both opportunities and danger in

their definition of risk management. None of the nagers, however, mentioned the
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potentially positive side of risk unless promptedtie interviewer. When asked whether risk
management should also include opportunities, nesagffered partly constructed
definitions — e.g., “if we have good risk managemehis is an opportunity for us.” We
mapped the results by region and department/fumdtiodiscover possible patterns in the
answers. All managers working in the CEE and MEN4ion included opportunity in their
definition of risk; this could be because thosaarg offer a higher growth potential than do
saturated markets. In practice, differentiatiorwaen risk and uncertainty is not common.
Some managers defined risk as an event with unknowttcomes. From a practical
perspective, it is not always possible to fulfilet conditions for risk (i.e. knowing the
distribution of likelihood and monetary impact)getifore, we will combine uncertainty and
risk management. The managers agreed that “alhéssidecisions include risk”. For the sake
of theory we can confirm that managers see riseragvent with a negative impact when
asked openly (unaided) (March and Shapira 1987)aitled questions, no consensus is
achieved. When discussing positive aspects, thma tesk should be avoided and chance
should rather be used. The differentiation betwaecertainty and risk is not recognized in

the case study company.

[1.4.3. Supply chain management in the case study company

When managers were asked to provide their defitiba supply chain, the answers largely
reflected the organizational view. At the case ytadmpany, the supply chain function
evolved from the production function. Often, howewssed on a common misconception the
supply chain department is wrongly defined as kiggsdepartment. An anecdote at the case
study company illustrates this nicely. When lookfnga supply chain manager overlooking
the whole supply chain from supplier to inbounddtigs, production and out-bound logistics,
the head of a regional supply chain was not swgrie find that “50% of applicants were
only logistics specialists without a holistic viewé the supply chain.” The supply chain
organization is structured into global, regionaiddocal units. Due to product specifics,
transportation distances greater than 500 to 700 a&km not cost efficient. From an
organizational perspective, the responsibilitiethef supply chain department start when they
receive the sales forecast from the sales depattthénforecast includes information such as
net demand planning, production scheduling, ranenetordering, production, warehousing,
and delivery. The sales department is responsinl¢he interface to the customer, including
both forecasting as well as commercial and strategstomer contact. In some countries

customer service (i.e. management of order intekpart of the sales department; in others it
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is part of the SC department. The purchasing deyeant, which is located on the other end of
the internal supply chain, is globally centralizadd separated from the supply chain
organization. Strategic supplier management, inoty@valuation and integration, is mainly
handled by the purchasing department and suppbstete global supply chain department,
but without the direct involvement of the regiosapply chain department. The supply chain
department is responsible for the operational @specthe purchasing process, i.e. the order
release for raw materials and supplier evaluatiob% of the interviewees regard the
responsibility of the supply chain department todsdy information and material flows.
Money flows are controlled by the finance departtmencluding “order to cash” and
“purchase to pay” functions. Inventories fall undbe responsibility of the supply chain
department. Thus, the supply chain departmentdesied on cost, rather than on monetary
flows. The purchasing department, as the front @nthe supply chain, also sees itself as
responsible for monetary flows, i.e. for handlitg tprice and exchange rate volatility of

purchased goods.

Several managers mentioned in the interviews thatdifferent incentive schemes of the
purchasing and supply chain departments might leagroblems. While the purchasing

department makes decisions based on lowest purgracss, the supply chain department
focuses on the delivery of goods and the servieg.|&enerally, it is not possible to optimize
two variables at the same time; one goal will beénoiged while the other is a constraint at a
certain level. Thus, centralized purchasing’s ngoal is to optimize purchase prices while
maintaining service and quality. The supply chaagpattment’s main goal, in contrast, is to
enforce the service level, and only in a secong gieconsider the cost perspective. Taking
into consideration both the structure of the supphain and the various goals of the
department, it is clear that the responsibiliti€supply chain management actually extend
beyond the scope of the supply chain departmeatf.ithh other words, there is a clear
difference between the theoretical and practicalpscof activities of the supply chain

managers. There are furthermore practical reasems purchasing efficiencies) why this

difference is maintained.

Summarizing the above, it becomes evident thaimglesdepartment or responsible manager
can entirely manage the supply chain and its riskerder to successfully manage an end-to-
end, multiple flow process, the departments invdlveust come to a consensus on how to

manage supply chain issues. The supply chain iegobt least four departments, namely
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purchasing, supply chain, sales, and finance. lexdreme case, the supply chain may even
function as a chain of small companies within theirncompany. This is reflected in the
statement of one manager in the supply chain depait “The sales department is the
customer of the supply chain.” Every company cieégeown unique division of tasks along
the supply chain and defines the role of the suppsin management department differently.
These boundaries and interfaces need to be ewvdllsi®re attempting to devise a risk

management scheme.

From the literature we confirm that a lack of a oeom understanding of the supply chain
hinders the supply chain risk management processzwords such as “end-to-end
responsibility” were also defined differently byffdrent interviewees. A departmental
perspective largely dominates — for example, araéptirchasing department was established
to increase purchasing power, rather than an emaddSC. We additionally observed that an
unclear definition of the supply chain contributesinter-departmental rivalry; that is, the
end-to-end supply chain is divided into various atépents that each strive to achieve
different goals and lack a proper interface. Thidigonally hinders the implementation of an
end-to-end supply chain risk management. We carlgda that the interviewees do not
share a common understanding of supply chain mamexge and that departmental barriers

even hinder the development of an end-to-end petispe

[1.4.4. Supply chain risk in the case study company

When asked to provide their definition of “suppligain risk”, the SC department mainly
mentioned risk of lost sales and customer comgaidhe interviewee clearly mentioned that
the service aspect is ranked most important foFl€G company, whereas the cost aspect
ranks at number two. This focus on service couldlbarly seen in the more operative supply
chain departments. For the purchasing departmisktyvas divided into price risk (exchange
rate risk and price volatility) and supply risk (ndelivery). Six of the interviewees defined
risk as a deviation from a target value; for elevearviewees, risk existed only if a threshold
value was exceeded. These answers were indepesfdegfion or department. However, the
managers conveyed the impression they tended to flmominor deviations of the target
value, as even minor deviations might have extrémng-term consequences; this is true
especially in saturated markets with high competipressure or if there have been past
experiences with a sharp increase in the markeegrof raw materials. The main focus for

managers was their performance targets, primagfindd in terms of service level and less in
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terms of overall EBIT. Supply chain risk is seerffaiently by all interviewees; their
definitions focused mainly on their locus of cohtfBeck 2006). Several departments have
individual risk definitions, which render the defian of SC risk unclear. Risks must be

defined in terms of known KPlIs (e.g. service lemeprices) and then translated to EBIT.

[1.4.5. Enterprise risk management in the case study compan

The case study company has implemented an entersismanagement process, as required
by German legislation. However, the efforts of thiandatory procedure did not include the
operational departments. Only one of the interviesweas aware of the official enterprise risk
management process in the organization. This eraplayiticized the program as being not
well understood or practically implemented in thempany. This manager commented,
“ERM is something for the management board, not der’ Interviews with managers
responsible for the enterprise risk managementatdithat ERM is implemented to fulfill
legal requirements. Despite the fact that supplgirchmanagers’ monetary and career
incentives ultimately depend on the long-term sasoaf the company/supply chain, which
should — at least ideally — depend on a functioniisg management, managers do not
perceive the added value of ERM. This lack of ust@erding shows that the theoretical
concepts of SCRM need to be better explained. Mensageed to be informed about the
processes and concepts of risk management. Givenn#gative perceptions of risk
management, its advantages and potential valuddsbelexplained to managers. ERM is not
well understood in the organization, or is everwgd negatively, thus hindering an effective

implementation of SCRM.

[1.4.6. Supply chain risk management in the case study corapy

A structured approach to supply chain risk managen® not in place at the case study
company. However, some procedures are alreadyarephat could be classified as supply
chain risk management activities; these includebeipevaluations, market price forecasting
or production back-up plans. All managers are pgreely working on possible issues and
their solutions. However, these activities do rattdinder a risk management umbrella. There
is no central link to the enterprise risk managaemianagers do not have a common basis of
discussion and do not cooperate to manage risks.|8dal enterprise risk management is
insufficient without adaptation to operational sniThe term “supply chain risk management”
seems difficult to define as every organization itmsdividual definition of the supply chain

department performing different tasks. If supplyaichrisk management is defined as
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managing the risks of these departmental taskgoitsents will automatically differ across
organizations. Risk, supply chain, supply chaik,rend enterprise risk management are not
clearly understood in the organization. Furtheclear distinction between measures of SCM
and SCRM cannot be drawn. Additionally, organizadiobarriers within the end-to-end
supply chain as well as the rather negative peiaepf the ERM further impede the effective
implementation of SCRM.

[1.5. Conclusion

The two definitions of risk (opportunity and dangst danger alone) that were identified in
the literature are also seen in the case study aoypNe also found varying definitions
regarding what is regarded as a risk: a serioustexge the deviation from a target value. The
broad supply chain definition stated in the litarat(i.e. including upstream and downstream
partners) is not reflected in the company. Rather,organizational focus prevails, which
leads to organizational boundaries and interrupés énd-to-end-processes. Supply chain
related flows are mainly seen as material and métion. When including the purchasing
department, the financial flow is included, as w&lhterprise risk management has not yet
been introduced in the organization; currentleinains a topic discussed by the management
board but not yet accepted by the operational iestitWe have reviewed all relevant
definitions that are the basis for supply chairk reanagement, i.e. risk, supply chain
(management), supply chain risk and supply chaik management. Neither in the literature
nor in the case study company are these termslycléefined. Individual adaptation of the
theory is necessary. Further, departmental bouesldhireaten to hinder the implementation
of a risk management plan (and perhaps even pase gsks to the company themselves).

We develop the following proposition:

The implementation of supply chain risk managenseinipeded in major companies because
of a lack of a common understanding of its termd anplications. Departmental barriers

further amplify this issue.

The need for a common basis for discussion ledh& dreation of a risk identification

framework that can be used as a basis for sup@ynatisk management. The framework
requires a certain level of detail but is desigtedot be overwhelming for the manager (for
example, it does not include a long list of possitisks). For validation the risk identification

framework was explained to the managers and theg a&ked to give feedback regarding its
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consistency and understandability. The framework loa used by different companies and
regions as a basis for the identification of masks, especially in the FMCG industry. Risks
along the supply chain are identified accordingepartment, and each department should be
made responsible for management of its risks. Angridepartmental barriers have to be
evaluated beforehand. Regarding the definitionsusised above, the following assumptions
have been made: Risk is defined by the negativaanmultiplied by the probability of an
event. We focus only on the negative aspects amarégthe opportunities. The supply chain
processes include flows of finances, materials, iafmrmation. We consider an end-to-end
view of those flows within the company with intezés to suppliers and customers. We
include the purchasing and the customer servicarttepnts. Supply chain risk is, therefore,
an event that has a negative effect exceedingtaicehreshold value. The negative effect is
measured in service level or cost. Supply chairk nmsanagement encompasses the
identification, assessment, mitigation and contigllof risks in the supply chain as defined

above.

I1.6. Basis and motivation for research on subjective andbjective risk assessment

In paper one we developed common definitions ofpBughain risk management and
concluded that departmental boundaries can limhtimder the risk management process. The
next step in the research process is to implenmentisk management process in the case
study company. During this phase we gather thessacg quantitative data. We also compare
objective (i.e. quantitative) risk assessment aobjestive risk assessment in order to

determine whether subjective risk assessment aosnéficient.

The data of the case study company can be deriasedbon clear definitions as put forth in
paper 1. While the company has extensive datasosupply chain, specific data regarding
enterprise risk management is narrowly focusedpmadides only limited insights into supply
chain risk management. With the extended and mareige definitions, we can rely on the
supply chain controlling data and derive more ratgvinformation. Lost sales data can, for
example, be defined and used in the research. Basethis more complete data set,
sophisticated quantitative analysis can be appliessess the probabilities and the impacts of
the risks. Targeted collection of additional, sfecdata is possible based on the new
definition and the access to the organization iicly different controlling systems across the

company.
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The managers to be included in the subjective asdessment were identified based on the
work on the common ground of supply chain risk nggmaent. The identification of
departmental barriers in paper 1 emphasized theortiapce of including all relevant
departments in the study in order not to lose \J@kigerspectives on the supply chain.
Managers in each department were available to ssasks in their area of the supply chain,
their perceptions of financial risk impact, and grebability of a risk event. The scope of the
investigation was extended beyond the supply citseff to include the purchasing, sales and
production departments. In this environment, weeaadsle to analyze the differences in risk
prioritization from both assessment procedures. djygortunity to interview the managers
more than once also allowed for the discussion asfsiple reasons for differences in the
assessment results. Beyond the quality of subgctisults the paper explores how subjective
and objective assessment can be combined optinealige the individual strengths.
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[ll. Paper 2 - Comparing subjective and objective rislassessment of supply chain risks
[11.1. Introduction

On February 19, 2001 food and mouth disease wasteeltin livestock in Essex, England. In
response the European Union and several other esifiianned the import of British meat
outright. British authorities had 300 potentiallyfécted animals in the area killed, but the
disease had already spread. Officials put tightricti®ns on the British countryside,
including closing many roads, tourist parks, andlkways, and cancelled many local
activities and sporting events. The battle to aintine spread of the disease lasted seven
months and resulted in the slaughter of 6.5 milkommals, of which only 2,000 had actually
been infected. The resulting agricultural loss amed to 2.4 m GBP. The crisis-control
efforts also caused massive losses in other indasthe tourism industry, for example, lost
3.3 m GBP as a result of measures taken againsiighase. Would there have been a way to
avoid this secondary loss? This example clearlyeabs the importance of performing a

detailed risk assessment before starting any niigatrategy.

As described in paper 1, a classical risk managepracess comprises the following steps:
(1) identification, (2) assessment/aggregation,nf@)gation, and (4) controlling risks (e.g.
Kleindorfer and Saad 2005). Our analysis in thipgrafocuses on the second step, risk
assessment. In the literature to date, only a f@pes perform a quantitative risk assessment
(e.g. Deleris et al. 2004, Buscher et al. 2007);stmmainly focus on qualitative risk
assessment (e.g. Thun and Hoenig 2011). Khan ameB§2007) found that authors often
combine objective and subjective risk assessmem. WM expand the discussion in the
literature with several contributions. First, weyide a comparison of subjective/qualitative
risk assessment (as performed by managers) anctigbjguantitative risk evaluation (based
on internal and external data on supply chain yiSk& reveal that managers tend to over- or
under-value the probability and the impact of rigkes. We identify reasons and decision
biases that may explain these differences in thectibe vs. subjective risk assessment.
Finally, we propose several amendments to the gugmin risk management process that
serve to correct the identified weaknesses. Ferghper we have decided to use a case study
approach similar to paper 1, as the topic of suppbin risk management is still evolving and
is highly complex to analyze (Manuj and Mentzer @00A proper analysis thus requires

direct access to relevant data and managementpngakiase study ideal.
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[ll.2. Literature review

[11.2.1. Objective risk assessment

The most widely cited definition of risk stems fratacision theory, in which risk is defined

as the variation in the distribution of possibletommes based on their likelihoods and
impacts. In a hazard-focused interpretation of, riilsk probability of an event is multiplied by

the negative business impact (Christopher and RP&€4). A number of authors support

objective (quantitative) risk assessment withowgcdssing the potential problems arising
from this approach. Gleissner (2004), for exampl@mposes a quantification of risks by

determining the scope of the overall risk exposafra company with a risk analysis. Risks
should be simulated in financial terms using Mdbé&lo analysis, and this analysis should be
integrated into the corporate planning and prafi bbss (P&L) statement. Hauser (2003) also
proposes a quantitative assessment with financ@defing to simulate adverse events in
business processes and to determine the eventpatiron P&L and balance sheet. Potential
drawbacks to this approach are not discussed. iBedtral. (2004) are among the small
number of authors who develop a simulation to estiinthe probability distribution of supply

chain losses caused by disruptions. Their researébcused on one single risk, using an
analytic model with simulation but without empiricdata. Wels and Winter (2006) also

develop an analytic model of dependencies betwékrisks.

To quantify risks, risk measures are necessargn@rtet al. (1999) analyze the coherence of
risk measures. A coherent risk measure fulfills tnigeria of translation invariance, sub-
additivity, positive homogeneity, and monotonicityalue at risk (VaR) is only coherent for
normally distributed losses, as it does not fulfile criteria of subadditivity for other
underlying distributions. However, other measumgh as expected shortfall, are also sub-
additive and therefore coherent. For our analysiR V6 sufficient, as we are not adding up

risks but merely comparing them.

In risk management in the banking industry, theeB& o mmittee defines operational risk as
the risk of loss resulting from inadequate or fhileternal processes, people, and systems or
from external events. This risk has to be calcdldieancially. When compared to the
primary risks for which models exist (i.e. markataredit risk), however, operational risk is

much harder to calculate. This is due to the difficof identifying or assessing all levels of
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its many sources. Basef provides guidelines for three broad methods oftahpalculation

for operational risk. The Basic Indicator Approashbased on the annual revenue of the
financial institution. The Standardized Approacimsiders the annual revenue of each of the
broad business lines of the financial institutidfinally, the Advanced Measurement

Approach is based on the internally developed nsdasurement framework of the bank,

adhering to defined standards (Jorion 2007). Inmsary, a standardized methodology or
theory for the quantification of risks that wouldlow assessment and comparison of
identified risks does not exist. Furthermore, thegarity of articles in the literature focus on

descriptive/qualitative models, rather than objegtjuantitative ones (Tang and Musa 2011).

[11.2.2. Subjective risk assessment

Other authors propose a qualitative risk assessn@# and Gopalakrishnan (2009), for
example, conduct a case study in the retail ingu3ine authors use a best guess qualitative
risk assessment from a manager’s perspective Ing tise frequency during the last six years
(low to high) for the probability and the impacttime past and in the future (financial and
non-financial). Thun and Hoenig (2011) perform ampeical study in the German
automotive industry. Risks are assessed on a buat-scale measuring probability (from
very low to very high) and impact (from weak to g In a case study of the company
Bosch, Moder (2008) applies a qualitative risk asseent using a risk matrix with the units
low/middle/high for impact and probability. Shetind Rice (2005) propose a qualitative
assessment of risk and vulnerability. The vulnéditgbmap defines disruption probability
(from high to low) and consequences (from lightstvere). Hallikas et al. (2005) assess
impact from none (insignificant), minor (single, a&lin losses), medium (short-term
difficulties), serious (long-term difficulties) taatastrophic (discontinue business) and
probability from very unlikely (very rare), improbi@ (indirect evidence), moderate (direct
evidence), probable (strong direct evidence) ty yeobable (recurs frequently). Losses are
defined in terms of financial consequences (e.gts3oas well as in terms of immaterial
consequences (e.g. trust, reputation, and degoadati knowledge), which are difficult to
convert to monetary value but have long-term finaneffect. Elkins et al. (2007) construct a
subjective risk map without collecting extensivatistical data. Their approach is very
pragmatic: a team can subjectively place risk iadyants based on discussions. The impact

should also include an intuitive assessment of difficult and costly each risk is to mitigate.

4 In December 2010 a preliminary version of Basehifls introduced in response to the deficiencidmancial regulation revealed by the
global financial crisis (Slovik and Cournéede, 2011)
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This approach is designed to allow an assessmetiteoprobability and severity of risks
without excessive data collection. A subjectivd& assessment makes it possible to prioritize

risks quickly and cost-effectively.

Qualitative risk assessment, which relies on tligpeent of managers, is thus a common tool
for risk assessment. Authors recommend this apprdacits ease of implementation and
quick results. However, its proponents do not aity of the problems that might arise with
purely qualitative risk assessment; neither do tleeynpare their results to objective

guantification to judge the quality of subjectiv@sassment.

[11.2.3. Objective versus subjective risk assessment

Khan and Burnes (2007) distinguish between a stibge¢qualitative) and an objective
(quantitative) view of risk. In their opinion, i inot clear how the choice of a subjective vs.
objective approach influences the selection ofaanéwork and tools for supply chain risk
management. They further discuss whether risksldhm measured objectively and agreed
upon by all personnel/managers, or if risks areaaly sufficiently objective when based on
individual perceptions. They found that various $€CRuthors mix objective and subjective
risk assessment: some use the subjective termsejpgon” and “perceived,” while others use
the term “probability,” indicating an objective kimssessment. Aven and Renn (2009) argue
that when risks have potentially major consequersces a high degree of uncertainty and
complexity (e.g. terrorism), risk assessment shaddbeyond probabilities and expected
values and should also include a qualitative apgroand scenario building instruments,
which can provide a more complete picture of thek.riZsidisin et al. (2005) discuss the
concept of expected value as a tool for risk assest arguing that focus should be put on
risks with the highest expected value. Howevely tiegard the expected value as problematic
for low probability, high impact events; such ewetdnd not to be in focus due to their low
expected value. Further, the expected value approequires an awareness of all relevant

risks as well as confidence in the estimated pritibabnd potential impact of those events.

Norrman and Jansson (2004) also discuss both nethbloey propose a quantitative
definition of risk as the probability of an eventitiplied by the negative business impact of
the event. They suggest placing the risk into k m&p. They also agree that uncertainties
have unknown distributions and that as soon asjtia@titative definition is abandoned for a

broader more business-oriented one, the term “bgikkomes less clear. Olson and Wu (2008)
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also discuss qualitative vs. quantitative assessamgoroaches. Qualitative risk management
depends on the management’s attitude towards a Mskagers are often insensitive to

probability estimates and tend to ignore eventsttiey perceive to be unlikely. Other studies
prefer an objective treatment of risks through dgiaation and propose an analysis on how

managers should make decisions.

Harland et al. (2003) state that risk assessmeniidhiake into account intangible losses (e.g.
reputation or trust) as well as clearly identifalfinancial implications. One result of their
case study was the insight that different levelsn@nagement have different levels of
visibility. It was very difficult for managers tossess probabilities accurately. The managers
had to use judgment and creativity. They revealet the availability of data on risk

probabilities and impact was poor and not collectadinely in the supply chain network.

March and Shapira (1987) argue that managers aie iggensitive to probability estimates;
managers are more likely to define risk in termsragnitude of loss, such as maximum
exposure. Managers focus on critical performanageta and become more risk averse when
performance is above targets. Individuals do natfrdo not understand, or simply do not use
precise probability estimates. In various caseistu(Rice and Caniato 2003, Zsidisin et al.
2000 and 2004) it was found that companies recegttie importance of SCRM, but invest
little time or resources in managing SC risks. Doehe small number of available data
points, strong estimates of probability and imparet difficult to obtain; cost/benefit analysis
is likewise difficult to perform. Furthermore, maysas tend to underestimate disruption risk
in the absence of accurate information. They ignemy unlikely events because there is no
benefit in solving problems that never happen. Taod Hoenig (2011) assume a decision
bias in their survey: managers estimate a largpaahfor incidents with a higher likelihood,
because they re-evaluate the magnitude of impasdoan the expected value. Ritchie and
Brindley (2007a) argue that factors such as attgutbwards risk, previous experiences in
similar decision situations, and known or antiogghtewards and penalties can have an
impact on the risk perceptions of managers of amjidecision, thus influencing their

responses.

The results described above collide with the walinkn concept of thehlomo economicus,
which states that people are capable of rational decrsiaking and motivated by self-

interest to objectively optimize their output ofedetermined goals (Simon 1955). This
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concept was the basis for the majority of reseancte field of supply chain management
(Carter et al. 2007). However, many researchere fiawnd that individuals have problems
judging probabilities, making predictions, or atfgng to deal with uncertain decision

environments (Fischhoff 1982, Hogarth 1987, Thal@0). To explain those decision biases,
Carter et al. (2007) define nine categories forfittlel of supply management (Appendix 2).

[11.2.4. Contribution to the literature

In this paper we review the questions posed by Kaad Burnes (2007) regarding the
implications of the subjective and objective (gi#ive versus quantitative) assessment of
risk. We investigate how the chosen approach inftee the choice of tools for supply chain
risk management. We quantify the identified riske @ompare the results to their subjective
assessment to better understand the value of §joatitin for supply chain risk management.
The nine risk bias categories proposed by Carteal.e{2007) are used to explain the
differences between subjective and objective risteasment. Juettner et al. (2003) identify
developing a better understanding of risk assessaleng the supply chain and developing
more practicable approaches to guide the proceisspastant areas of further research in this
field. Further, they assume that systematic diffees in the risk concepts are dependent on
the specific supply chain and/or industry cont&ar research provides new insights in this
direction: by focusing on supply chain risks in pedfic industry and analyzing the
differences between objective and subjective redeasment, we suggest ways to revise and
improve supply chain risk management. This papecifipally focuses on the fast moving
consumer goods industry. This research contribtdea better understanding of the most
effective assessment tools and steps for use kmranagement in supply chains (or supply
chain risk categories). This study proceeds aldmgfollowing steps: first, we compare a
subjective/qualitative  risk assessment performed byanagers against an
objective/quantitative risk evaluation based oerinal and external data. We then discuss the
differences between the objective and subjectisk aissessments. Specifically, we identify
decision biases that help to explain why managgrd to over- or under-value the probability
and impact of risks. Finally, we propose some dadaptto supply chain risk management to

correct the identified weaknesses.

[11.3. Methodology — Data collection and analysis
The basic choice of methodology and sampling i€rilesd in Chapters 11.3.1. and 11.3.2. For

the research areas defined above, we set up seddtuerviews to gather data. The results
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were analyzed by logical conclusion and quantiéatiwalysis. Our data collection process
consisted of the following steps: In the first rdyd9 interviews were conducted to identify

the risks in the supply chain. In the second rodriimanagers were interviewed to obtain
their subjective risk assessment of the identifieks. In the last round, 13 additional

interviews were held for the objective risk asse=sinto gather and understand the objective
data. A list of interviewees appears in Appendix 3.

The number and content of the successive intervigare based on the concept of emerging
theory (Glaser 1978), that is, exploring relevgmtaming questions until saturation. For risk
identification, we interviewed four employees frahe global supply chain department in
corporate headquarters (head of the SC, supplyhat@itrolling, production steering, and
SHEQ). We also talked to the purchasing departmmeinly responsible for the business unit
under review (head of purchasing, employees redpendor purchasing bottles and
packaging, raw materials, and transportation) amel @mployee from the international sales
department. The regional perspective of the sugplgin in WE, CEE and MENA was
obtained in interviews with the head and the empsyresponsible for the production
steering and the logistics and materials manageriéatfulfill the validity requirements by
using multiple sources of evidence; that is, wemviewed different managers at different
levels, regions, and departments. The first andrgbaounds of interviews were semi-
structured and lasted for 1.5 to 2 hours. The nstmectured approach allowed us to attain
internal validity by ensuring comparability betwedme interviews. We also requested
independent documentation to ensure triangulatidgheoverbal responses (Stuart et al. 2002).
The semi-structured questionnaire focused on theagexrs' view regarding the identification
and assessment of risks. The third round focusedata collection and explanation. The
interviewees selected differ significantly from baother. Interviews were held until
saturation had been achieved (e.g. Glaser andsStid367).

Detailed notes were taken during the interviewsthasinterviewees felt uncomfortable with
recording. The interview write ups were analyzed aategorized using Microsoft Excel. We
followed the grounded theory methodology of systi#enarganization and constant
comparison of data within and between interviewsubiyng open, axial, and selective coding
(Glaser and Strauss 1967). Where appropriate, iedren literature as another source of
data (Glaser 1978). Regarding internal validity,re@iewed the answers by placing different

patterns on the results, i.e. we analyzed the tefiyl work experience, region, hierarchy
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level, function, and department (Stuart et al. 2002 ensure rigor in the data collection and
analysis we applied the following criteria: creditj transferability, dependability,
confirmability, and integrity (Hirschman 1986) aslias fit, understanding, generability, and

control (Strauss and Corbin 1998) (see Appendix 1).

I11.4. Subjective risk assessment in the case study compan

To obtain a subjective assessment of risks in wip@lg chain, we conducted 16 interviews in
the case study company. We used the developedvirarkes a guide for risk identification
(Appendix 4). In a second step, we consolidated eatdgorized the identified risks. We
selected all risks that were named at least twidhe identification phase. We categorized the
risks by region/department to ensure that the memsagpsessing the risks actually work in the
corresponding region/department. (For example, poacasting was only assessed by the
supply chain and sales departments, where theigisictually applicable, and not by the
purchasing department.) The interviewees were theen a 5x5 matrix with impact
represented on the x-axis and probability on tlaxig- Interviewees were asked to place the
risks on the matrix. The managers were asked &saghe mid-term (i.e. 1-2 year) effect of
the risks in terms of probability and impact. Mat+h effects were assessed on a scale from 1
(very low) to 5 (very high), with a focus on manegeesponsibility (e.g. Sheffi and Rice
2005) compared to today’s performance (Ritchie @&vthdley 2007a). At least three
managers, each with different areas of expertise¢ background, assessed each risk.
According to Clemen and Winkler (1999), this is essary when combining experts’

probability distributions in risk analysis. Managessessed one risk at a time.

Based on the completed matrices, we reviewed tiles rand selected eleven risks to be
guantified further for comparison with the subjeetiassessments. Figure 3 presents an
overview of the mapping of the assessment of sededsks. Every risk can be seen as an
independent sub-case study within the case studyiois authors recommend four to ten
case studies as sufficient for theory-building jmses (Eisenhardt 1989, Ellram 1996). Here,
eleven risks were evaluated due to good data &iiétyaand to achieve theoretical saturation
(Glaser and Strauss 1967). We selected risks Wwéhighest risk number (probability times
impac®) (e.g. Christopher and Peck 2004) and further resuhat different key risk

categories were analyzed, i.e. operational versugmtive risks (Tang 2006a).

5 FMEA uses a risk priority number calculated by siyeimes occurrence times detectability (ratingnfi 1 ‘no effect’ to 10 ‘very high’)
(e.g. Pujawan and Geraldin, 2009).
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Figure 3: Subjective risk assessment by managers

1. Price volatility
2. Poor forecasting

Changes in customer logistics
-* requirements
Political instability
Complexity
Single sourcing
Increase in transportation cost
Dedicated production
Poor transportation/ infrastructure
IT breakdown
Improper execution of launch
process

Probability

A A e

—_— O

Impact

The identified risks are listed in Table 1 incluglithe average estimated probabilities and

impacts as well as their risk numbers and types.

Table 1: Subjective risk assessment

: . Risk
Risk Impact | Probability Number Type
Price volatility 4,00 4,17 16,67 operational
Poor forecasting 3,5¢ 4,31 15,2¢ operatione
Char_lges in custom logistics 3.25 4.38 14,22 operational
requirements
Political instability 4,3: 3,17 13,72 disruptive
Complexity 3,30 3,70 12,21 operational
Single sourcing 3,81 3,15 12,01 disruptive
Increase in transportation cost 2,90 3,93 11,41 ratiomal
Dedicated production 4,50 1,94 8,75 disruptive
Poor transportatiorinfrastructur 2,5t 2,6( 6,65 operatione
IT breakdowi 3,71 1,4¢ 5,4¢ operatione
Improper execution of launch process 2,00 2,50 5,00 | operational

l11.5. Objective risk assessment in the case study company

A central goal of our study is to compare quaMatand quantitative risk assessment. The
goal of quantitative risk assessment is to achamvecalistic as possible approximations with

existing data. We do not intend to develop modelamizing the exposure to the respective
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risks. The focus is on quantifying risks, relying ioternal and external data. When collecting
data for the objective risk assessment, we condueaie additional 13 interviews with

managers in order to understand the risks as weth@ available and derivable data. Then
specific data requests as well as dedicated ctingadnalysis were triggered. For the risks
that are analyzed based on sales value and notalost, we used the contribution margin as
the basis for our comparison, multiplying the safelsie with an average contribution margin
of 45% for a product. By using the contribution giarwe included lost EBIT as well as

fixed cost, which are no longer covered. For theaming risks we used the additional cost

incurred.

[11.5.1. Price volatility

The risk of price volatility is a reflection of tHictuation in prices of raw materials used in
production; materials costs have a direct influenoethe cost structure of the company.
Reviewing the historic feedstock price developnreneals a high degree of volatility, with a
peak in 2008. As a basis for its hedging activitidee case study company performs a
monthly assessment of feedstock prices. Becausedbe study company is in the fast
moving consumer goods industry, the managers asdhatea price pass-through to the
retailer is not possible in the short term. Thesabidation of retailers in certain countries is

very high, so they can exert pressure on the maturex (e.g. Weise 2008).

Feedstock prices are described by stochastic pgesgsvhich are the basis for derivatives
pricing. Short-term supply and demand imbalancgsifstantly impact spot prices. Hamood
Al-Harthy (2007) reviews the following stochastiit price models: the Geometric Brownian
Motion (GBM) and Mean Reversion (MR). The main pmdjes of the GBM are that price
changes are independent of each other and priceyebdnave a constant mean and volatility.
According to Blanco et al. (2001), the followingsamptions are not fulfiled when modeling
energy prices with GBM: they are not ‘exactly’ lagmally distributed; extreme price
changes may be underestimated by the lognormalldigon; volatilities are neither known
nor constant; and results for very high volatifitiare not reliable (e.g. above 300%).
However, the model is still used, thanks to its@iaity and fewer input parameters (Hamood
Al-Harthy 2007, Blanco and Soronow 2001). MR inawgies the tendency of energy prices
to revert towards an equilibrium price level theusually governed by the cost of production
and the level of demand. Mean reversion models ireqgthe estimation of additional

parameters such as the mean reversion level (kEnng-equilibrium price) and the mean
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reversion rate (speed at which prices revert) (@&aand Soronow 2001). Oil prices tend to
follow an MR process in the long term (Bessembireteal. 1995, Hamood Al-Harthy 2007).
As this study is interested in the medium-term ,risle consider GBM the more suitable

model.

At the case study company, the forecast for thennfeadstock prices is purchased as an
“expert opinion” from petrochemical consulting exige The forecast also includes the
current market developments, i.e. the supply antashel situation of the feedstock. The
variation around the mean is derived from histdrdzta. Then, using the software @RISK,
cones of uncertainty are calculated per feedstoaked on historical volatilities and
correlations with other feedstocks. The analysigpasformed for 36 feedstocks in three
regions. The data has been analyzed and results prvevided directly from the purchasing

department.

For the main products per region, recipes are gealiby the research and development and
purchasing departments. Raw materials bought fropplers are split into feedstocks,
conversion cost, and margin, based on supplierrmmton or company knowledge.
Alternative recipes can be entered into the modehulated, and compared. Using the
forecasted feedstock data the case study compamylades contribution margins for the
respective business unit and region. For our sitimmathe most volatile raw materials,

representing roughly 50% of the contribution mamgxposure, are included.

We simulated the cost effect of feedstock volatilitr a year. As a reference point for the risk
we take the contribution margin of the past yealy(2009 to June 2010, 1,358.9 m EUR).
The mean expected contribution margin for the n@dr (July 2010 to June 2011) lies at
1,320.3 m EUR, leading to a risk of 39.5 m EUR. WMétprobability of 95% the contribution

margin will not fall below 1,309.7 m EUR (risk 002 m EUR) due to increased feedstock

prices.

[11.5.2. Non-delivery analysis

The risks related to poor forecasting, impropercagen of the launch process, poor
transport/infrastructure, and IT breakdown werelyaeal together using the same data basis
and analysis form. We base our calculation on ansomcontrolling analysis performed by

the case study company. The company accounts éoy evder placed but not fulfilled with a
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system of six codes and 14 sub-codes specifyingrehsons for non-delivery. The data
consists of monthly non-deliveries for 2.5 yeard (@onthly non-delivery values from
January 2008 to July 2010). The data is on ordex level and includes month, country,
product, value in Euro, reason, and sub-reasorthiomon-delivery. Main reason codes are
order management and administration, IT, productsates, supplier, and transportation and
warehousing. The customer service department aemlyre reasons and values for the non-
deliveries on a weekly basis. Non-deliveries aeady assigned to reason codes, which are
agreed upon by all departments. This process aalgsas ensure that the correct reason code
is chosen and the non-delivery can be directlydthko one unique reason code. As not all
non-deliveries lead to lost sales, they have tadjasted for follow-up orders, which are not
formally documented. Based on their experienceegent years, management estimates that
only 30% of non-deliveries result in lost sales;dese many customers directly place another
order if the current order cannot be fulfilled. €zclude the effects from any increase or
decrease in sales (i.e. higher sales may prodgtehnon-delivery volumes), we relate the
monthly lost sales to the sales value in the rdgmemonth, creating a non-delivery share of
sales per month. We then fit a distribution to 8ievalues of the non-delivery ratio using
@RISK, relying on maximum likelihood estimators (HL The MLEs of a distribution are
the parameters of the function that maximize thebability of obtaining the given data set
(Aldrich 1997). We compare the input data with titied distribution in the same graph and
review the probability-probability (P-P) and quderijuantile (Q-Q) graphs which plot the
distribution respectively percentile values of tin@ut data versus the distribution of the
results. For a good fit the P-P and the Q-Q grapbsearly linear (Wilk and Gnanadesikan
1968). Further, a review of the fit statistics vpasformed: the chi-square test, Kolmogorov-
Smirnov statistic and the Anderson-Darling statistiere reviewed (e.g. Stephens 1974,
Anderson and Darling 1952). We also reviewed tivalpe describing how likely it is that the
fitted distribution could possibly have generatbd original data set (e.g. Fahrmeir et al.
2001, Schwarze 1997). After the fitting to calcel#he yearly risk impact, we simulate the
monthly lost sales twelve times by multiplying tified distribution with the average

monthly sales value and the 30% adjustment factdraald them up for the one year value.
l.5.2.1. Poor forecasting

To calculate objective risk, the risk of poor faasting is split into an under- and over-

forecasting risk. As the product portfolio is diserand includes a large number of products, a
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situation with simultaneous under- and over-foréngds possible, and both can be analyzed

separately.

The risk of under-forecasting is defined as nodpmng enough products and not being able
to fulfill the demand (e.g. Chopra and Sodhi 200nalty costs were ignored in this case, as
they are currently only applicable in one countndare insignificant. We fitted a beta
general distribution to the non-delivery ratio lhem the best fit of the chi-square statistic
and a p-value of 0.9902. The lower bound was sdl tAs risk analysis we reviewed the
average lost sales per year and the 95 perce@tileaverage, 9.45 m EUR are lost sales per
year caused by under-forecasting. With 95% proligpihe lost sales will not be above 11.14

m EUR in one year.

The risk of over-forecasting is defined as the canypproducing excess quantities and
having to store the additional products in the wWwatese, thus incurring additional
warehousing and capital costs. Based on interntd, da the case study company the
inventory is stored for an additional month befdrean be sold; on average, 2.6% of the
products become obsolete. Inventory holding co&0k and cost of capital is 10% for one
year of the inventory value measured in manufaogudost. A monthly analysis is provided
with data on the over-forecasted volumes in tonge B the limited data availability (only
seven data points), we relied on the sample avansgead of fitting a distribution. Based on
the sales volume per month, the average share @fforecasted items per month was
calculated. According to the case study companyndiudes an average value of over-
forecasting into production planning and also adjushe production short term.
Consequently, we assume that it can handle theageesver-forecasting volume and regard
only the positive deviation from the average assk. Based on deviations from the over-
forecasted values, the production cost for the @ aeventory is derived. The company holds
this additional value every month on top of theuiesd inventory. It is multiplied with the
average inventory holding cost as well as withaberage obsoletes rate to calculate cost and
write-offs per year. An average risk of 0.7 m EU& pear is identified. To calculate the
maximum impact, we took the highest deviation fritva average over-forecasting rate and
performed a similar calculation. The maximum rigkower-forecasting accounts for 2.4 m

EUR per year.
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[.5.2.2. Poor transportation/infrastructure

This risk encompasses as all problems that migbé aluring transportation to the customer,
such as shipment or distribution problems resulim@g non-delivery or not fulfilling the
promised quality and quantity. The issues can gelany delay in transport or damaged
goods as well as problems in the distribution betw¢he warehouses that lead to non-
deliveries to customers. We also used the non-elglianalysis to quantify the risk and fitted
a lognormal distribution based on the best chi-sgstatistic and a p-value of 0.8356. The
mean lost sales lie at 1.01 m EUR; with 95% theywat exceed 1.56 m EUR per year.

1.5.2.3. Improper execution of launch process

The risk of improper execution of launch proced$sreeto issues arising during a launch or re-
launch process. Main problems that lead to non/deés to the customers are that artworks
are not ready, a launch or promotion decisionkeraoo late, or the relevant master data is
not available. As for the risk of poor forecastiag used the non-deliveries analysis as a basis
for the risk quantification. We fitted a beta geaiatistribution, which had the best chi-square
value and a p-value of 0.8877. The lower bound seito 0. The mean lost sales lie at 496 k
EUR; with 95% probability they will not exceed 6K&EUR per year.

11.5.2.4. IT breakdown

IT breakdown risk refers to problems with the sysehat lead to issues in the IT dependent
processes, such as master planning or productaomiplg, and which ultimately lead to lost

sales (e.g. Jimenez-Rodriguez et al. 2009). We tileedon-deliveries data for our analysis

and proceeded as described above. We fitted a gadistrébution based on the best chi-

square statistic and a p-value of 0.4235. The geelast sales lie at 278 k EUR; with 95%

probability they will not exceed 485 k EUR per year

[11.5.3. Changes in customer logistics requirements

The interviews revealed that cross-docking is al&gistics trend in this risk category. Cross-

docking is a logistical activity that consolidasspments from inbound trailers to outbound

trailers in buildings known as cross-docks (Yangle2010). The goal of cross-docking is to

eliminate storage costs by moving inventory to aongrs as quickly as possible. Cross-docks
can exist in different forms. Bartholdi et al. (20®&uggest classifying forms of cross-docking

as either pre- or post-distribution. In a pre-dsttion cross-dock (Figure 4), the destinations

are predetermined and labeled on the shipmentseb#fey arrive at the cross-dock. Workers
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can then transfer the shipments directly from thtsound to outbound trailers. The cost of

picking and labeling are thus incurred before thess-dock — in our case by the

manufacturer.

Figure 4: Pre-distribution cross-dock
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In a post-distribution cross-dock (Figure 5), inbdureight arrives without a pre-determined
destination, and workers at the cross-dock ashigmi¢stinations to the shipments. This offers
several advantages: postponing the final destinsitimaintaining confidentiality of the final
destinations, and delaying the certain value-addictivities, such as price-tagging and re-
packing, to the cross-docks. A post-distributiomssrdock normally requires more floor

space for these value-adding activities, in ouedasurred by the retailer.

Figure 5: Post-distribution cross-dock
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An extensive internal analysis at the case studypamy, including an external expert panel,

was used to develop cost scenarios for the twosatosking options. Based on management
information, cross-docking will mainly be performdsy large customers, as a certain
investment and volume, as well as a fitting stameicsure, are necessary. According to
internal and external information, the share ofssrdocking will increase in the next years

(Saddle Creek 2008). Management expects that cessowill mainly focus on pre-
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distribution cross-docking activity, as the compargroducts have a high volume and rather

low value.

For our calculation we analyzed the warehousingtear@sportation costs for a relevant set of
countries. We divided the warehousing cost into elvause management, storage cost,
handling cost, and return handling cost. The irgleoase study indicates that a cost increase
is only expected for the handling cost. We likewttigided the transportation cost into
transport management, plant to distribution centéamnt to customer, distribution center to
distribution center, distribution center to customand return transport cost. For cross-
docking a cost increase is only assumed for thé tmshe customers. Based on the
assumption that only large key accounts implememgszdocking, we reviewed the top five
customers per country and calculated their shaveaoéhousing and transportation cost based
on their volume share. The cost increase for wargihg and transportation are known from

on the internal case study.

Based on a survey by the logistics company SaddiekOCorp. of 547 industry professionals
on cross-docking trends and internal informatiore, @pect 25% of the key accounts to
invest in cross-docking in the next few years. Whilis calculation is not exact, it is a solid
approximation given the sensitive nature of thernmfation from the key accounts and the
uncertain nature of the decision processes behinBewveral authors describe situations in
which cross-docking did not have the desired effed. Jonsson and Silver 1987, Waller et
al. 2006). Therefore, we modeled it with a binond@tribution with a probability of 25%, as
without better information any key account is etuéikely to switch to cross-docking. On
average this results in a cost increase of 5.6 R.EWith a probability of 95% the cost

increase will not exceed 9.3 m EUR per year.

[11.5.4. Increase in transportation cost

The risk of an increase in transportation cosemfl the growing cost of distributing goods to
customers, especially due to increasing energyscastl taxes for COemissions (e.g. van
Hoek and Johnson 2010). This risk is defined adethel of increase compared to the current
transportation cost. Based on an extensive analygiast transportation cost, this risk can be
split into the segments shown in Table 2 accordmgnternal company information. The
managers assess the likelihood of a short-terne pass through to retailers and customers as

low.
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Table 2: Elements of transportation cost

Cost segments Cost split

Labor cost 29%
Distance-dependent cost (e.g. fuel, toll 26%
Truck maintenance 14%
Fixed cost (depreciation, financing etc. 17%
Other 14%

Surprisingly, only about one-fourth of the totalrtsportation cost depends on distance-related
factors such as fuel prices. A fuel price analgdte would, therefore, not constitute a full
and complete risk assessment. Our analysis is baseekternal data from the European
Commission (Eurostat 2010). Based on this datakEtirepean road freight transport industry
is dominated by the major economies - Spain, Fraltaly, the UK and Germany (also the
core markets for the case study) - in terms of thenber of companies, turnover,
employment, and investment. Turnover and employmienthe European road freight
industry have shown a sustained increase betwe@d &0d 2008. The industry’s growth is
the result of an increase in both volume and pritgsto 2007, ton-kilometers followed a
similar stable growth path, but suffered a downturr2008 under the impact of the wider
economic crisis. The presented risk quantificatelies on the output prices (producer prices)
of the EU 27; these are defined as the average plewelopment of all goods and related
services resulting from that activity and sold desand outside of the domestic market. The
data is indexed based on the year 2006. The ind&8is calculated as average of the whole

first year.
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Figure 6: Development of transportation output prices
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Based on the data of Eurostat (2010), a lineardtreas derived from the index by a
regression analysis tRf 0.6775) and projected to the future. Additidpalve calculated the
deviation from this projected value and fitted gistic distribution to the resulting data based
on the best chi-square statistic and a p-value@825b. Using the 2009 transportation cost as
incurred by the case study company and the praleicteex data, we calculated the cost
increase for defined points in the future. Transgan cost at the end of 2012 is expected to
be 124.2 m EUR, compared to 120.5 m EUR at theo#2009. There is a probability of less
than 5% that the cost will be above 126.6 m EURhd@wee a value comparable with the other
analysis, we calculate the difference to the actoal. For the mean, the risk lies at 3.7 m

EUR per year; with 95% the risk will be below 6.150R per year.

[11.5.5. Complexity

The risk of complexity refers to problems that cbatise as a result of the high complexity of
goods and/or processes — for example, an unprigfitaboduct or insufficient process
standardization resulting in a lack of economiesaafle. Put plainly, this risk describes a lack
of knowledge of the costs hidden in inefficiencddsall kinds. Quantification is difficult; for
example, according to Perona and Miragliotta (200%re is currently no known method for
defining and measuring the complexity of a manufiaay or a logistics system, and likewise
no way of knowing whether and how this complexityll vactually affect the system'’s
performance. To quantify this risk we relied on extensive internal analysis of the
complexity involved in purchasing, in the produatiprocess, and at the product level. This

analysis was conducted over a period of 5 monthkisvath high resource involvement. The
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analysis focused on complexity visible to the costo (e.g. brands, packaging) and internal
complexity (e.g. processes, recipes). The follomamgcess steps were reviewed to assess
complexity: raw materials, packaging materials,cpssing, distribution and logistics, and
sales and marketing. This resulted in an averadgeboh EUR (and a maximum 30 m EUR)
of potential one-time cost reduction. The main searof complexity were identified as a
multitude of brands, formats, formulas, packagingtenals, and raw materials. The case
study company has unveiled the detailed steps atadaf this analysis to the research team.
Due to reasons confidentiality, however, only thwe above figures can be released. While
these numbers represent a strictly ex post peigpedhe data was compiled while the
subjective risk assessment took place and, thexefepresent a solid approximation of the
risk described by the managers from their perspecti

[11.5.6. Single sourcing

The risk of single sourcing is defined as the peod supply risk resulting from dependence
on one supplier (e.g. Zsidisin et al. 2004). Tchgatdata about the number of single sources
in the case study company, we were given a listlgfurchases performed in 2009 including
material, supplier, and purchase order value. Baseithis list we identified all materials that
were sourced from only one supplier. We confirmleel identified single sources with the
purchasing department. A purchaser with experiencéhe main single sources in each
category also provided additional information. As are focusing on the maximum impact of
a supplier default, we have chosen to review tiitecar raw materials and packaged goods,
i.e. the raw and packaging materials that are sacggor the core and high sales products of
the company.

After identifying the single sources and ensuringttno back-up supplier was in place for
those supplies, we linked the raw materials tofihished goods using the bill of material.
The net external sales and contribution margin wes&lable for analysis for all finished
goods. To estimate the net impact and to test wendtie single source was a critical single
source, we reviewed the following issues as basistr quantification: time for qualification
of a new supplier/new raw material, bottleneckthim pre-raw materials, number of plants of
the supplier, qualification of second plant, timéhormation about product discontinuity,
and extra stock/inventory of goods.
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As stated above, supply and/or price risk are tagsible results of a dependency on a single
source. For each of the single sources we idedfifiee assessed whether supply or price risk
was likely to be affected. We further assessed twtical the single source really is; that is,
whether the effect on price and supply was likelyp¢ minor or significant. According to the
purchaser, it takes an average of three monthsiatifg) another plant by the same supplier
and about four months to qualify a new supplier. the identified sources, it can be assumed
that there is sufficient finished product inventdor two months. For all single sources
except for two, a second plant exists. For the rangtal single source the maximum impact
is 15.7 m EUR.

[11.5.7. Dedicated production

The risk of a dedicated production facility can defined as the risk of major problems
arising in a production plant that is the only s®ufor a particular product. The case study
company has one plant that has dedicated produciiarertain goods. A problem in the plant
or even on one line would cause product stock toaut and result in lost sales for these
products. To identify critical products, we startgdidentifying the product groups produced
in the plant by line. In a second step, we disalisise possibility of an alternative production
line and, afterwards, the possibility of an altéiwea production site, in management
interviews. For all goods that can only be produrethis plant, we checked whether they
could also be produced on a second productionainé, if so, how much time and cost would
be needed. To better assess the scenario of &inelfailure, we conducted management
interviews in the plant to identify the requirech& and investment for rebuilding the line.
Afterwards, we evaluated the scenario of a fulhpfailure, including how much time it takes
to switch to an alternative source - e.g. contraahufacturer or internal switch - including
R&D qualification time. We also reviewed substituti alternatives for the respective
products, e.g. change of bottle size. As a restdtmapped the potential consequences for
events stopping one or multiple lines or the enptant, including all system-inherent
mitigation measures and their consequences. Basgethi® information we calculated the

potential risk impact of a line failure and/or amt failure.

The identified products were matched with their agternal sales value. As the average
inventory holding time in the company is two monttige inventory buffer was set to this
level for all analyzed products. We calculated lesles per item based on the net external

sales and the time required to set up a new lirgalify outside production, and adjusted for
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the inventory still on hand. As variable costs @b arise if the line or plant is out of service,
they do not contribute to the risk impact. As &defl costs are expected to remain unchanged,
the firm effectively loses the complete contribatimargin per product (that is, the net
external sales minus the cost of goods sold). Tlegms corresponding to the lost net
external sales described above were, therefore, aseisk impact. The full risk impact was
approximated by adding the respective rebuildingestiment per product. For total plant
failure (including all production lines) the maximurisk impact is 14.9 m EUR. For a single

line failure the maximum risk impact is 1.7 m EUR.

[11.5.8. Political instability

For the case study company, the risk of borderucéss due to political instability applies
exclusively to its business in the Middle East &wtth Africa® The risk mainly refers to
cross-border business between two or more countrigernal political instability is of less
importance, as the products in question are basiegsities. To evaluate the impact of this
risk, we mapped and analyzed the company’s cros$ebdusiness. Most organizations in
each country produce for the national market; ihidue to the relatively low value of items
and the comparatively high cost of transportatidareover, country-specific production
reduces dependency on other countries, which igrtapt in regions of political instability.
To reduce dependency on sourcing from other casjtplants often store a higher share of
raw materials compared to finished goods. This esssuhat production will not be
interrupted, even in the event of political or berdlisruptions. Three countries in the case
study’s supply chain, however, depend on impoxsfiother countries: Tunisia, Syria, and
Lebanon. Tunisia imports a certain product catedamn Algeria, while Syria and Lebanon

each import one product category from the other.

To quantify this risk, we created a hypotheticargrio involving a complete ban on imports
and a full border closing. We used data on theertdrnal sales and contribution margin for
the respective product categories and countries lasis for analysis. Based on interviews
with local management and the time required tougetinother delivery route via a third

country, the delivery ban is set for one month.n&-ononth import ban would result in a loss
of 117.7 k EUR in Tunisia; 458.3 k EUR in Lebanand 16.7 k EUR in Syria. In case of a

two-month import ban or set-up of alternative sypgiain routes, the monthly values are

5The revolutionary events in North Africa in JanuaBi1 took place after the present research study.
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added. The risk is calculated as a combinatiomefrisk in Lebanon and Syria, as these two

countries depend on each other.

I11.6. Comparison of subjective and objective risk assessant

The comparison of subjective and objective risleassient was executed in three parts. First,
we analyzed the ranking of the risks defined by antpand probability assessment and
compared these to the mean expected risk valuelgTab This analysis does not take
disruptive risks into account; an expected valuengarison is biased due to the low
probability of those risks (Zsidisin et al. 2009)jo compare cost and sales values we
calculated the contribution margin of each riskdaaen the sales value and on an average
product contribution margin of 45% of the salesuealBy using the product contribution
margin we included not only lost EBIT but also #tare of fixed cost not covered by the loss
of sales. We ranked the risks and compared thetheteanks of the subjective assessment. In
this way it was possible to measure the accuradhetubjective risk assessment performed
by managers against an objective benchmark. Seceedcompared the objective and
subjective impact assessment of the risks and,thiedanalyzed the respective probability

assessments.

To identify likely reasons for the difference beemehe subjective and objective assessments,
we used the nine risk bias categories of Cartel.ef2007) as an analysis framework. For
risks showing a high difference between the sulwecand the objective risk assessment,
likely underlying decision bias categories werentifeed and confirmed in interviews with
management. Additionally, we reviewed the diffeescin subjective and objective
assessment in relation to the respective probaliitctions of each risk in order to derive
underlying patterns. For example, we analyzed ffexts of a positive or neutral skew on

managers’ risk assessment ability. The probaldigyributions can be found in Appendix 5.

47



Table 3: Subjective and objective risk assessment

Subjective assessment  Objective assessment
Rank by

Risk Risk Mean in Rank by
Risk Number |[Number |m EUR Mean
Price volatility 16.67 1 39.5 1
Poor forecasting 15.24 2 5.0 4
Changes in customer logistics
requirements 14.22 3 5.6 3
Complexity 12.21 4 15.0 2
Increase in transportation cost 11141 5 3.7 5
Poor transportation/infrastructt 6.6: 6 0.5 6
IT breakdowi 5.4¢ 7 0.1 8
Improper execution of launch process 5.00 8 0.2 7

Overall, the managers’ ability to judge risks ifatively good: out of a total of eight risks,
only two were wrongly assessed, namely poor fotegpasand complexity. The managers
clearly overrated the risk of poor forecasting.cbmparison to the other risks, significantly
more management time is spent on forecasting. Betieg error is closely monitored and
intensively discussed in supply chain managemenetings in regular intervals. As
forecasting is highly prevalent in the departmert & in fact one of its daily tasks, it is often
in the managers’ minds. The managers’ overestimaifothis risk can thus be attributed to

the availability cognition bias.

The product complexity risk, in contrast, was undged by the managers. This difference
can be explained by two decision biases stemmiom fthe nature of the risk. First, the
managers cannot fully comprehend all the detailedntial effects (e.g. the extra cost of
higher flexibility in production and more retoolimgeded) of their broad product portfolio.
Information overload causes unjustified simplifioas of the risks, which in turn leads to
improper assessment. This can be categorized asokdlusion bias. Second, a reference
point bias seems to be at work. The managers haveomt of reference regarding what
complexity may cost the company. This is due onathe hand to the inability of controlling

systems to measure the effect, and on the othedaok of previous studies and figures. The
foci of management analysis are specific productgentories, and markets as well as
decisions for those. The interactions between tlés@ments are not commonly in focus in
management and controlling systems. There is thexafo solid basis for an estimate of the

impact or probability of product complexity.
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Table 4: Subjective and objective impact assessment

Subjective assessment Objective assessment
Impact/95%
Impact | percentile in| Impact

Risk Impact Rank m EUR Rank
Dedicated production 4.50 1 14.9 4
Political instability 4.33 2 1.0 8
Price volatility 4.00 3 50.2 1
Single sourcing 3.81 4 15.7 3
IT breakdow 3.71 5 0.2 11
Poor forecastir 3.54 6 7.4 6
Complexity 3.3( 7 30.0 2
Changes in customer logistics
requirements 3.25 8 9.3 5
Increase in transportation cost 2/90 9 6.1 7
Poor transportation/infrastructure 2)55 10 0.7 9
Improper execution of launch process 4.00 11 0.3 10

In order to include the disruptive risks while alioig the bias in objectively assessing them
as described by Zsidisin et al. (2005) — expectddeyvcomparison is biased due to the low
probability of those risks — we reviewed and coregaonly the impact of the risks (Table 4).
Operative risks do not have a single impact butirt jdistribution of probability and impact
with an expected value. To approximate impact, weduthe 95th percentile (based on the
distributions fitted in the @RISK simulation) to hieve a proper comparison with the
disruptive risks. While a higher percentile coulsbabe referred to, the 95th percentile is used
widely, e.g. in value at risk concepts, and reméairty stable across simulations (e.g. Jorion

2007). Further, the case study company decidedtilsatisk coverage was sufficient.

The risk of political instability (e.g. closed bard) was over-evaluated by the managers. The
base rate bias offers an explanation in this chsgeems that managers tend to remember
vivid anecdotes on this topic, instead of judgihgn objectively. For the directly involved
managers from the region, an availability cognitlmas was identified, as these risks are
widely discussed both at the local level and betwéecal managers and company

headquarters.

As stated above, the risk of product complexity wader-evaluated by the managers; this is
likely due to a control illusion bias. The impadtanoss-docking and transportation cost was
also under-evaluated. A likely reason for this ieeference point bias: managers expressed

that they see transportation cost as a rather nssoe and outside the core competence of the
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company. They therefore set an incorrect referepomt. The assessment of the IT
breakdown risk is very complex, so managers simphié situation and over-evaluate the risk
compared to the objective risk quantification; agdahis is due to a control illusion bias.
Additionally, it can be seen that the distributwmirthe IT risk is highly positive skewed with a
long tail on the right (see Appendix 5). The skesmef the distribution makes it more

difficult for managers to assess the impact.

As a final step we reviewed the objective and stthje assessment of the probabilities for
the risks (Tables 5-7). Due to the nature of tis&s;i they are not directly comparable and
need to be split into three categories: operatiaieds with frequency data available,

operational risks without frequency data available] disruptive risks. The operational risks
with data availability were quantified using thealaf the non-delivery analysis. To obtain a
finer distinction we performed a frequency analydishose risks, i.e. analyzed the number of

order lines for which this risk was stated.

Table 5: Probability comparison of operational risks (with frequency data available)

Subjective Frequency
Risk Probability index
Poor forecasting 4.31 100
Poor transportation/infrastructure 2160 44.4
Improper execution of launch process 2.50 6.9
IT breakdowi 1.4~ 5.2

Based on this analysis, we could see that theofiskproper execution of the launch process
was over-evaluated. Subjectively, managers evalutite probability of this risk as being

similar to that of the risk of poor infrastructurehe frequency analysis, however, shows a
large discrepancy between these two risks. Twadylikeasons for this inaccurate assessment
are the base rate bias and availability cognitias,kas specific cases remain in the managers’
vivid memory and the topic was tackled recentlyitmplementing a pre-defined workflow.

This corroborates the indication for both biasamtbin the analysis of the pure impacts and

the impact/probability combination.
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Table 6: Subjective probability of disruptive risks

Subjective
Risk Probability
Political instability 3.17
Single sourcing 3.15
Dedicated production 1.94

It is difficult to define a probability distributiofor the disruptive risks because historical data
is not available. Even a method such as extremeevtieory, with its goal of deriving
extreme or outlying data from regular data, requimeset of data with normal, non-extreme
values to derive the extreme values of the didioinu(e.g. Furlan 2010); this data was not
available to us. At the case study company, anroegce of these risks has not been recorded
or was not known to the interviewed managers. Diéva risks are dichotomous: either the
event takes place, or does not. In this light,ritks of border closures and single sourcing
appear over-evaluated. Given that operational dekshich occurrences are known show
lower assessment, the impression of over-evalug&iorcreased. Likely reasons for this are a
base rate bias and a control illusion bias. Simgdeances of such events, even if they did not
impact the case study company, are vivid in theagars’ memory. Moreover, external risks
are seen as more critical than internal risks, sedahe company does not have the control

over them.

Table 7: Subjective probability of operational risks (without frequency data available)

Subjective
Risk Probability
Changes in customer logistics requirem 4.3¢
Price volatility 4.17
Increase in transportation cost 3(93
Complexity 3.70

The probability assessment of operational riskgiven in Table 7. Most prominently, the

assessment of increase in transportation costtrilies how uncertainty regarding cost
changes creates a risk to the company. All risksvshigh subjective probability values. For
price volatility, product complexity and increasé@nsportation cost information from

previous periods is given; however, probabilityadfdr the future is not separately available,
but only as an expected impact. The subjectiveingngonforms to the ranking derived from
guantitative assessment as shown in Table 3. Thes-ocking risk stands out as an

exception as it is rated as the most likely riskwidver, it is unclear whether it will come to
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bear at all. The case study company has held atéissussions regarding whether or not its
retailers will implement cross-docking. Retailees/é not yet given any indication of whether
they intend to move to cross-docking on a largdescehe cross-docking risk is apparently
over-rated due to an availability cognition bias. the cross-docking issue was very actively
discussed in the weeks leading up to the intervieéles managers had a high awareness of

this topic.

Reviewing the analyses performed, we arrive afahewing propositions:
Proposition 1: Risk assessment in the supply clexmironment based on subjective,
gualitative management judgment leads to approxiyiatorrect predictions in 70% of risk

evaluations (impact and probability individually cithe joint risk number).

Proposition 2: Risk assessment performed by masaggeviates from objective, quantitative
assessment. The subjective risk assessment miestibeed and corrected for known biases
in the following risk categories:

Proposition 2a: Operational risks with high visiityl (e.g. due to a recent focus on them or a
recent occurrence in the organization) are overteated due to availability cognition bias.
Proposition 2b: The impact of non-core businesksis under-evaluated due to reference
point bias.

Proposition 2c: Complex risks are assessed incalyretue to control illusion bias.

Proposition 2d: The higher the skewness of a distion of a risk, the more difficult the
subjective assessment of that risk.

Proposition 2e: The probability of disruptive risissover-rated due to a base rate bias and a

control illusion bias.

As a result of the propositions, a revision of therent risk assessment process must be
considered. The case study indicates that subgectianagerial assessment coupled with
targeted de-biasing is sufficient to accuratelyeasghe risk situation of a supply chain. This
approach has two advantages. One, management raesegsrovides a reliable basis for
prioritization and development of risk mitigatiolfwo, especially in the complex
environment of a supply chain, this approach resultsignificant cost saving compared to
guantification, which requires massive resourcasg@nbein 2007). A revised assessment

process is formulated as a management implicafitmpaper.
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[11.7.  Managerial implications

The implications of the above findings for managaestwo-fold. On the one hand, subjective
risk assessment is in many cases an acceptabieadite to objective risk assessment. On the
other hand, managers should be aware that sulgeatisessment of certain specific risks is
likely to be skewed due to decision biases. Theeefim the standard risk assessment process
documented in literature — identification, aggréega@assessment, mitigation, controlling — the
step of aggregation/assessment can be amendediudera purely subjective approach that
does not rely exclusively on quantitative assessnWhile the present paper has included a
guantitative assessment of several risks, it has sthiown that quantitative risk assessment is
not possible for all risks, due to insufficient aadvailability and the immense personnel
resources required. In cases where quantitativesasgnt is impossible or unfeasible, a

subjective approach can be implemented, with stresglts.

In the supply chain context, purely quantitatiwknnanagement is mainly applied in the field
of purchasing price development. In this field, rthés sufficient available data on price
developments and possible direct mitigation stiatgguch as hedging; this data is available
thanks to transparent international raw materisdskets offering financial products such as
options and forwards (Kubis and Nickel 2010). Fdheo supply chain risks, these
preconditions do not apply. Both the supply chaid aupply chain risk management are less
clear-cut than traditional financial risk managem@orrman and Jansson 2004, Ritchie and
Brindley 2009).

After identifying the risks in the supply chaingtfollowing steps should be followed. First,
risks are categorized as either operational owupisre risks. Second, operational risks are
further divided by high attention risks (intensivanagement focus within the last year), non-
core activities, and degree of complexity (highlamwv). Third and finally, the probability

distributions of all risks are assessed for skewnes

For risks falling into the categories identifiedoab, de-biasing strategies have to be applied
based on Kaufmann et al. (2009). The following #pede-biasing strategies are advised.
Disruptive risks can be assessed together withreadtexperts, including a thorough briefing
on the source of the risk, to recalibrate the garoe of managers. For operational risks that
have received intensive previous focus, that areauose activity, and are highly complex, all

available quantitative data should be collectedilyaed, and presented to management. If
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possible, the risks should be assessed based fyiroar quantitative analysis. After the
above checks have been performed, it is necessaaentify the risks likely to have a highly
skewed probability distribution. This can be domesdd on the available quantitative data or

based on information transfer from literature drestindustries.

With the above steps completed, managers assegskiesubjectively — for example, relying
on a probability and impact matrix as presentedthis paper. All directly available
guantitative information on the risks is used tafyeor correct the subjective assessment. On
the basis of this assessment, it is possible wmripee risks and defined possible mitigation

strategies.

[11.8. Conclusion

The goal of this paper was to review and compasgditgtive vs. quantitative risk assessment
in the field of supply chain risk management. Basedhe identification process in the supply
chain organization, eleven risks were selectedcfoser investigation. The comparison of
subjective and objective assessment showed thatgess are capable of qualitatively
assessing risks. When reviewing probability andaotgndependently, however, managers
are often biased in their assessment. Managersttenelcall and therefore over-rate risks
which are heavily discussed in the organizatiorsriptive risks such as total default of a
single source supplier are also likely to be assbascorrectly due to vivid experiences of
managers. Non-core business related risks, suttamsportation risks, may be under-rated
because of a focal point that differs from thathef core business. Further, it is very difficult
for managers to assess very complex risks due nraon overload. Highly skewed
distributions of risks were also difficult for magexs to assess. Simplification might lead to
improper assessment. In the assessment procésspaknging to those categories must be
identified systematically so that the risk assesgroan be adjusted for those risks most likely

to be biased.

This paper shows that subjective and objective aiséessments lead to quite similar results
for certain types of supply chain risks in the famtving consumer goods industry. However,
it must also be stated that some risks (namelyrapip@al risks with high visibility, disruptive
risks, non-core business related risks, compleksriand risks with a highly skewed
distribution) should be re-assessed objectivelyetsure proper evaluation of the risk

landscape. This could be done by quantitativelessng those risks, as it was done in this
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research. Alternatively, de-biasing strategies @¢ooé applied beforehand to correct the
assessment. These findings broaden the reseat¢haof and Burnes (2007) by stating how

the risk management process needs to be adjustedofoer assessment of risks.

As a possibility for further research, the statedppsitions could be tested within a wider
field, e.g. in another industry or through empiricavestigation. Another area of further

research would be an analysis of appropriate dergastrategies. The interdependencies
between risks should be taken further into accamtyell, although this is very difficult with

qualitative risk assessment alone. Some intereséingarch venues are only available with
guantitative analysis. In the field of operatiomaks, for which a large amount of data is
available, it would be interesting to analyze tbktionship between risks and the impact on

risk assessment, i.e. to identify which risks afgpr mitigate each other.

[11.9. Basis and motivation for further research on risk gependencies

The previous paper demonstrated that subjectikeassessment produces results similar to
those produced by objective risk assessment foptiwgitization of the risk portfolio in the
case study company. When de-biasing strategiesagpéed, as well, the subjective risk
assessment provides a solid basis for the risk geanant process. This raises the question of
whether objective or quantified risk assessmenecessary at all, and whether it adds enough

value to supply chain risk management to justify ¢bst and time needed for quantification.

Dependencies of risks are integrated into the diadéine assessment to show its added value.
To allow managers to assess risk probability anpaith in the subjective assessment, risks
are assessed individually. This is a common pradhat paper 2 shares with the majority of
literature. For proper comparison, the quantitatigk assessment needs to be performed on
the individual risk level. For disruptive risks $uas natural catastrophes, which impact the
supply chain from the outside, this appears to beasonable assumption. They may even
affect the whole supply chain simultaneously. Hoarewseveral authors argue that risks are
strongly related to each other, either by corretatior by cause and effect. If such
relationships exist, they may influence the risknagement process during assessment,
prioritization, and mitigation. Operational riskspact the supply chain from within. Some
risks may therefore impact one step in the suppbirg but trigger a chain reaction of other
risks. Even if a single risk is in itself small s eorrectly assessed subjectively or objectively

— it could still have a powerful influence on oth#sks. It may, therefore, be optimal to
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mitigate this risk first or invest more into its tigation. The question of whether there are
relationships between supply chain risks has ayréaen posed; however, a lack of data has

so far prevented a deeper investigation.

There are several possible ways to identify a degecy of risks. Following financial
research, relationships between risks in a suppamccould be treated as a portfolio with
correlations binding it together. Instead of eagriand their variance of a financial portfolio,
the risk portfolio could be analyzed based on cskt and cost variance. The variance of the
risk cost of the portfolio would be higher or lowd#ran the sum of the individual risk
variances. The existence of such a portfolio warkehtly influence the risk assessment and
mitigation process. If risks were negatively caatetl, the mitigation of some risks would
increase the overall risk cost and variance ofpthrtfolio. Continuing with the portfolio idea,
the scenario would require that risks are not eelatith a direction. However, a standard
supply chain model follows directional material anfbrmation flows; for example, upstream
risks have an impact on downstream processes. dfuatfily the risk variances would be

influenced, not the expected risk values.

If risks were related with a direction (that is,stream risks early in the supply chain
influence downstream risks), the correlations wontd encompass this effect. Further, if
risks not only affected the variance of other ribla$ also drove the expected value of other
risks, cause and effect modeling would be requilfeslich a model were applicable, the risk
management process would be affected in the risksament and mitigation steps. It could

be ideal to mitigate the crucial risk driving other

So far, a lack of a consistent data set has predesm assessment of dependency. Based on
our work in paper 1 and 2, we were able to ex@ofiply chain controlling data to generate a
data set with a common risk measure, i.e. lostssaker a sufficiently long period of time.
The data set encompasses the operational riske afase study company and is sufficiently
large to support the analysis. The third paper wilbvide an insight into the value of
guantitative risk assessment, which combined with tinderstanding of subjective risks

assessment from paper 2, will allow a realignmémh® risk management process.
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IV. Paper 3 - Analyzing dependencies between operatidreupply chain risks

IV.1. Introduction

In 2000-2001, a number of tread separations amd biowouts on the widely sold Ford
Explorer resulted in deaths and injuries. The aamuisl were attributed to faultily produced
tires. In August 2000, Firestone recalled 6.5 wnilliof these tires; in 2001, Ford recalled
another 13 million. The recall caused costs of ntbes 3 billion USD for both companies,
who suffered a massive loss in reputation and éusales. The incident caused many to
wonder how a leading producer such as Firestonkl gau such a hazardous product on the
market, and whether the testing processes hadrhessing or insufficient. As it turned out,
several interrelated factors had led to the probldfor one, the production plant for the tires
used a special production process that led to ldveard adhesion. In addition, the special
shoulder pocket design of the tire led to crackifige design of the Ford Explorer contributed
to the problem, as well, because its high centegrafity increased the likelihood of a
rollover after a tire blow-out. Further compoundthg problem, Ford recommended lower air
pressure for the Explorer tires, which increaseal nibllover tendency even further (Sheffi
2005). None of the individual risks alone could éaaused a problem on such a massive
scale. The accidents were not triggered by one teskme, but by a string of several

interdependent risks.

Supply chain risk management is a very complex lehgé, not least because of the
complicated relationships that exist between theoua internal and external components of
the supply chain (Manuj and Mentzer 2008, Peck 200® better understand those
relationships, this paper undertakes an analysigpefational risks based on company data.
Operational risks are inherent uncertainties thiaeaelatively frequently in the supply chain
(e.g. Tang 2006b, Sodhi and Lee 2007). The theaidefiamework used for this analysis is
the four-part risk management process of (1) ifieation, (2) assessment and aggregation,
(3) mitigation, and (4) controlling of risks (e§leindorfer and Saad 2005). Our analysis in
this paper focuses on the step of risk assessmahtaggregation, and specifically on
analyzing dependencies between operational riskexgiuhose two steps. Based on the
discussion in the literature, we developed theofuilhg research questions: How do
operational supply chain risks relate to and cateelwith each other? Which operational
supply chain risks correlate with each other? Hawridk correlations and relationships

change the prioritization of risks for the purposk risk mitigation? What effect do
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correlations and relationships between supply chi#ks have on the optimization of

mitigation strategies?

Due to the novelty and complexity of supply chagk management, we have chosen to adopt
a case study approach (Manuj and Mentzer 2008nrdier to ensure proper analysis, we
obtained direct access to relevant data and ardahge management interviews. In the
following article we seek to answer the researabstjans above and to develop propositions

for further research in the field of supply chaskmanagement.

IV.2. Literature review

IV.2.1.Risk dependencies

A number of authors describe the existence of ddgreries among supply chain risks. Peck
(2006) argues that the risk of a single supply rclakgcision cannot be viewed independently,
but must be integrated into the cumulative outcar@land et al. (2003) state that the effects
of risks are not easy to manage, as one criticadémt may exert a strong influence on others.
As the supply network increases in complexity, thenber of risks increases, as well.

Zsidisin (2003) also states that the sources amdomes of supply risks are not mutually

exclusive, but have a compounding effect. Rao aoldsby (2009), who develop a typology

of risks, note that in the case of environmentsk,runcertainties are not independent, but
interrelated. Sodhi and Lee (2007) perform a casdysn the consumer electronics industry.

They state that in order to effectively managesiskis critical to understand the various

threats both individually and collectively.

It has also been acknowledged that supply chaerdependencies must be appreciated and
understood in order to accurately identify potdrrigk factors and calculate their likelihood,
severity, and consequences (Tummala and Schoer@kt). In the four-step risk
management process described above, risk intemactimpact the assessment phase.
Compensating or cumulating aspects can arise ikeraéwncertainties have the same
influencing factor or if they depend on each othghen describing the SCRM process, Olson
and Wu (2010) state that risks need to be quadtifie disciplined risk assessment procedure
that also takes into consideration the links thgger risks. Mills (2006) identifies the critical
nature of risk interdependencies as a key poingloe and risk management. Hauser (2003)
describes the steps involved in a risk-adjustedplyuphain. As one element of the risk

guantification step, Hauser proposes a model thptuces key assumptions as well as the
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relationships and interdependencies of risks. & h#o been argued that all risks are
interdependent, and effects on earnings are ukimaroduced by the combination of single
risks; as a consequence, it is crucial to aggregsitse and to take into account the correlation
of risks as modeled by risk simulation procedufeteissner 2004). Despite the propositions
listed above, however, we have not seen many aithqlicitly analyzing interdependencies
between supply chain risks in a case study or ecafly. In their research, Wagner and
Neshat (2010, 2012) quantify supply chain vulnditgbby developing a supply chain

vulnerability index. They also include interdepencies in their index, as vulnerability in one
stage of the supply chain can influence the vulméta of other stages. When supply chain
managers inspect the developed vulnerability grapey can identify the relationship

between different drivers, set priorities, and exe@ppropriate measures for risk mitigation.

Often, however, researchers and organizations appraisk assessment and possible
mitigation strategies without any considerationtloé issue of possible risk dependencies.
Chopra and Sodhi (2004), for example, presenttaofigisk categories, mapping possible
mitigation strategies to each, but do not dischesaspect of risk dependencies. Likewise,
companies themselves often fail to consider rigkedeencies when assessing and managing
risk. When Zsidisin et al. (2004) analyze the asisessment techniques of seven companies,
they find that correlations between risks are motstddered. One example of a study that did
take risk dependencies into account was an analysisrrelations of risks performed in the
field of raw material price risk. In commodity riskanagement, the players are well aware
that the prices of key feedstocks for plastics @eelated with the basic crude oil price.
Mapping those interdependencies through modelictlaen applying hedging strategies was

shown to offer clear benefits (Cohen and KunreuBR@€r7).

For successful risk mitigation, it is critical nohly to understand the complexity of a risk
portfolio, but also to develop effective methodsr fan early warning system. An
understanding of interdependencies between risksepport early identification. Hallikas et
al. (2004) note that risk is not a static measang, that tools for identification of trends need
to be derived. Peck (2005) develops a four-levppbuchain framework. An analysis of the
complexity of a system, based on appropriate datssential for those who must decide how
to manage the system. Craighead et al. (2007) zmabasons how and why one supply chain
disruption is often more severe than another. Tiedgte the severity to the SC design

characteristics of density, complexity, and nodécality as well as to the two mitigation
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strategies of recovery and warning. Sheffi and R@@05) define the various stages of
disruption; these are preparation, the disruptiveng first response, initial impact, full
impact, recovery preparations, recovery, and la@mgitimpact. A single risk that materializes

may create a domino effect and result in an inangasscalation of crises.

To shed light on risk interdependencies from anoémgle, we also approached the subject
from a portfolio theory perspective. Markowitz (2)5describes how investors should
balance risk and reward by constructing investnpamtfolios. An efficient portfolio is one
where the risk cannot be reduced further withoduceng the expected return. In order to
apply portfolio theory in this context, it is imgant to understand the interrelations between
risks. Several authors in the field of enterprigk rMmanagement describe the effects of
portfolio theory. Hommel (2004), for example, stathat when portfolio theory is applied,
the resulting diversification can reduce the perfance risk held by the investor. The total
risk associated with an asset can be divided mi parts, systematic and unsystematic
(diversifiable, firm-specific) risk. As the numbef assets in the portfolio increases with less
than perfect correlation, the unsystematic compbiérthe portfolio risk is reduced (e.g.
Copeland and Weston 1988). The company’s investpentfolio can be seen as a bundle of
different but correlated risks; in each case mamege has to decide between keeping the
risks in the company or passing them on, e.g. liyguBnancial derivatives. According to
Laux (2004), it is not the risk of an individualsas that is important, but its contribution to
the risk of the portfolio and the corporation. Tp@tfolio view thus offers a critical insight
into risk management by affirming that the sum radividual risks has different properties

than the sum of correlated risks.

According to Ritchie and Brindley (2007a), most gamies are operating in a very complex
environment. It is possible to create an analogy #pplies financial portfolio theory (e.g.
Sharpe 1964) to the treatment of a portfolio ok s#uations. Essentially, the organization
needs to manage a “portfolio” of risks. Supply chask management deals with managing
the portfolio of risk situations with the dual gealf balancing the aggregated portfolio within
an acceptable level while at the same time trym@nsure the generation of an acceptable
return on this capital. Ritchie and Brindley (20@%50 point out that the aggregation level of
a decision often influences the perceived levelrisk involved. If decisions are treated
independently, the business may remain quite cdalite because they see only the

individual risks involved. If these individual demns are aggregated, however, the overall
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perception of risk is likely to change dependingtioa correlations between them. Related to
this is the concept of a portfolio of risk and @enhance outcomes. Early work in the
financial economics field dealing with investmergskrand returns resulted in a number of
theoretical developments (e. g. Capital Asset Rgidfiethod — Ball and Brown 1968) that are
difficult to apply in the ‘messier, partial and @mented situation found in most

organizations (Ritchie and Brindley 2009).

Several authors propose applying portfolio thearythe field of SCRM. Rao and Goldsby
(2009) show that portfolio theory has been usedresively in several fields, including SCM,
where it has been used, for example, to study wepoldfolios and risks associated with them
(Choi et al. 2008, 2004, Gan et al. 2005). SandedsManfredo (2002) apply the value at risk
concept to a purchasing organization. The risk omreaelies on forecasts of the volatility of
portfolio returns over a given period. In ordemprform proper calculations, the correlations
between the returns need to be defined. Kleindarfielr Saad (2005) include diversification to
reduce risk as one of their ten mitigation straegiGaonkar and Viswanadham (2004) argue
that the portfolio model could be used to selepobwfolio of suppliers, similar to the way this

approach is applied to developing alternative ptid$ of investments.

While portfolio theory offers a useful theoretiéG@mework for SCRM, it is important to note
several limitations. For one, assets in a portfaiém be traded independently; there is a
market to purchase or to sell them. Based on ttigate, each asset can be optimized or
hedged separately without an effect on other assetise portfolio (Markowitz 1952). For
some supply chain risks, this condition is applieab for example, in supplier relationships
where one supplier with a specific performanceararé can be replaced with another one.
Similarly, a raw material with specific price valdies can be substituted with another
material with another volatility profile. ExistinGCRM literature, therefore, focuses on the
application of portfolio theory to the supply chaigsks that fulfill this condition. Other risk
properties, however, cannot be easily integrated the portfolio concept. This would
include, for example, a sequential risk correlationwhich one risk (e.g. forecasting)
amplifies another risk (e.g. raw material plannirigdrthermore, some mitigation strategies
can have an effect on all risks, or even diffeedfécts on different risks (i.e. mitigating some
while amplifying others). Increasing inventory, fekample, mitigates some risks such as
forecasting or production losses, but increasegrotisks such as obsolescence or high

holding cost. Classic portfolio optimization modedse not adequate for describing the
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complex SC environment, which Ritchie and Brindi@p09) describe as “fuzzy”. As a
consequence, the framework of portfolio theory viiéé considered here as a secondary

theory.

IV.2.2.Contribution to the literature

Our goal is to analyze interdependencies among atipael risks. So far, risk
interdependencies have been described theoretioallyxave never empirically documented
(e.g. Kleindorfer and Saad 2005, Chopra and So@@4R Traditional risk management
techniques show weaknesses in their assessmehe afomplexities of supply chains and
their evaluation of the interdependencies of tlwréRettit et al. 2010). Juettner et al. (2003)
state that network-related risk sources can eittibesyorb or amplify the impact of events
arising from environmental and organizational r&urces. They see a need for research
investigating risk management in different indestri The development of tools to help
managers anticipate risks is seen as a crucialinaks regard. Christopher and Peck (2004)
furthermore reveal a need for analysis of the riskernal to the supply chain, i.e. supply and
demand. They point out that while many externaludiznces to the business environment
are already acknowledged as risk sources, riskgmgrwithin the supply and demand network
are not as obvious. We therefore focus in this papeoperational risks internal to the supply
chain. Ritchie and Brindley (2007b) see a needdsearch developing causal pathways for
risk sources in order to gain a better understandinthe nature and scale of risks. While
analyzing the correlations between risks, we wilig also review causal relationships. In
doing so we will extend the work of Sheffi and Ri005), who identify the stages of
disruption with an explorative analysis of the giegs and correlations affecting the initial and
full impact phase. Khan and Burnes (2007) iderdifiyarea for further research in integrating
concepts of other disciplines to supply chain nsknagement. We will borrow concepts from
financial portfolio theory by simulating the rislogtfolio with and without correlations to
observe the difference. Further, we analyze pakoptimization strategies for how to best
reduce operational risks and simulate the effeditd&rent mitigation strategies. We repeat
the process with a regression-based cause and eftelel and describe the differences. As a
final result we suggest several improvements to tthditional risk management process,
specifically to the steps of assessment/aggrega@ma mitigation. In their investigation of
the research developments in supply chain risk gemant, Tang and Musa (2011) discover
a large amount of mainly descriptive and concepitexhture and only very few quantitative

models. They identify a need for research thatistudisk management issues from an
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industry perspective and develops quantitative nsotleat enable managers to make fact-

based decisions in risk management. With our pregasodels this will be possible.

IV.3. Correlations between operational supply chain risks

IV.3.1.Data collection

The basic choice of methodology and sampling icmlesd in Chapters 11.3.1 and 11.3.2. A
perfect risk analysis would be able to describeasflects of a risk, from cause to effect, and
accurately predict the impact the risk may havettencompany. In practice, however, the
root causes of risks are often external to the @mptself and therefore not observable.
Further, complex risk interrelationships of a piabr sequential nature make it nearly
impossible to realize this ideal analysis. Themefoan analysis can be started from a
standardized effect or impact measure, identify@imgilar effects, deriving correlations, and
combining the findings with management insight tocaver interrelations as well as
proposing cause and effect chains. As the basisdoranalysis we use a unique company
report listing the details of all non-deliverieseowa period of 2.5 years. In the context of the
report, a non-delivery is defined as an unfilledesrline that led to a decrease in service
level. In our analysis we adopt the definition aktiner et al. (2003), who describe supply
chain risk as the possibility and effect of a misrhaof supply and demand that exceeds the

safety inventory threshold.

The non-deliveries report contains information aballiorder lines that cannot be fulfilled,
each categorized according to a pre-defined reasde. All departments involved in the
supply chain process or with delivery to the custpbrare involved in assigning the reason
codes; these are purchasing, production, logiss@i®s, and supply chain. The reason codes
are quite specific, and the different departmemtgehto agree on only one reason code. The
data for each non-delivery consists of the mon#grycountry, region, product name and
number, the value not delivered, and the reasoa.dadotal, the reports list a value of 199.7
m EUR in non-deliveries in the years 2008, 2009 daduary to September 2010. Non-
deliveries are not necessarily permanently logssals the customer may choose to complete
the purchase at a later time when the productsaeaflable again. However, every non-
delivery is an order that had been accepted andnetasulfilled; it is therefore a negative

event for the case study company.
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Figure 7: Supply chain process and risk categories

SUP- SR CUST-
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available
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P6: Requirement
planning

Support (I, A)

Source (SP)
SP1: Raw Material
SP2: Packaging

Deliver (T)
T1: Shipment
T2: Warehousing
T3: Distribution

The macro reason codes can be mapped into fownggiollowing the SCOR model (e.g.
Tang and Musa 2011, Ziegenbein 2007): purchasingur€¢g), production (make),
transportation (deliver), and sales/marketing (pldime support functions administration and
order management and IT (A and I) also form a phthe non-delivery analysigFigure 7).
The model is further divided into a total of 13 gelason codes. The highly specific SCOR
model thus covers the complete supply chain, framstamer information to supplier
interaction, and all internal processes in betwédeable 8 lists the sub-reason codes with

explanations.

Table 8: Sub-reason codes with explanation

Code Name Explanation

P1 Domestic production Loss, quality problems, geilasufficient capacity, change in production
priority for domestic production

P2 Import production Loss, quality problems, delagufficient capacity, change in production
priority for import production

P3 Production shipment | Delay in transport, insufficient capacity, wrongtting, damaged goods,
(internal) thermo truck not available

P4 Components not Lead time of raw, semi-finished or packaging goisdsot kept
available

P5 Co-packing/external Loss, quality problems, gelssufficient capacity, change in production

7 For our analysis we will not integrate the supgariction, i.e. IT and administration and order ngeraent. Non-deliveries due to
administration and order management are initiatethb case study company, e.g. orders are blockedadan exceeded credit limit of the

customer. For the IT problems the data basis isufditient.
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producers priority for external production

P6 Requirement planning  Change in the requiremant peplenishment order posted too late,
quantity of the replenishment order not enougheofdr the co-packer was
given too late or quantity for the co-packer wassuificient

SP1 Raw material supply Missing raw material duprtiblems with the supplier
SP2 Packaging materials | Missing packaging material due to problems withghpplier
supply
S1 Sales forecasting Wrong input by key accountaganfor promotion quantities or timings

sales forecast deviation

S2 Marketing Film/artworks are not ready for thedurction, decision for a launch or
promotion was taken too late

T1 Shipment Transport cannot be started due tsingighermo truck, delays,
insufficient transport capacity, mistakes during tbading of the truck,
goods not found in the client warehouse, damagedgduring shipment

T2 Warehousing Inventory inaccuracy compared ¢osystem, product not found, wrong
picking, damaged goods at the warehouse

T3 Distribution Delivery of the products to the whouse was too late, incorrect split of
goods between different company warehouses

The records list the total value of non-delivegasegorized under each sub-reason code over
the period of 33 months. Table 9 presents the vafllest deliveries organized by sub-reason
code, listed in descending order of total value.leSaforecasting represents a
disproportionately high source of non-deliverieglldwed by domestic and import

production.

Table 9: Reasons for non-deliveries with value in EUR

Code Description Value
s1 Sales forecasting 91,245
P1 Domestic production 25,591
p2 Import production 18,855
SP2 Packaging materials supplier 14,564
P6 Requirement planning 6,834
P5 Co-packing/external producers 6,151
SP1 Raw materials supplier 5,642
T1 Shipment 6,008
P4 Components not available 5,378
T2 Warehousing 5,117
P3 Production shipment 4,755
T3 Distribution 4,336
s2 Marketing 5,226
Total 199,707
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IV.3.2.Data analysis

A first round of interviews was conducted at theecatudy company to identify the main
risks in the supply chain and to develop an undadihg of the steps of the supply chain
process. Together we conducted high-level procegsping and processes analysis (Vlajic et
al. 2011). We then developed a process model otpply chain in accordance with the
SCOR model (e.g. Tang and Musa 2011, Ziegenbeiid,280shown in Figure 7). In addition,
we analyzed the non-delivery report (described apom order to better understand the
relationship between the various operational rigkee risk effects we identified impact the
supply chain at specific process steps. We nextyzed the relationship between the
identified risk pairs. The correlation between tliek pairs was calculated and the risks
categorized within the process model. The findiwgse presented and discussed in a second
interview wave with managers. The analysis provideway to better understand the risk
landscape in an organization as well as in depdnc@npanies. With the interviews it was
possible to identify cause and effect relationshipsveen different operational risk types as

well as possible causes of supply chain risk.

The goal of the analysis is to calculate the cati@hs between the monthly risk impact sums
for the individual sub-reasons in Microsoft Excé&l. common measure of dependency
between two variables is the Pearson product-moremtlation coefficient, as shown in
equation (1). This coefficient is calculated byiding the covariance of the two variables by
the product of their standard deviations. The dati@n coefficientpx,y between two random
variables X and Y with expected valugg and uy and standard deviationsc and oy is

defined below (e.g. Fahrmeir et al. 2001).

Pearson’s correlation coefficient:

cov(X,Y) E[(X — )Y — uy)]
Ox Oy B Ox 0y

pxy = corr(X,Y) = 1)

The Pearson correlation coefficient is defined ahboth of the standard deviations are finite
and nonzero. It is symmetric: corr(X,Y) = corr(Y,XJhe correlation is +1 in the case of a
perfect positive (increasing) linear relationshgor¢elation) and -1 in the case of a perfect
decreasing (negative) linear relationship (antiglation). Some value between -1 and 1 in all
other cases indicates the degree of linear depeydastween the variables. As the value

approaches zero, there is less of a relationshigsdc to uncorrelated). The closer the
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coefficient is to either -1 or +1, the stronger tt@relation between the variables (e.qg.
Fahrmeir et al. 2001).

The Pearson product-moment correlation coefficiéatther requires the following:
dichotomous or interval scale, normal distributiinearity, and significance. To fulfill the
requirement of a normal distribution, we transfoathmonthly sums by natural logarithm,
resulting in a good approximation of the normatrttisition to calculate the correlations. We
fit a distribution to the data using @RISK. Themat distribution is a good approximation of
the data based on the reviewed quality indicatprsa(ues, chi-square statistics). For the
simulation of the risks of the company, we fit g-lwormal distribution to the monthly data
and use the correlation coefficient of the bivarilignormal of equation (2) to ensure that

mean and standard deviation remain the same (JolamsbKotz 1972).

Correlation coefficient of the bivariate lognormal:

ePNox%y _ 1

p= \/(em% B 1)(6032’ _ 1) (2)

To analyze the relationship between the differeskt types, we perform a correlation analysis
among all risks. We focus on all correlations exiieg an absolute value of 0.35, as the t-test
shows significance for this value in the case ofda& points. We split the data by region.
The mature market of Western Europe (WE) was coetpéo the still-evolving market of

Central Eastern Europe (CEE). Out of the total 8.1 m EUR of non-deliveries, CEE

caused 168.3 m EUR (84.3% value of non-deliveriebgreas WE only caused 31.4 m EUR
(15.7% value of non-deliveries). In CEE, non-delies represented 5.82% of the net sales,
whereas in WE the non-deliveries represented o1i% of the net sales. The WE region is
already very mature, as personnel are experienoddpeocesses are well developed and
sophisticated. In the case study company, productal supply chain setup take place on a
regional level; therefore, to ensure a proper amslgf risks and interdependencies, a regional
focus has been taken in the analysis, as well.h&sniajority of problems arising for the

company originates in the CEE region, we focushos tegion first. To adjust the data for

trends and peaks caused by an increase or de@ktse sales value, the monthly data was

divided by the monthly net sales, creating a sal#e as analysis basis.
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IV.3.3.Results of the correlation analysis

Table 10 shows the results of the correlation amffjor the Central Eastern Europe data. As
the results reveal, it was possible to derive $icgmt relationships between the correlated
risks. In a second step, the results of the armlysre discussed with management in order to

inquire whether there were any explanations.

Table 10: Correlation analysis for Central EasternEurope

CEE P1 Pz P P4 F5 P6 51 S2 $P1 5P2 T1 T2 T3otal

P1 Domestic production 1.00 0.4 0.03 0.45 0.07 0.2 -0.21 -0.05 0.19 0.27 0{19 -0.02 0.49 0.4

P2 Import production 0.49 1.06 -0.14 0.53 0.05 0.0 -0.48 0.21 0.1 0.17 -0.14 0.04 0p7 0jo1
P3 Production shipment 0.03 -0114 1.00 -0.07, -0.1! -0.15 -0.09 -0.14 0.8 0,15 -G.01 -0.09 D.02  40.0
P4 Components not available 0.45 0.5 -0.07 1.00 0.02 0.2 -0.03 0.19 -0.04 0.30 0i26 G.27 -0.18 0.32
P5 Copacking/external producer: 0.07 .05 0.15 0.02 1.00 0.31 0.0: 0.46 -0.13 0.27 0.02 0.28 -0.14 of15
P6 Requirement planning 022 0.07 -0.15 .20 0.31 1.00 0.18 0.2 0.02 0.38 0.01 0.1 0.2 0.32
S1 Sales forecasting -021 -0.48 -0.09 -0.0: 0.03 018 100 0.32 -0.06 -0.05 045 -0.32 0.0 0.73
S2 Marketing -0.05 0.21 -0.14 019 0.46 0.26 0.32 1.00 -0.08 0.00 0.22 -0.15 -0.14 04
SP1 Raw materials supplier 0i19 (.18 .18 0.04 0.13 0.020.06 -0.0: 1.00 -0.12 0.0 -0.37 0.19 0.0
SP2 Packaging materials supplier .27 0.17 0.15 0.30 0.270.38 -0.05 0.00 -0.12  1.00 -0.01] 0.47 0.17 0.2

Tl Shipment 0.19 -0.14 -0.01 026 0.02 .01 045 0.22 0.0 -0.01 1.00 -0.34 0.0 0.54

T2 Warehousing -0.02 0.04 -0.09 0,27 .28 .19 -0.32 0.15-0.37: 0.47 -0.34 1.00 -0.31 -0.2:

T3 Distribution 0.43 0.07 0.02 -0.13 -0.14 0.21 0.01 -0{14 G.10 .17 0.08 0.31 1.0q 0.37
Total 0.42 0.0% -0.04 0.32 0.15 032 0.73 0.4 0.02 0.27 0.56 -0.28 0.3 1.09

In the following, we provide a list of the correddtpairs, including both risk names and sub-
reason codes. In the second line, potential exptamg as derived from management

interviews, are provided in detail.

Pair: Domestic production/import production (P1/P2)
Explanation: Domestic and import production are positivelyretated. As both are on the
same process level, they are substitutes. Any inghkacting one of these also increases

pressure on the other.

Pair: Domestic production/components not available PR}/
Explanation: When components are not available, it is likedyiicrease the pressure on

production, and existing problems in productionresesaled or amplified.

Pair: Domestic production/distribution (P1/T3)
Explanation: The correlation between domestic production amtridution to internal
warehouses indicates that production problems cadséional issues in the warehouses,

such as late deliveries or incorrect distribution.

Pair: Import production/components not available (P2/P4
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Explanation: When components are not available, it is likayiicrease the pressure on

production, and any existing problems in productom revealed or amplified.

Pair: Import production/sales forecasting (P2/S1)

Explanation: Sales forecasting is negatively correlated witipart production. This finding

is somewhat surprising, as one would assume that gades forecasting would increase the
pressure on the production and even lead to areaserin production issues. However,
because only one reason can be entered for eaah, issanagers assume that either
productionor forecasting is chosen as reason for non-delivitnys producing the negative

correlation.

Pair: Co-packing, external producers/marketing (P5/S2)
Explanation: Promotions and special products are often matwfed at external producers.
If marketing decides too late on product or promotpecifics, co-packers have to react in a

very short timeframe, and may in some instancasiadle to do so quickly enough.

Pair: Requirement management/packaging material sugpl&SP2)

Explanation: Problems in the production requirement planningd date delivery of
packaging material are positively correlated. L@géveries might lead to late replenishment
or co-packer orders or increase the pressure onrdpkenishment process. Packaging
materials are delivered late, and as a resultéhairement orders are planned in a rush and

with insufficient quality.

Pair: Sales forecasting/shipment problems (S1/T1)

Explanation: Incorrect forecasting and distribution of goodstvieen the warehouses are
positively correlated. Problems with the forecasild also have an impact on the division of
goods between different warehouses and lead todeligeries to the warehouses due to
incorrectly forecasted production. Both procespsteave a direct link to the customer, so

customer issues could also be underlying causes.

Pair: Raw materials supplier/warehousing problems (521/
Explanation: Problems with the raw material suppliers and Wwawosing problems are
negatively correlated. Managers believe that btgphssare too far apart in the supply chain to

influence each other.
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Pair: Packaging materials supplier/warehousing probl3R2/T2)
Explanation: Problems with packaging materials suppliers amdeWwousing problems are
positively correlated. Increased pressure due t® daliveries of packaging material might

lead to problems in the warehousing.

Based on our analysis, it is possible to identitsiemr relationship between operational risks
in the analyzed supply chain. The direction of tlependencies can be derived using the
SCOR process model and management interviews. Wehas able to develop our first

proposition:

Proposition 1: Operational risks show a dependemcyeach other. The direction and cause-
and-effect relationship is based on the flow abiimfation or goods.

Proposition la: Planning risks (forecasting and keiing) have an influence on source,
make, and deliver risks.

Proposition 1b: Source risks have an influence @akerand deliver risks.

Proposition 1c: Make risks have an influence onvaelrisks.

An understanding of these relationships is criticalthe prioritization and selection of risk
mitigation strategies. Given that each mitigatitnategy is likely to affect multiple risks, it is

advisable to begin applying mitigation strategeespstream risks.
Proposition 2: Correlated risks cannot be resolwedividually. Mitigation strategies should
focus on the risks at the beginning of the deperydamain to have the highest possible

impact.

We then reviewed our propositions in light of thealysis for Western Europe. Table 11

shows the results of the correlation analysistierWestern Europe non-delivery data.
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Table 11: Correlation analysis for Western Europe

WE Pl P2 P. P4 FE5 6 51 S2 SP1 SP2 T1 T2 T3lotal

P1 Domestic production 1.00 0.4! 0.00 0.0! 0.25 0.29 0.69 0.02 0.2 0.34 0.21 -0.10 -004 0.7¢
P2 Import production 0.45 1.06 -0.22 0.0! 0.03 0.43 0.29 0.04 0.02 -0.36 0.09 -0.1 -0.08 0.47
P3 Production shipment 0.00 -0i22 1.00 0.09 -0.2% -0.13 -0.14 -0.01 -0.33 0:02 Q.32 .14 0.34 0.10
P4 Components not available 0.05 .05 0.09 1.0C 0.3 -0.41 -0.18 -0.14 -0.3¢ -0.28 -0.22 0.10 -0.29 -0.16
P5 Copacking/external producer: 0.26 .08 -0.27 0.36 1.0 0.19 0.0: 0.18 -0.22 -0.06 -0.05 -0,03 gq.07 0.3§
P6 Requirement planning 029 043 -0.13 -0.41 0.19 1.00 0.20 0.12 -0.14 -0.G3 0.05 -0.05 -0[08 0.37
S1 Sales forecasting 0.69 0.29 -0.14 -0.13 0.G1 0.20 1.00 0.05 0.2 0.45 0.14 -0.14 -0.0} 0.82
S2 Marketing 0.02 0.04 -0.01 -0.14 0:18 .12 .05 1.00 -0.18 -0.02 0.24 0.01 0.20 0p4
SP1 Raw materials supplier 0j25 Q.02 -0.33 -0.39 -0.22 -0.14 0.23 -0.18 1.0 0.15 -0.14 0.13 0.31 0.21
SP2 Packaging materials supplier .34 -0.36 0.02 -0.2i -0.05 -0.03  0.45 -0.02 0.1 1.00 0.20 -0.1 0.1¢ 0.39
T1 Shipment 0.21 0.09 0.32 -0.22 -0:05 0.05 .14 0.24 0.14 20:0. 1.00 0.41 0.4 0.4:
T2 Warehousing -0.10 -0.19 0.14 0:10 -0.03 -0.05 0.16 001 .130 -0.1€ -0.41 1.00 0.07] -0.2
T3 Distribution -0.04 -0.03 0.34 -0.29 0.07 -0.08 -0.09 .20 0.31 0.17 0.41 0.07 1.00 0.2¢
Total 0.76 0.4 -0.10 -0.1 0.35 0.3 0.82 0.24 0.2 0.36 0.4: -0.21; 0.2 1.0

While the individual strengths and risk gravity tams are different, the general propositions
also hold for WE, thus supporting their generalligppility. It is clear that risks depend on
each other in the WE market, as well. The diffeemsncan be explained by factors such as
different market conditions, infrastructure, or mrdy stage. It is crucial to understand the
different dependencies at work on the most infliz¢nisks. The CEE market is still in a
developing phase, and the share of non-delivesi@such higher in CEE (roughly 6% of net
sales) than in WE (only 1% of net sales). In WEns@roblems do not occur at all in several
months. Furthermore, it is possible that dependsnaie more stable and more clearly visible

in WE as a result of there being less noise irdtta and a less volatile process.

Proposition 3: The magnitude of correlations betwemperational supply chain risks is
supply chain specific; that is, it depends on sipecbdf the market, such as the maturity stage,

size, and customer structure.

IV.4. Risk simulation

Following Proposition 1 and the logic of the SCORd®l, the relationship between risks as
underlined by the correlations is assigned a doecof flow. In their research describing
different supply chain flows, Tang and Musa (20&tgte that the direction of the material
flow is from supplier to customer. A risk that ocgwat an earlier supply chain step may
therefore influence or even trigger a downstrea The previous risk is, therefore, assumed
to be the cause for the later risk as describe®Ilbgn and Wu (2010). This follows Harland
et al. (2003), who see incidents influencing eattteoheavily. Vlajic et al. (2011) stress that

the cause and effect relationship of events shiogllthcluded in the analysis.

A risk at an early stage of the supply chain caulsisess on the downstream supply chain

and can cause an increase in risks at a later. stagyedownstream risk, therefore, has two
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potential causes: it may be triggered externallyh®yimpact of a previous risk, or by internal
causes independent of any previous risk. For exanapP1 risk (domestic production) may be
triggered by a P4 risk (components for productioh available). The P1 risk might also be
caused by a machine failure in domestic produciiself, i.e., independent from P4. To
describe the cause and effect relationship, a rimegression is fitted to each pair of
sequential risks forming the supply chain. The dineegression is calculated with the lost
sales of one risk as regressor and the risk of¢leend, down-stream risk as the regressand
using least square regression (Greene 2002). Thdelmeith its four risks and three

regressions is presented in Figure 8.

The residuals of the regression, i.e., the diffeeetvetween observed data and the data
calculated by the regression model, are fitted witdistribution describing the remaining
variance of a risk. The sum of both the regressémult and the distribution result describes
the complete risk. By building a sequence of tlregeession and residual variables, a supply
chain can be described as seen in Figure 8. Asbétses for the fitting we rely on 30
observations of monthly lost sales events in th& G&pply chain of the case study company
as described above. The 30 observations represemoimplete data history available at the
time of research at the case study company exguglidata points, which feature missing
values for several risks. Regarding the predigieever of the sample, two observations can
be made. On the one hand, following Speed (1994),small sample will result in overly
conservative tests for the validity of the regressii.e., the likelihood of rejecting a true
relationship increases. Second, the structure efstipply chain is under constant change;
hence, collecting more data, e.g. by doubling trae duration to five years, may result in a

lack of comparability of the first and last period.

We assume a single-product supply chain, basech@rdata granularity at the case study
company. The case study company produces and sefsiety of packaged, fast moving
consumer goods in several business units. Produigia chemical flow process resulting in
large bulk volumes; these are broken down into pgek of few kilograms or liters for
consumer use. Sales are only handled via retaildrs,are defined as the customers for the
company. The retailers handle sales and logisticghe individual retail outlets and
exclusively control contact to the consumers. Deinfor the products of the case study
company is fairly stable, growing at a yearly ratel% before inflation. There has been only

a negligible reaction to the economic crisis of -182009. The key driver of demand
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variance is customer choice at the point of saieed by the customer's brand preference as
well as by promotions with aggressive pricing otr@walue offers such as larger packs for
the same price (Weise 2008). Considering the imgysisition of the case study company -
with very similar, packaged products and comparalelmand structures regarding time and
guantities - the single-product assumption hagdichimpact. For the regression analysis, this
will result in more conservative findings, as muli products result in higher noise levels in
the data and therefore in lower regression coefiits. Combination effects between several
risks must also be considered. If, for exampleess\products are manufactured on the same
machinery, this potential conflict can present ddi@onal risk. One example scenario will
make this risk clear. For example, material neddegroduct A is delivered too late due as a
result of a certain risk. As a consequence, thdymtion machinery, e.g. the packaging line,
is pushed to its limit in order to attempt to miiEmthe impact of the risk. The packaging line
is then reconfigured in a rush to produce productaBd the line breaks down due to
configuration errors. Thus, the risk of product Asheffectively triggered a risk event of
product B. If both products are analyzed separatbby two risk impacts would be separated
and their relationship would be invisible in thealsis. A combined analysis, in contrast,

reflects these relationships.

The best fit for P4 (components not available) lsarshown to be the log logistic distribution.

Figure 10 contains the parameters of the log lmgdistribution fitted to the case study data
for risk P4. The quality of fit indicators (p-valuend chi-square value) show that the
distribution is a meaningful approximation of theserved risk values. Risks P1, P2 and T3

are then each a combination of a dependent vargglean independent residual term.
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Figure 8: Regression and residual model

Components not Domestic
available (P4) production (P1) :
[mport production|
(P2)
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P4 Coeff:  +2.4893 s p1 Coeff:  +0.1146
Axis:  +0.0031 Axis:  +0.0001
Log logistic
Location: 1.1236 Coeff:  +0.1582 P2
Scale: 61.1060 Axis:  +0.0043 -
_H Shape: 0.0902
RESIDUALS Log logistic Pearsons 5 Log logistic
Location: -0.0141 Shape: 8.4698 Location: -0.0039
Scale: +0.0124 Scale: 0.0644 Scale: +0.0037
_= Shape: 4.2114 Shift: -0.0086 Shape: 17.4420
RESULT 12 Bl ,I

s
v}
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All regressions as described in Figure 9 show vdigtalues with low probability of
randomness, significant correlation coefficientsg a-values above the benchmark level of
5% for significance (Greene 2002). With ®lues of 20%, 17%, and 22% the regressions are
meaningful. It is obvious, however, that a sigr@fit portion of variance is not explained by

the regressions. To capture this portion, distrdmst are fitted to the residuals.

Figure 9: Regression model and fitting quality indcators

Components not Domestic
available (P4) production (P1) -
Import production|
i} (P2)
REGRESSION
P4 Coeff: +24893 .| o, Coeff:  +0.1146
Axis:  +0.0031 Lo Axis:  +0.0001
Coeff:  +0.1582
Axis: +0.0043 2
Quality R%  20% R:  17% R:Z  22%
o F: 720 (2.4%) F:  5.72(12%) F: 7.68 (1.0%)
indicators T: 239 (2.05) T:  2.68(2.05) T 2.77(2.05)

As shown in Figure 10, the fitted distributions yid®e satisfying approximations of the
distributions of the remaining variance. The p-ealof all distributions are above 79%, while

chi-square values are equal or less than 2.
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Figure 10: Residuals and fitting quality indicators

Components not Domestic
available (P4) production (P1) :
Import production
. P2)
BEGINNING Log logistic

Location: 1.1236
Scale: 61.1060
Shape: 0.0902

RESIDUALS [p1-v1] [p2-v2] [13-v3]

Log logistic Pearsons 5 Log logistic

DISTRIBUTION

Location: -0.0141 Shape: 8.4698 Location: -0.0039
Scale: +0.0124 Scale: 0.0644 Scale: +0.0037
Shape: 4.2114 Shift: -0.0086 Shape: 17.4420
Fitting quality Chi-Sq:  2.00 Chi-Sq:  2.00 Chi-Sq: 120 Chi-Sq:  1.69
indicators P-Value:  84.91% P-Value:  84.91% P-Value:  94.49% P-Value:  79.21%

IV.4.1.Optimization of risk mitigation

In order to further explore Proposition 2, we waifitimize the mitigation of two risks: one at
the first stage of the supply chain (P4) and onthatsecond stage of the supply chain (P1),
based on the above model. We will compare the @btmmitigation based on results of the
regression/residual model with the limited perspecof an uncorrelated and correlated
model to reveal the differences. The risk evemteined as a loss of sales: a certain value of
sales in EUR already contracted with a customiaisisdue to a risk event in the supply chain.
As a mitigation strategy, the case study comparyg loedicated inventory to compensate for
a specific potential risk impact (P1 or P4). For #ds can be, for example, an extra supply of
raw materials or semi-finished goods. For domepticduction this could be a stock of
unlabeled products. Given the case study compaayalable data on lost sales, this
inventory is not described in terms of producti@stc but in terms of the sales valsieFor
example, the company stores a certain amount ehiiovy of semi-finished product without
scenting or packaging. If a risk impacts the supgiain at this stage, the semi-finished
inventory can be finalized and thus allow the prigun of goods with the sales valseAs

all risks are measured in lost sales value, thi;mt@ias comparability. Lost sales directly
correspond to absolute margin by the faetorThe object of optimization is either the cost of
the single risk or the cost of all risks in the glypchain (consisting of the mean lost margin,
the cost of mitigation, and the cost of holdingitapto ensure that the value at risk (95th
percentile) of the mean lost margin distributiort@vered (Jorion 2007). The 95th percentile
of the risk impact and probability distribution tise risk limit that the case study company

wants to “insure” by holding sufficient capital. & manager considers only his part of the
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supply chain, e.g., the domestic production, hé wgié the cost of the single risk. If a supply
chain manager is in charge of the total supplyrchize. he is responsible for all risks under
review, he will rely on the cost to the total sypphain for optimization. Under each model —
regression/residual, correlated, and uncorrelat@glg chain models — both cost figures can
be calculated and used as the basis for the optiioizof the mitigation. Each optimal value
of inventory in sales value under the uncorrelated, correlated and regressiodels is

employed in the regression model to calculate ¢isalting risk cost. The regression model is

used as the benchmark for comparisons acrossréwe fisk models.

To mitigate one rislf of the four risks (P1, P2, P4, T3) in the supphaia, semi-finished
inventory is added to allow for the production wiished goods of sales valugelt is added

on a monthly basis with the goal of minimizing tledowing cost of the risk to the supply
chair?:

3
min £[G)(5)] = Cue, (5) + E[TH ()] + E [ Coap, ()] + Y (W] + Cap,) 3)
k=1

The cost function consists of four par@,;itj(s) which are the cost of mitigation for rigk
(cost of acquiring semi-finished inventory with teales value of), E[m,.(s)] representing
the expected lost margin due to the jisknd E [ECapj(s)] describing the expected cost of
holding risk capital for risl{, as well af[LTVIk] forming the expected lost margin, afig,;,,
describing the cost of risk capital for the othaet riskst. For the uncorrelated model of the

supply chain,LM, and Ccap, do not depend on the valse On the one hand; is only
applicable to the risk and can, for example, be understood as unpacledi-fsished
products for domestic production. This can be deem equation (4) defining the expected

value of the margin Ioﬁwj(s) as the product of the product contribution marginvith the

expected value of the lost sal’é%(s) due to the impact of the rigk

E[LM ;(s)] = m » max(E[LS;] — s; 0) 4)

8 The stochastic parameters of the model are indidage tilde.
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Equation (5) describes the expected value of tseildiition of LM, similar as the product of
the product contribution margim with the expected value of the lost sals which are

independent of:

The probability distributions are fitted to the tiemlesLS entailed by each individual rigk
andk in the sub-supply chain of P4, P1, P2 and T3.rbistions and fitting quality indicators
are found in Appendix 6. The distribution is onityefd to the lost salekS, as they are the risk
measure in the data available. The basis for ttiediof distributions is the monthly lost sales
as a percentage of total sales, excluding salesadse or decrease effects (i.e. higher absolute
sales may produce higher absolute non-deliverymek). To assure the best possible fit and
improve interpretability, the values are transfodnses described in Section 1V.3 into their
lognormal form (Greene 2002). On the other handthe uncorrelated supply chain, a
reduction of the impact of risk (the loss of margimFIT/lj(s)) by purchasing inventory of the
value s as mitigation does not affect the likelihood oé thther three risk&. Equation (4)

indicates that an increasesimlecreases the expected value of the total mavgsiM i(s).

Similarly, holding the incremental capital, whick heeded to compensate the potential
margin loss, has to be financed; this is refleatetthe interest cost The constant describes
the weighted average cost to the case study compeagssary to attain the risk capital. The
company has decided to hold capital sufficientampensate 95% of all margin losses, i.e.
the capital equivalent to the 95th percenm@%(m) of the margin loss distribution.

Equation (6) describes the cost of capital:

E [CCapj(S)] =1 Q0.95(mj [5]) and E[Cc‘apk] =1 Q0.95(mk) (6)

Based on the assumption of an uncorrelated sug@incthe distributions of the risks are
assumed to be independent and hence uncorrelateitieF; ass can only be employed to

mitigate the riskj, it does not impact the capital needed for theghiemaining risks.

The cost of the mitigation is driven by the priaemium f the case study company has to
pay to the contract manufacturers supplying thelgawith the sales value of
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Cuic(s) =s*f (7)

At the beginning of each month, the case study @mbuys inventory with a value of
which the contract manufacturer produces and kespstock ready to be requested by the
company in order to cover the rigkfor a particular supply chain stage. For this menhe
charges the feg¢, which is a percentage of the inventory vajudhe cost of producing the
inventory is carried by the contract manufacturetilus is requested and sold by the
company. If an occurrence of rigkprevents the company from using its own produgtibn
can utilize the backup inventory at the contrachufacturer and compensate any lost sales
up to the value of. As this inventory is dedicated to one risk caitsean only be used for
the particular risk. The feg effectively reduces the margin of the case studgmany for any
good sold under this arrangementmo- f. As f is smaller than the margim, any product
from this extra stock sold provides a net gainh® ¢company, although the profit is reduced.
In the presented casg,amounts to 30%. The feis comprised of 14% inventory holding
cost (i.e. physical holding cost (handling and \aresing), damage, loss, and obsoletes);
10% increased production cost for the contract rfaxturer due to smaller batch sizes and

higher need for retooling; and 6% as a profit nrafgr the contract manufacturer itself.

If the supply chain risks are assumed to be cdae)ahen the lost margin distributi(ﬂﬁfj [s]

for the riskj impacts the expected values of the distributioh&M, for the k remaining
risks. The correlation coefficients as derived abon Section IV.3. are applied in the

correlated model.

If risks are connected by cause and effect relaliggs in a regression model, then any
mitigation by the value of influences the variance and the expected valubeofost margin
distributionsLM,. Equation (5) now has to be adapted, as the eagéost margind.M , of
the otherk risks are dependent on the expected value of ttigated lost margirf]T/lj [s] of
riskj with the values of additional inventory, as shown in Equation @)rther, the cost of

risk capital of Equation (GECapk now also depends on the change of the variandbeof

distribution ofLM;.

E[EIT/Ik(s)] =m=* E[ﬁk(mj [s])] and E[CCapk(mj [s])] =% Qolgs(mj[s]) (8)
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The required mitigation value cannot be determined in closed form. Thereforentéd&arlo
simulation is used to numerically derive the oplivalues. As in our case all risks are either

uncorrelated or positively correlated, an investmers reduces both the mean and variance

of the total cost of the risks
As shown in Figure 11, the value of additional mey is varied in steps of 1,000 EUR. A

distinct minimum expected value of the cds(s) of 619,583 EUR can be identified at a
value of 294 k EUR fos.

Figure 11: Identification of optimal mitigation value, example risk P4

619.760
619.740 ‘\
x 619.720 \
> 7~
o 619.700 \ /
£ 619.680

B 619.660 ~ /
% 619.640 \ as J
2 619.620 \ /

619.600 7 ~

V)
619.580 s
619.560

280.000 285.000 290.000 295.000 300.000 305.000
Value of additional dedicated inventory s in EUR

For the simulation, the interest raiefor any incremental capital is set to 10%, which
approximately equals the WACC of the company carsid. The profit margim is set to
50%, which is an average across multiple produtthe case study company ranging from
45% to 60%. Additional cost premiufnfor purchasing inventory to assure the productibn
extra goods with the value ofto avoid lost sales is set to a value of addili@wst of 30%

and then varied to explore sensitivity.

IV.4.2.Comparison of mitigation results for different supgy chain perspectives
We start by mitigating the largest risk in the dypghain, P1. In a first step, P1 is optimized

individually — that is, based on the cost of thiskralone, without consideration of its

9 n a classical financial investment portfolio indival elements may be correlated positively or tiegly. An optimization may, therefore,
reduce the mean return yet may increase the variainthe return of the portfolio. So either theigace of returns or the mean return is
optimized while the other element is held cons(&tftbn and Gruber 2011).
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interdependence with the rest of the supply chainTable 12, below, we compare the
baseline case without mitigation, optimal mitigatio the uncorrelated and correlated supply
chain, and the regression model. We assume a ragmaimargin of goods purchased
externally of 20%, instead of 50%, as is normdflg tase. This difference corresponds to a
price premium of 30% paid to the contract manufiastuo provide the semi-finished

inventory in a very short time.

In the baseline case, no additional goods are pseth The total financial risk on the whole
supply chain is 806 k EUR. This consists of the toargins on all risks under review as well
as the cost of risk capital, i.e. the cost of tiditonal capital that the company has to hold in
order to ensure (in our case, with a probability96f6 (95th percentile)) that the company
could cover its losses with equity. According te ttorrelated and uncorrelated model, the
case study company would purchase semi-finisheghitovy with a sales value of 448 k EUR
at incremental cost of 134 k EUR. As only one ishnitigated here, there are no correlations
between the risks to affect the optimization instliase. Therefore, the values for the
correlated and uncorrelated case show the samee$ig&or the single risk perspective, we
optimized the cost of the single risk, not incluglitme interdependencies of P4, P2, and T3.
The total financial impact is 719 k EUR as measuwvél the regression model. Applying the
regression model for optimization, the case stumipmany will buy 473 k EUR of goods in
sales value, i.e. 5% more, but with a resultingltstipply chain cost of only 718 k EUR. The
incremental cost of 142 k EUR in this case is highan in the correlated case, 134 k EUR.
The regression model includes all observable miatiips and is, therefore, more accurate.

The correlated and uncorrelated perspectives ttattipe a suboptimal result.

Table 12: Mitigation optimization of risk P1 basedon single risk perspective in EUR

Additional units in | Cost of mitigation Cost (incl. capital cost, lost
Single risk sales value margin, cost of mitigation)
No mitigation 0 0 806,201
Regression 472,000 141,600 717,951
Correlate: 44€,00C 134,40C 71€,42C
Uncorrelate 44¢€,00C 134,40C 71¢,42C

It is now possible to pose the question of whethreoptimization based on a single risk is
still optimal when considering the whole supply ichafter broadening the perspective to
include the whole supply chain, i.e. also includihg risks P4, P2, and T3 in the optimization

of cost, we arrive at the results shown in Table 13
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Table 13: Mitigation optimization of risk P1 basedon complete supply chain in EUR

Supply chain | Additional units in | Cost of mitigation Cost (incl. capital cost, lost
risk sales value margin, cost of mitigation)
No mitigation 0 0 806,201
Regression 640,000 192,000 712,059
Correlate: 444,00C 13:,20C 71€,76C
Uncorrelate 434,00C 13(,20C 72(,662

For the correlated case we arrive at an optimatt@age of finished goods with a sales value
of 444 k EUR, leading to total supply chain riskstof 720 k EUR. For the uncorrelated case
the model suggests a purchase of 434 k EUR of iaddltgoods in sales value, creating a
total cost of 721 k EUR. In the regression modeldptimal purchase of goods is 640 k EUR,
leading to a total risk cost of 712 k EUR. Totastsoalways include capital cost, lost margins,
and cost of mitigation. To cover the 640 k EUR ales value, the case study company has to
invest an additional 192 k EUR. Compared to thelsimmisk case described above, in the
regression model, the case study company investe,nget arrives at a lower cost to the
supply chain: 712 k EUR for the regression modehgared to 718 k EUR in the single risk
case. A perspective that considers the completplyahain, therefore, results in a superior

mitigation solution.

The mitigation optimization is repeated for risk ffdm the two perspectives of single risk
and supply chain perspective. The mitigation sotutierived from the regression model and
based on the complete supply chain is revealee toptimal (Appendix 7). This underscores

the result of the optimization of risk for only Rlgmestic production, as shown above.

Proposition 4: Managers who ignore the cause arfécefrelationship of risks will make

suboptimal mitigation investments, resulting infilcéent supply chain risk management.

IV.4.3.Comparison of mitigation results in different suppl chain stages

To better understand the implications of Proposiflowe optimize a mitigation strategy for a
smaller risk that occurs earlier in the supply oh&4 is mitigated based on the total supply
chain risk cost. Similar to the optimization of thek P1, the regression model leads to an
optimal value compared to the correlated and tle®mwalated models. The results can be seen
in Table 14, below.
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Table 14: Mitigation optimization of risk P4 basedon complete supply chain in EUR

Supply chain | Additional units in | Cost of mitigation Cost (incl. capital cost, lost
risk sales value margin, cost of mitigation)
No mitigation 0 806,834
Regression 300,000 90,000 619,032
Correlated 103,000 30,900 681,009
Uncorrelated 100,000 30,000 683,445

According to Proposition 2, the mitigation of riBk should be preferable to the mitigation of
P1, as P4 is positioned earlier in the supply chamvalidate this proposition, we compare
the optimization results for the total supply chaast for P1 and P4. To mitigate P1 the case
study company should purchase 640 k EUR of salks\at cost of 192 k EUR, resulting in
total supply chain risk cost of 712 k EUR. Whenigating P4, which is upstream on the
supply chain, the case study company would hayeitchase additional items accounting for
300 k EUR in sales value at 90 k EUR of additiopatchasing cost. This leads to a total
supply chain risk cost of 619 k EUR. Thus, an opation of an earlier risk is more cost
efficient and should be preferred over an optimiabf a later stage risk, even if the later
stage risk is significantly larger than the earkpge risk. Proposition 2 is therefore

strengthened.

To better understand the stability of the resuét,performed a sensitivity analysis for the cost
of mitigation. The incremental cost of purchasiulgliional finished goods in the short term,
initially set to 20%, was varied from 15% to 45%he€Tfinding was stable across all parameter

sets. Results can be found in Appendix 7 and 8.

Taking into consideration the mitigation strategié<hopra and Sodhi (2004), our example
could be applied to the mitigation strategies afiad inventory (as seen in the model above),
adding capacity, and having redundant supplierg&s&hmitigation strategies lead to extra
costs per unit of product produced; these are caghtin the fe¢f, e.g., depreciation cost or an
extra margin for the supplier. The mitigation stgiés of increasing responsiveness,
increasing flexibility, and increasing capabilityeamore difficult to apply because their
implementation and cost structures are very broddfined. These strategies must be further
specified and detailed for individual situationgdse being applied. An increase of customer
accounts would only mitigate the receivables riskich is not investigated in this case.

Aggregation and pooling of demand is, in our c#se fast moving consumer goods industry,
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already exploited to a large extent, as the mamufacfaces a concentration of retailers and

high degree of information sharing (Weise 2008).

IV.5. Managerial implications

The above findings have clear implications for nger&l practice in the context of a large
supply chain. In theory, the integration of causel a&ffect models and adjustment of
mitigation strategies is easily executed. In rgahbwever, a manager is likely to identify and
accept only those risks and effects that fall withis responsibility and, only to a lesser
extent, their secondary risk effects outside of department. In other risk management
disciplines that are limited to specific functiomsindustries, e.g. financial risk management,
the issue of the limited perspective of managerg nw be as important. Supply chain risk
management, however, often spans the entire vakegien process of the company; this
makes coordinated management efforts crucial. Totew the tendency for managers to work
in departmental silos instead of as a team, corepamust integrate all relevant departments
(i,e. purchasing, supply chain/logistics, produttio marketing/sales planning,
finance/controlling) into the risk management psxeCompanies should also aim for
transparency of analysis; this can help ensurepéaoee with all managers and an incentive
(e.g. unified quantified cost targets) for managersooperate with each other and to work to

manage risks beyond their purview.

In this paper we developed a simulative, regressased approach that makes it possible to
guantify the effects of risk interdependencies. Wdee also offered an approach to optimizing
risk mitigation strategies that can be easily timmed from an academic to a managerial
application. The simulation presented allows margage prioritize related risks in order to
choose a targeted application of mitigation stia&gApplying the proposition that early
stage risks influence later stages of the suppbircland should thus be mitigated first,
managers can focus their risk management practicéhe most critical risks. Furthermore,
with the simulative analysis of mitigation strateg)i managers can apply the optimal degree
of risk capital provision and mitigation to, for ample, select the optimal amount of
additional inventory. This combination extends éxésting literature on risk mitigation in its
development of applications for managerial prachigendustry, as demanded by Juettner et
al. (2003).
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IV.6. Conclusion

The analysis of risk relationships as recommendeddveral authors (e.g. Hauser 2003) is
difficult to achieve in supply chain risk manageméduae to the complex nature of the supply
chain. The supply chain complexity results in a lstandardization and limited data

availability compared to other risk managementiglses such as, for example, financial

risk management (Ritchie and Brindley 2009). In fhesent paper, we analyze risk
interrelations using non-delivery data from a ma@®iCG company. This analysis yields

several interesting insights. For one, our analigastified correlations in the non-delivery

data collected for two regions. For 13 analyzedkstislO out of 78 risk pairs show a

significant correlation for the CEE region and ald® out of 78 pairs show a significant

correlation in the WE region. This has several iogtlons for the risk management process.
For one, in order to understand their full potdnt#fects, risks cannot be quantified

individually, but have to be analyzed together. Wha impact analysis of risks also includes
the correlations of those risks, the prioritizatiohrisks for mitigation may more heavily

emphasize risks that have only a low individual attp but which are highly correlated with

others in the supply chain. Further, risk depenmsnare revealed to be supply chain specific;

they may depend, for example, on market maturdgesor market conditions.

Additionally, reviewing the individual correlations search of a general pattern, it becomes
apparent that upstream risks influence downstreaes.ocAn upstream risk with a small, direct
financial impact may cause a domino effect andlr@sdarger financial impact further down
the supply chain. This finding influences risk méiion priorities, as counter-measures
should prioritize addressing the upstream or triggerisks to reduce their influence on
downstream risks. Only later should resources besied in relieving risks at a later supply
chain stage. When planning mitigation strategids thus critical to focus on the risks that
arise earliest in the supply chain structure. Aseaand effect model makes it possible to plan
an optimal risk mitigation strategy and to avoidb@ptimal mitigation strategies based on a
simple uncorrelated or correlated supply chain ageshown in the examples above. This
is an especially crucial change, as risk managemmeotities are traditionally derived from
the absolute value of the individual negative impgda risk. As shown in the examples, this

is not necessarily optimal.

The research presented here expands the traditiskainanagement process, which served

as the underlying theory of this work. Correlati@ml cause and effect models such as the
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regression and residual model have been showrdltemnte not only the assessment step, but
also the aggregation and mitigation steps. Thith&urstrengthens previous arguments (e.qg.
by Peck (2006)) that understanding interdependsrisia vital part of effective supply chain
risk management. This paper provides the first fprioothe limited environment of a case

study, of the importance of understanding riskro@endencies.

The results suggest several interesting opporamiior further research. To strengthen the
findings regarding how risk relationships influensaepply chain risk management, two
research avenues can be considered. The first vibeutd collect similar, but more extensive
data on risk impacts in a simpler environment witless complex product and country setup;
this would make it possible to quantify the infleenof correlations and cause and effect
relationships with less noise in the data. To battelerstand the validity of the results, we
suggest an investigation of supply chains withedéht correlations between risks, different
risk values, or different lengths of the observat@riods. This could be effectively achieved
by investigating supply chains in other industriesa second promising avenue of research,
supply chains could be explicity modeled to nolyatterive relationships between the risks
from observations, but also ground them furthesupply chain theory. For example, shocks
in an explicit model of a production line could tedied upon to show how a risk on an early
stage of the line triggers a risk later on in time by stretching the line to its capacity limit.
This would, however, require a simple, well-corizdl supply chain environment with
dedicated measuring and controlling points and dauilite possibly have the character of an
experiment.

This research paper illustrates the importanceimsight value of extensive data collection in

the supply chain environment. We thus hope thatpghper may offer encouragement to other
researchers to invest time and effort in obtairdetpiled data about supply chains - however
complex and tedious that process may be - to nmperately quantify risk impacts and their

relationships. More extensive data collection waalldw the currently under-researched area
of cause and effect relationships to be examinerkmlmsely. The execution of the research
presented here in the case study environmentraiiest the relevance and importance for

companies of further academic work on risk relagfops.
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V. Overall conclusion

Considering the results of all three papers as@eytlt is possible to suggest some important
modifications to the supply chain risk managemenmicess. Paper 1 provides a common
ground for supply chain risk management by definihg terminology under the special

circumstances of the FMCG industry. Paper 2 revdas subjective risk assessment is a
valuable part of risk assessment that can complermed even expand upon objective,

guantified risk assessment. Paper 3 illustrategntpact of relationships between risks for the
example of operational risks. Together, these thesearch perspectives provide indications

for how to improve the supply chain risk managenpeatess.

The first part of this research project revealesl nieed for a common understanding of the
concepts and definitions in the fields of supplgichand supply chain risk management, e.g.
with regard to the four-step process of identifmat assessment/aggregation, mitigation, and
controlling. The term “supply chain” must be defineith regard to its use in each particular
environment in order to provide a more precise saafpdiscussion. Further, all departments
with a relevant responsibility in the supply chaieed to be included in the discussion and
definition process; otherwise, as is often curgeriie case in companies, departmental
barriers limit the perspective of individual manegy® their area of responsibility. Only when

an agreed-upon set of definitions is clearly comicated to all relevant managers, it is

possible to ensure that all crucial risks are iifiexdtand mitigated.

The second part of this research illustrates theevaf subjective risk assessment compared
to objective risk assessment. In the case studyaaw) the managers demonstrated a strong
ability to accurately prioritize risks, even comga@ito a quantitative assessment performed on
the basis of controlling and external data. Howgsabjective risk assessment shows biases
that require corrections by targeted de-biasingtegies, e.g. if risks have strongly skewed
distributions. We demonstrated that when combinétth We-biasing strategies, subjective
assessment is a reliable tool for prioritizing theerall supply chain risk portfolio of the
company. Furthermore, as seen in the case studpamgmthere is often only scant, if any,
guantitative data available for some kinds of riskespecially disruptive risks. This
emphasizes the importance of systematic, de-biasaojective risk assessment for

prioritization.
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The third part of the research provides insights the impact of risk interdependencies. By
comparing risk priorities and optimal mitigatiorvestments in three optimization models —
independent risks, correlated risk, and risks witbause and effect relationship — the clear
effects of dependencies in the case study exangdenes obvious. When risk prioritization
takes into account risk correlations as well aspbughain flows, the sequence of
prioritization is shifted: rather than focusing dme risks with the highest expected cost,
managers must prioritize those risks that occamagarly supply chain stage and that have a
high correlation to the later risks. The analysisdd on a cause and effect model further
reveals the clear advantages of investment inmigigation early in the supply chain. In the
example of the case study company, it can be shibatna higher investment early on may

offer cost advantages over investing in the largpirat a later stage of the supply chain.

Combining the insights of the second and the tpads of this research, we conclude that
subjective risk management can be recommended eadirtt step in prioritizing risks,
especially in order to assess disruptive risks \itlited data availability. An objective risk
assessment, however, is of greater value for risksvhich good data is available — for
example, for operational risks well covered in colling systems of the company. Finally, a
strong case can be made for including risk inteeddpncies in the risk mitigation planning.
We recommend that the risk assessment be splitwdoparts: one, a broad and subjective
assessment covering all risks, and two, a focused adjective review of those risks for
which sufficient data is available. The derivatiai mitigation strategies is strongly
influenced by the cause and effect model, whicftshtie focus of mitigation efforts towards
the beginning of the supply chain and changes thtanal amounts of investment. The
sequential application of both subjective and dijecassessment appears to be most

beneficial for supply chain risk management.

This research project suggests several opportarfitiefurther academic work. Overall it can
be said that there is still a critical need to ioya traditional risk management techniques,
particularly in light of the complexities of suppthains as described by Pettit et al. (2010),
and that this need is particularly felt in the asseent phase. As our research only focuses on
the fast moving consumer goods industry, a sinafggroach could also be applied to other
industries as proposed by Juettner et al. (2003)idantify the specific needs and
characteristics of each. The potential benefitcahbining subjective and objective risk

assessment should also be investigated furthepré@osed by Khan and Burnes (2007), the
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implications of the subjective (qualitative) versared objective (quantitative) risk discussion
with respect to their impact on tools for supplyaichrisk management could be further
investigated. For example, our approach could lapted to large-scale empirical research, to
another industry, or to other case studies in oinderexplore the applicability of our

conclusions in other environments. Further, theeniisk bias categories and de-biasing
strategies as proposed by Carter et al. (2007)IdHuzi tested on a large scale to provide
general proof for their suitability for use in tleentext of objective and subjective supply

chain risk assessment.

The most interesting field for further researchyhwer, is the growing body of evidence
revealing the importance of risk dependencies drair teffects. Based on Ritchie and
Brindley (2007b), further research should invesggaausal pathways for risk sources to gain
a better understanding of the sources and efféatsks. As shown in our case study, these
relationships strongly influence the sequence digation and optimal investment into risk
mitigation. If other companies could be encouragedcollect more data, especially on
operational risks systematically across departnhdaandaries, a more general investigation
could be started. This would also clearly followngaand Musa (2011), who identify a
research need to provide managers with more gatiméitmodels on which they can make

fact-based decisions, as opposed to more deseipticonceptual literature.
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Appendix

1. Evaluation criteria (Flint and Mentzer 2000, Flint et al. 2002)

Trustworthiness Criteria

Method of addressing criteria in the study

Credibility

Extent to which the results appear to be accept

representations of the data

One year of conducting interviews and analyz
adka.

feedback.

Participants reviewed the findings and provig

ed

Transferability

Extent to which the findings from one study in @

context will apply to other contexts

nBiverse sample representing variations in type
responsibilities, position level and region.

Participants chosen based on theoretical samp

ling.
of

Dependability
Extent to which the findings are unique to time

place; stability or consistency of explanations

[¢

Experiences covering recent and past events
wn@flected upon by the participants, core catego

existed across responsibilities and regions.

yere

ries

Confirmability

Extent to which interpretations are the result loé

participants and the phenomenon as opposeq

researcher bias

All findings reviewed by researcher and advisg
t Findings supported by quotes.

1 to

Integrity
Extent to which interpretations are influenced

misinformation or evasions by participants

Confidentiality assurance to participan

bylon-threatening interviews by researcher.

ts.

Fit
Extent to which findings fit with the substantiveea

under investigation

complexities of social interactions discovered fie

data.

Addressed through the methods to estab
credibility, dependability and confirmability.
Concepts more deeply described, captu

lish

ing
t

Understanding
Extent to which participants by into results assilds

representations of their worlds

Executive summary of findings to participants; ab
if they reflected their stories and perspectiv

Presented summary to colleagues and practitioner

e

n

Generality
Extent to which findings discover multiple aspeofs

the phenomenon

Interviews had sufficient lencs and openness |

elicit many complex facets of the phenomenon.

Control
Extent to which organizations can influence aspett

the theory

Some variables within the theory are aspects
swhich participants would have some degree

control.

of
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Decision biases according to Carter et al. (2007)

Availability cognition bias, i.e. information is m® easily recalled from memory and,
therefore, more probable.

Base rate bias, i.e. managers rely more on an ateod personal experience, i.e. on
few or even a single vivid data points.

Control illusion bias, i.e. a sequence of randornés or non-representative samples
can be mistaken as essential characteristics ofoaegs leading to unrealistic
confidence in judgment, especially when task isglem i.e. information overload.
Output evaluation bias, i.e. in retrospect the dego which an event would have been
overestimated, failure is seen as bad luck andesscas ability of the decision maker.
Persistence bias, i.e. an alternative is choseausecthis was also done in the past.
Managers show bounded rationality and limit thed®éor new options.

Presentation bias, i.e. the sequence of the pag@niof events influences the value
of data.

Reference point bias, i.e. evaluation from inittaference point are insufficient,

judgments are biased in the direction of a releeantparison point.
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3. List of interviewees

Regior Position Round 1 Round 2 Round 2
Global SHEQ X

Logistics and
MENA Planning X X
WE Head of SC X X
Global Head of Purchasing X
CEE Production Steering | X
Global Production Steering | X X

Logistics and
WE Planning X X
CEE Head of S( X X
Globa Sale: X X

Logistics and
CEE Planning X X
Global Purchasing X X
Global Purchasing X
Global Head of SC X X
WE Production Steering | X X
CEE Logistics X X
MENA Head of SC X X
MENA Production Steerir | x X
Global Controlling X X X
Global Purchasing Logistics| x X
Global Projects X
Global Plannin X
Global Purchasing X
WE Planning X
Global Purchasing X
Global Logistics and

Planning X
Global Purchasing X
Global Purchasing X
Global Purchasing X
Local Head of SC X
Global Purchasin X
Global Purchasing X
Global Logistics and

Planning X
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4. Risk identification framework

Plan
SUPPLY | sup- < CUST-
CHAIN . OMER
PLIER Source Make Deliver
® Master Planning ® Production Planning ® Forecasting
® Supplier performance ® Material ® Logistics
® Operational ® Warehousing ® Planning
® Financial (reliability) ® Obsoletes ® Performance
® Purchasing ® Conversion ® Customs
Operational ®  Ordering ® Yield stability ® Retums
® Returns * Equipment ® Customers
® Market ® Condition ® Financial reliability
® Price/FX ® Setup/bottleneck ® Pricing/rebates
® Capacity
® Supplier selection ® Global footprint ® Customers
Qérenbnerin ® Single sourcing ® Production depth ® Product portfolio
Duawcgiv ® Cooperation ® Production technology ® Cooperation
S ST * IT e IT
upport * HR ° HR * HR
Macro Country, Nature
1L
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5. Probability distributions of operational risks

IT breakdown Poor transportation/infrastructure
Comparison with Gamma(0,5153;0,00065978) Comparison with Lognorm(0,0012436;0,0012404)
50% 90,0% 5,0% 5,0% 90,0% 5,0%
50% 90,0% 50% 50% 90,0% 50%
% 000 129 s 02 3¢5
8 7
o
6
60
5
= —— Dataset 1 3
@RISK Student Version . @RISK Student Version D
W0 For Academic Use Only —— Theoretical For Academic Use Only —— Theoretical
3
30
2 ?
10 !
0 - < 0
Values in Thousandths Values in Thousandths
Improper execution of launch process Poor forecasting
Comparison with 1,3575;5,8204;0;0,0032196) Comparison with RiskBetaGeneral(4.1784,7.0991,0,0.0093843)
50% 90,0% 50% 5,0% 90,0% 50%
50% 90,0% 50% 50% 90,0% 50%
1

1472

H —— Total
6 g . —— Dataset 3
K Student Version —— Theoretical —— BetaGeneral(4,1784:7,0991,0;0,00938|
\cademic Use Dnly Py

4

2

o -

Values in Thousandths Values in Thousandths

Increase in transportation cost

Comparison with Logistic(0,0021974:0,009091) Cumpansucnr‘:vs‘;d;%’galu_ 0.25)

5,0% 90,0% 5,0% 0.0
5,0% 90,0% 5,0% 5,0% 20,0% 5o
2 0246 o 75,0% 25,0% 0.0%
s ¢ 08 090 1900
07
06
05
——ELTA PLUS
—Dataset 1 04 —— Theoretical
—— Theoretical @RISK|Student Version
03 For Academic Use Only
02
01
0
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6. Fitting results for the correlated and uncorrelatedsupply chain

DISTRIBUTION

Fitting quality
indicators

Components not Domestic
available (P4) production (P1)
Normal Normal
Mean: -6.8559 Mean: -5.27503

Variance: 1.1273

Variance: 0.88227

lmport production| S
port pr ! Distribution (T3)
P2)
Normal Normal
Mean: -5.345610 Mean: -8.2738

Variance: 0.43155

Variance: 1.6165

Chi-Sq: 3.70
P-Value:  71.76%

Chi-Sq: 1.58
P-Value:  95.43%

Chi-Sq:  3.74
P-Value:  44.25%

Chi-Sq:  3.70
P-Value:  71.76%
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7. P4 Components not available
Single risk perspective (Additional units in sales

value varied in steps of 25,000 EUR)

Incremental cost for additional unitg 45% 40% 35% 0%3 25% 20% 15%
Additional units in| 5 50,000 75,000 100,000 150,000 175,000 2050
sales value

Regression e
Cost of mitigation | 11,250 20,000 26,250 30,000 80,5 | 35,000 33,750
Cost 770,383 737,692 708,870 682,936 642,317 | 621,598 591,531
Additional units in| 5, (5 50,000 75,000 100,000 150,000 175,000 205,0
sales value

Correlated o
Cost of mitigation | 22,500 20,000 26,250 30,000 80,5 | 35,000 33,750
Cost 740,578 737,692 708,870 682,936 642,317 681,59 | 591,531
Additional units in| 5 5 50,000 75,000 100,000 150,000 175,000 2050
sales value

Uncorrelated o
Cost of mitigation | 22,500 20,000 26,250 30,000 80,5 | 35,000 33,750
Cost 740,578 737,692 708,870 682,936 642,317 681,59 | 591,531

Total supply chain perspective (Additional units in

sales value varied in steps of 25,000 EUR)

Incremental cost for additional unitg 45% 40% 35% 5%2 20% 15%

Additional units in| 5 5 250,000 275,000 3250000 350,000 400,000
sales value

Regression -

Cost of mitigation | 112,500 100,000 96,250 81,250 ,000 60,000
Cost 659,249 646,425 633,317 603,591 | 586,899 567,743
Additional units i 5 50,000 75,000 125,000| 175,000 200,000
sales value

Correlated o
Cost of mitigation | 22,500 20,000 26,250 31,250 88,0 30,000
Cost 740,578 737,692 708,870 658,113 621,598 601,18
Additional units in| 5, 50,000 75,000 125,000 150,000 200,000
sales value

Uncorrelated o
Cost of mitigation | 22,500 20,000 26,250 31,250 30,0 30,000
Cost 740,578 737,692 708,870 658,113 634,966 601,18
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8. P1 Domestic Production

Single risk perspective (Additional units in sales
value varied in steps of 25,000 EUR)

Incremental cost for additional unit 45% 40% 35% 5%2 20% 15%
Additional units in| 4 5 3 225,000 350,000 625,000 800,000  1,025/000
sales value
Regression -
Cost of mitigation 45,000 90,000 122,500 156,250 0,060 153,750
Cost 793,255 773,837 748,555 680,894 635,832 583,368
Additional units in 54, 275000 350000 550000 70000 950,000
sales value
Correlated .
Cost of mitigation 101,250 110,000 122,50 137,500 140,000 142,500
Cost 784,066 769,733 748,555 686,395 642,004 566,11
Additional units in| 555 55, 275,000 350,000| 550,000 700,000 950,000
sales value
Uncorrelated o
Cost of mitigation 101,250 110,000 122,50( 137,500 140,000 142,500
Cost 784,066 769,733 748,555 686,395 642,004 586,11
Total supply chain perspective (Additional units in
sales value varied in steps of 25,000 EUR)
Incremental cost for additional unit 45% 40% 35% 5%2 20% 15%
Additional units in| - 5,5 1y, 425,000 525,000 775,000 950,000  1,125/000
sales value
Regression e
Cost of mitigation 146,250 170,000 183,75( 193,750 190,000 168,750
Cost 782,155 764,842 741,531 676,458 632,891 581,916
Additional units in| - 55 55 275,000 350,000 550,000 700,000 875,000
sales value
Correlated o
Cost of mitigation 101,250 110,000 122,50 137,500 140,000 131,250
Cost 784,066 769,733 748,555 686,395 642,004 590,h2
Additional units inj 54 594 275,000 350,000| 525000 650,000 825000
sales value
Uncorrelated o
Cost of mitigation 90,000 110,000 122,500 131,250 30,000 123,750
Cost 785,308 769,733 748,555 688,774 646,431 584,47
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