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Preface

Management accounting information is used in organizations to facilitate decision making and to influence actions for management control (Zimmerman 2013). Decisions and actions include the allocation of resources within a firm, coordination across organizational units, costing, pricing, compensation, and incentives. There are many ways how management accounting information is provided, including performance measurement, budgeting, capital budgeting, valuation, inventory systems, product-costing systems, and transfer pricing systems (Lambert 2001, 2007).

Management accounting systems should supply information that enhances individuals’ abilities to make decisions and supports them to achieve organizational goals and objectives (Caplan 1988, Horngren et al. 2010). After making decisions, employees must implement them in an organization. However, just because superiors announce a decision does not automatically ensure that employees will implement it, as it is a common assumption in economic theory that employees maximize their own utility, whereas owners of a firm generally want to maximize firm value (Zimmerman 2013). This can lead to conflicts between employees and firm owners, when they have different goals (Ross 1973, Jensen and Meckling 1976). Therefore, management accounting systems should provide information that helps align the interests of employees with the interests of owners by directing an employee’s effort to activities that increase firm value (Atkinson et al. 1997, Lambert 2001). Consequently, management accounting systems have two fundamental functions in an organization: (1) provision of information necessary for making decisions and planning (decision making), and (2) monitoring and motivating individuals in organizations (management control) (Merchant and van der Stede 2012, Zimmerman 2013). Accordingly, these two functions of management accounting information have been referred to as the decision-facilitating function and the decision-influencing function (Demski and Feltham 1976, Sprinkle and Williamson 2007).

1 The concept referred to by the term “management accounting”, which has found wide adoption internationally, might not fully correspond with the “controlling” concept, which prevails in German-speaking countries (Wagenhofer 2006, Obermaier and Müller 2008). While both concepts coincide to a large extent, they might differ primarily in that “controlling” (or the controllers’) tasks more frequently refer to problem-solving and system-building activities, while management accounting might have a larger focus on scorecard-keeping and system-coupling activities (Obermaier and Müller 2008). For the remainder of this thesis, the term “management accounting” is employed to address this thesis to a broader international audience.
Decision facilitating is the provision of information to reduce predecision uncertainty. Hence, the information is provided to the decision maker before he makes a decision, to help resolve some form of uncertainty in the given decision problem (Demski and Feltham 1976). Three common uses of the decision-facilitating function are: (1) the use of information to reduce ex ante uncertainty, (2) believe revision use of management accounting information, and (3) problem-solving use (Simon et al. 1954, Demski and Feltham 1976, Baiman 1982, Tiessen and Waterhouse 1983, Sprinkle and Williamson 2007, Obermaier and Müller 2008). Despite the perfect rationality assumption underlying economic agency models and most other models of economic behavior (see e.g. Baiman 1982, 1990, Christensen and Feltham 2008) extensive empirical evidence shows that both producers and users of information are boundedly rational decision makers. Their rationality is limited by the information they have, the cognitive limitations of their minds, and the finite amount of time they have to make a decision (Simon 1957, 1982, Newell and Simon 1972, Gigerenzer and Selten 2001, Kahneman 2003). Therefore, research in management accounting is required to assess the quality (and variations in the quality) of judgment and decision making, as well as analyze modifications of the task environment to improve judgment and decision-making performance (Bonner 2008).

Decision influencing is the use of information for monitoring and motivating employees. In the decision-influencing function information is provided after a decision maker selects and performs an action. He only knows the measurement method prior to his action. Hence, performance measures are used to evaluate a decision maker’s performance, with the purpose of motivating his action selections. Therefore, he is informed as to how his performance will be measured and how that measurement will affect the outcomes that are relevant to his preferences (Demski and Feltham 1976). Three common uses of the decision influencing function are: (1) use of information to reduce ex post uncertainty, (2) performance evaluation use, and (3) scorecard-keeping and attention-directing use (Simon et al. 1954, Demski and Feltham 1976, Baiman 1982, Tiessen and Waterhouse 1983, Sprinkle and Williamson 2007, Obermaier and Müller 2008). An organization’s management accounting system is used for management control to monitor and motivate employees to align actions and effort with the goal of creating firm value (Baiman 1982, Young and Lewis 1995, Zimmerman 2013). Research in management accounting can be utilized to measure the extent to which management control systems motivate individuals within an organization and help re-
duce the discrepancy of interests between employees and owners. More specifically, research can examine how features of management information, accounting, and compensation systems affect incentive problems and help mitigate agency problems of moral hazard and adverse selection (Lambert 2001, 2007). Additionally, despite the self-interest assumption underlying agency models and most models of economic behavior (Baiman 1982, 1990, Christensen and Feltham 2008), empirical evidence shows that concerns for fairness and reciprocity motivate a substantial number of people (e.g. Fehr and Schmidt 2003, 2004, Falk et al. 2008). In this regard, research in management accounting can analyze the extent to which social motives and individual values interact with management control systems and how to align actions of employees in the best interest of the firm (Sprinkle and Williamson 2007).

It is important to study empirically how both, the decision-facilitating and the decision-influencing function of management accounting information affect the behavior of individuals in organizations. Especially, as these two functions can be highly interdependent, one and the same piece of information (e.g. overhead costs) can be used for an extensive cost analysis (decision facilitating) as well as a performance measure in an incentive system (decision influencing) (Obermaier and Müller 2008). Ultimately, firms consist of boundedly rational individuals and firm value is fundamentally linked to their judgments, decisions, and actions. Moreover, an organization’s management accounting system is central to motivating employees and facilitating their judgment and decision making. Consequently, it is worthwhile to analyze both roles of management accounting information, and controlled laboratory experiments are a very useful scientific method for examining whether and how management accounting systems affect the behavior of individuals within an organization (Sprinkle and Williamson 2007).²

² It is frequently difficult to employ field or archival data to analyze the effects of an organization’s management accounting system on the behavior of its people. Archival-empirical and field research in management accounting often has methodological and econometric problems (Ittner and Larcker 2001). Archival data may be not available or hard to obtain. Also, independent variables being examined may be flawed, because of sample-selection biases and self-selection biases. Finally, variables frequently are imprecisely measured and, hence, can contain random noise and systematic bias. Taken together, these shortcomings can threaten construct validity, internal validity, and statistical conclusion validity of archival or field research (Sprinkle and Williamson 2007). Controlled laboratory experiments can aid overcoming these problems. The experimental method exploits the precise manipulation and measurement of variables, thus, allowing the researcher to create a research setting and generate data (Sprinkle and Williamson 2007). Manipulating the independent variables and using the principle of randomization constitute an experimentalist’s comparative advantage at disentangling variables that are confounded in natural settings and measuring intervening processes to draw strong causal inferences (Libby et al. 2002). Clearly designed experiments are thus useful mechanisms for effectively studying cause-effect relations (Kerlinger and Lee 2000). They allow drawing strong causal conclusions with respect to the relationship between the variables of interest and control for threats to the validity of causal inferences (Campbell and Stanley 1963, Cook and Campbell 1979, Kerlinger and Lee 2000, Sprinkle and Williamson 2007).
The first two studies of this thesis are centered on the decision-facilitating function of management accounting information. Both studies utilize experiments to examine multi-criteria decision problems, a class of problems with high theoretical and practical relevance (Wallenius et al. 2008, Dyer et al. 1992), and raise the question whether aggregation and visualization of information can improve judgment and decision-making performance.

In the first study, “Trust the Numbers!? - The Relation of Information Processing and Decision Quality for a Complex Multi-Criteria Decision Problem”\(^3\), aggregation of information without loss of information content significantly increases procedural consistency and procedural speed for a complex multi-criteria choice problem. Although a purely graphical presentation speeds up the decision process, it reduces procedural consistency compared to a table. Contrary to current trends for combined presentation formats in management reporting (dashboards, cockpits, etc.), tabular presentation formats are more suitable for the present class of problems to ensure a consistent process.

For the second study, “The Effects of Information Aggregation and Visualization on Judgment Quality for Complex Multiattribute Judgment Tasks in Performance Evaluation”\(^4\), results show that information aggregation without loss of information content increases accuracy, consistency, and speed of judgments for a complex multiattribute judgment task in performance evaluation. Graphs as a presentation format, either with or without data values, result in the most accurate judgments, whereas judgments based on tables are less accurate. “Pure” graphs result in a more consistent judgment process compared to graphs with data values. However, neither pure graphs nor graphs with data values lead to a higher procedural consistency compared to tables and procedural speed is not influenced by presentation format.

The results of both studies are of interest for providers of information, e.g. designers of management information systems, as well as recipients of information, e.g. managers and auditors. In both studies, irrespective of problem class, aggregation of information increases procedural consistency and procedural speed. Furthermore, in contrast to current trends for combined presentation formats in management reporting, results show that pure presentation formats are more suitable for the respective problem class to ensure a consistent process.

\(^3\) This paper is joint work with Robert Obermaier and Franziska Himml and is accepted for publication in *Die Betriebswirtschaft* (DBW).
\(^4\) This paper is joint work with Robert Obermaier and Tamara Jakob.
The last two studies of this thesis delve into the decision-influencing function of management accounting information. Both studies raise the question how management accounting systems, specifically performance measurement and budgeting, can be utilized to motivate employees to act in the interest of firm owners.

The third study, “Effort Allocation in Multi-Task Environments – The Interplay of Performance Measure Characteristics and Task Difficulty” examines the interplay of performance measure characteristics, that is, sensitivity and precision, and task difficulty on effort allocation in a multi-task laboratory experiment. Results show that task difficulty does not influence the effect of sensitivity on effort allocation, for both, a fixed-wage and a performance-based compensation system. However, task difficulty moderates the effect of precision on effort allocation for both compensation systems. Results imply that the effect of sensitivity on effort allocation is reliably predictable, whereas the effect of precision on effort allocation is difficult to predict, when underlying tasks differ with respect to task difficulty. These results are of interest for the design of optimal management control, information, and compensation systems.

The fourth study is “Budget Negotiation Structure, Fairness, and Agreement – An Experimental Analysis of Performance, Perception of Performance, and Reputation”5. It addresses three issues associated with participative budgeting: effects of budget negotiation structure on subordinates’ performance, superiors’ perception of subordinates’ performance, as well as effects of negotiation agreement and subordinates’ performance on superiors’ assessment of subordinates’ reputation. Results show that subordinates’ performance is high, except for subordinates making the initial proposal and superiors having final authority. In this situation subordinates frame the negotiation outcome as an unfair loss and their performance decreases. Also, superiors’ perception of subordinates’ performance differs significantly from subordinates’ performance. This can be attributed to superiors evaluating subordinates’ performance based on their own preferences. Finally, for superiors’ assessment of subordinates’ reputation, a trade-off between accuracy and leniency is identified. Reputation is only positively related to subordinates’ performance, when negotiation agreement is low. This study contributes to the literature identifying how structural features of information, accounting, and compensation systems affect incentive problems, which is fundamental for the design of management control systems. Also, this study contributes to a better understanding of how social preferences affect incentive problems and assessment of reputation.

5 This paper is joint work with Robert Obermaier and Christine Selbitschka.
The four studies in this thesis are independent and stand-alone contributions with their own introduction and conclusion. They contain all information necessary for their understanding. As it is common in experimental research, each study consists of a theoretical part reviewing previous literature and deriving testable hypotheses from relevant theory and an empirical part describing the experimental design, results, discussion, implications, and limitations.
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„Trust the Numbers!“ – Zum Verhältnis von Informationsaufbereitung und Entscheidungsgüte bei komplexen multikriteriellen Entscheidungsproblemen

„Trust the Numbers!“ – The Relation of Information Processing and Decision Quality for a Complex Multi-Criteria Decision Problem

Robert Obermaier / Christian Meier / Franziska Himml

Zusammenfassung


Abstract

This study experimentally examines whether decision process and result quality for a complex multi-criteria decision problem under certainty can be improved through aggregation and visualization of crucial information. Aggregation significantly increases procedural consistency and procedural speed. Although a purely graphical presentation speeds up the process, it reduces procedural consistency. Contrary to current trends for combined presentation formats (dashboards, cockpits, etc.), for instance in management reporting, tabular presentation formats are more suitable for the present class of problems to ensure a consistent process.

Stichwörter: Multikriterielles Entscheidungsproblem, Laborexperiment, Informationsaufbereitung, Visualisierung, Prozedurale Rationalität.

Keywords: Multi-criteria decision problem, laboratory experiment, information processing, visualization, procedural rationality.
1 Problemstellung


Auf den ersten Blick mag es daher nahe liegen, die Güte einer Entscheidung an einer objektiven Ergebnisqualität festzumachen, d.h. empirisch zu überprüfen, ob sich das Ergebnis eines Entscheidungssubjekts mit einem objektiv-rationalen Ergebnis im Sinne einer (quasi-)dominanten Handlungsalternative deckt. Allerdings kann die ausschließliche Betrachtung der Ergebnisperspektive kein ausreichendes Kriterium zur Ermittlung einer umfassend verstandenen Entscheidungsgüte sein, wenn z.B. im Fall mehrkriterieller Probleme aus methodischen Gründen auf die mitunter artifizielle Konstruktion einer dominanten Alternative als Beurteilungsmaßstab verzichtet werden soll oder subjektive Artenpräferenzrelationen im Entscheidungskalkül explizit Berücksichtigung finden sollen.


Die Entscheidungstheorie greift daher auf das Konzept der prozeduralen Rationalität zurück, um einen weiteren Maßstab zur Beurteilung der Entscheidungsgüte festzulegen (vgl. Bamberg et al., 2012, S. 3 f., Eisenführ et al., 2010, S. 5, Obermaier/Saliger, 2013, S. 243 ff.). Rationales Verhalten setzt dann voraus, dass bereits bei der Aufnahme und Verarbeitung von Information im Entscheidungsprozess Anforderungen an die Konsis-


Im Fokus der vorliegenden Arbeit stehen daher die Auswirkungen unterschiedlicher Formen von Informationsaufbereitung auf die Rationalität komplexer multikriterieller Entscheidungen unter Sicherheit, ohne die Annahme einer dominanten Handlungsalternative und unter expliziter Berücksichtigung subjektiver Präferenzrelationen. Unter Informationsaufbereitung wird dabei jener Teilbereich der Informationsversorgung verstanden, der sich mit der Auswahl, Aggregation und Darstellung von Informationen
zum Zweck der Entscheidungsvorbereitung beschäftigt. Konkret sollen folgende Forschungsfragen untersucht werden:

(1) Kann der Entscheidungsprozess und das Ergebnis durch die visuelle Darstellung von quantitativen Informationen verbessert werden?

(2) Beeinflusst der Aggregationsgrad der dem Entscheidungsträger zur Verfügung stehenden Information die Güte des Entscheidungsprozesses und des Ergebnisses?


Diese Studie geht dabei auch methodisch über bestehende Studien hinaus, indem sie auf den Analytischen Hierarchieprozess (vgl. Saaty, 1994) zurückgreift und damit erstmals die Offenlegung und Integration subjektiver Artenpräferenzrelationen im Rahmen der Entscheidungsanalyse ermöglicht. Erst diese Herangehensweise erlaubt gerade bei Nichtvorliegen einer dominanten Alternative die Analyse nicht-trivialer Entscheidungsprobleme aus Prozessperspektive (konsistente Artenpräferenzen) und aus Ergebnisperspektive (transitive Präferenzfunktionen). Darüber hinaus wird die bestehende Literatur im Rahmen der vorliegenden Problemklasse ergänzt durch die Untersuchung der Wechselwirkungen von Informationsaggregation und Darstellungsformat und deren Auswir-


2 Theorie und Hypothesen

2.1 Kriterien zur Beurteilung der Entscheidungsgüte


Bei einem komplexen multikriteriellen Entscheidungsproblem unter Sicherheit kann indes nur dann sinnvoll auf die objektive Entscheidungsqualität abgestellt werden, wenn eine solche dominante Alternative existiert und die Zielgewichte der Attribute vorab


Grundthese der vorliegenden Arbeit ist, dass die Informationsaufbereitung und damit insbesondere die Auswahl, Aggregation und Darstellung von Informationen die Fähigkeit von Entscheidungsträgern zur Lösung von Entscheidungsproblemen determiniert und infolgedessen die Entscheidungsgüte beeinflusst. Dabei soll die Entscheidungsgüte jeweils danach beurteilt werden, ob bei einem vorliegenden multikriteriellen Entscheidungsproblem ein hoher Grad an prozeduraler Konsistenz, prozeduraler Geschwindigkeit und Ergebnistransitivität vorliegt.

2.2 Entscheidungsgüte und Darstellungsformat

2.2.1 Die Theorie des Cognitive Fit


2.2.2 Die Cognitive Fit-Theorie im Rahmen komplexer multikriterieller Entscheidungsprobleme unter Sicherheit

In empirischen Studien findet die Cognitive Fit-Theorie im Rahmen von Informationsbeschaffungsproblemen und einfachen Informationsauswertungsproblemen durchweg Unterstützung (Literaturüberblicke finden sich bei Kelton et al., 2010; Speier, 2006; Vessey, 2006).

Gegenstand der vorliegenden Untersuchung ist hingegen ein komplexes multikriterielles Problem unter Sicherheit. Es erfordert, dass ein Entscheider (1) die Struktur der Kriterien und die Beziehungen zwischen den Alternativen identifiziert, um sich einen Überblick über die gegebenen Alternativen und die Ausprägungen der Kriterien verschaffen zu können und (2) die Kriterien gewichtet, bei der Auswertung und Analyse der Information numerische Datenwerte extrahiert und weiterverarbeitet, um eine optimale Alternative gemäß subjektiver Artenpräferenzrelationen bestimmen zu können.


Im Entscheidungsprozess ist daher im Hinblick auf das symbolische Informationsauswertungsproblem zu erwarten, dass eine Tabelle, die analytische Informationsverarbeitungsprozesse unterstützt, zu konsistenteren Artenpräferenzrelationen führt als eine Graphik. Dagegen wird eine Graphik, welche die räumliche Informationsbeschaffung
unterstützt, mit Blick auf das gesamte Entscheidungsproblem zu einer höheren prozeduralen Geschwindigkeit führen (vgl. Vessey, 2006, S. 149). Aus Ergebnisperspektive erscheint es unwahrscheinlich, dass für ein komplexes multikriterielles Entscheidungsproblem unter Sicherheit ein Cognitive Fit eintritt, wenn die Darstellung rein tabellarisch (d.h. symbolisch), oder rein graphisch (d.h. räumlich) ist. In diesem Fall werden die entsprechenden zugrundeliegenden Informationsverarbeitungsprozesse entweder nur die räumliche Informationsbeschaffung oder nur die symbolische Informationsauswertung unterstützen, sodass keine Verbesserung der Ergebnistransitivität in Abhängigkeit der Art der Darstellung zu erwarten ist (vgl. Vessey, 2006, S. 148). Folglich können folgende Hypothesen formuliert werden:

\( H1(a): \) Bei einem komplexen multikriteriellen Problem unter Sicherheit führt eine Tabelle zu einer höheren prozeduralen Konsistenz als eine Graphik.

\( H1(b): \) Bei einem komplexen multikriteriellen Problem unter Sicherheit führt eine Graphik zu einer höheren prozeduralen Geschwindigkeit als eine Tabelle.

\( H1(c): \) Bei einem komplexen multikriteriellen Problem unter Sicherheit unterscheiden sich eine Tabelle und eine Graphik hinsichtlich der Ergebnistransitivität nicht.


In Bezug auf das vorliegende komplexe multikriterielle Problem unter Sicherheit ist daher zu erwarten, dass eine kombinierte Darstellung, im Vergleich zu einer Graphik, die symbolische Informationsauswertung und damit die prozedurale Konsistenz verbessert. Im Vergleich zu einer Tabelle, die ohnehin analytische Informationsverarbeitungsprozesse unterstützt, ist keine Verbesserung zu erwarten. Hinsichtlich der prozeduralen Geschwindigkeit und der Ergebnistransitivität sollte die Kombination aus Tabelle und Graphik vorteilhaft gegenüber den reinen Darstellungsformaten sein, da sowohl die räumliche Informationsbeschaffung durch die graphische Darstellung als auch die symbolische Informationsauswertung durch die tabellarische Darstellung unterstützt werden. Folgende Hypothesen können formuliert werden:

**H2(a):** Bei einem komplexen multikriteriellen Problem unter Sicherheit führt eine Kombination aus Tabelle und Graphik zu einer höheren prozeduralen Konsistenz als eine Graphik und unterscheidet sich nicht von einer Tabelle.

**H2(b):** Bei einem komplexen multikriteriellen Problem unter Sicherheit führt eine Kombination aus Tabelle und Graphik zu einer höheren prozeduralen Geschwindigkeit als eine Tabelle oder Graphik.

**H2(c):** Bei einem komplexen multikriteriellen Problem unter Sicherheit führt eine Kombination aus Tabelle und Graphik zu einer höheren Ergebnistransitivität als eine Tabelle oder Graphik.


2.3 Entscheidungsgüte und Informationsauswahl


Um den Entscheidungsprozess und das Ergebnis im Rahmen eines komplexen multikriteriellen Entscheidungsproblems unter Sicherheit zu verbessern, ist Informationsaggregation vom Typ I erforderlich. Zunehmende Aggregation vom Typ I reduziert die Informationsmenge, der Informationsgehalt hingegen bleibt konstant. Damit sinkt die Anzahl der zu verarbeitenden Informationseinheiten, die Problemlösekomplexität wird reduziert und die Anforderungen an die Informationsverarbeitung sinken. Dies wiederum entlastet das Kurzzeitgedächtnis, erhöht die Konsistenz der mentalen Repräsentation, beschleunigt den Entscheidungsprozess, und verbessert die subjektive Ergebnistransitivität. Folgende Hypothesen werden formuliert:

\( H3(a) \): Bei einem komplexen multikriteriellen Problem unter Sicherheit erhöht Informationsaggregation bei konstantem Informationsgehalt die prozedurale Konsistenz.

\( H3(b) \): Bei einem komplexen multikriteriellen Problem unter Sicherheit erhöht Informationsaggregation bei konstantem Informationsgehalt die prozedurale Geschwindigkeit.

\( H3(c) \): Bei einem komplexen multikriteriellen Problem unter Sicherheit erhöht Informationsaggregation bei konstantem Informationsgehalt die Ergebnistransitivität.


Gemäß der Cognitive Fit-Theorie unterstützt eine Tabelle die Extraktion und Verarbeitung spezifischer Datenwerte. Zusammenhänge zwischen Daten werden nicht hergestellt. Ausgehend von Aggregation vom Typ I erhöht Disaggregation die Informationsmenge, der Informationsgehalt hingegen bleibt konstant. Tabellen besitzen keine integrativen Eigenschaften, d.h. der kognitive Aufwand der analytischen Informationsverarbeitungsprozesse erhöht sich bei der Verarbeitung der zusätzlichen Informationseinheiten. Im Rahmen des vorliegenden komplexen multikriteriellen Problems wird daher bei tabellarischer Darstellung mit Disaggregation die Geschwindigkeit des Entscheidungsprozesses abnehmen und die Fehlerhäufigkeit steigen, sodass sich die Konsistenz der mentalen Repräsentation verringert und die subjektive Ergebnistransitivität sinkt (vgl. Umanath/Vessey, 1994, S. 810). Folgende Hypothesen können formuliert werden:

**H4(a):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Tabelle ist die prozedurale Konsistenz bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.

**H4(b):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Tabelle ist die prozedurale Geschwindigkeit bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.

**H4(c):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Tabelle ist die Ergebnistransitivität bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.
Entsprechend der Cognitive Fit-Theorie stellt eine Graphik Zusammenhänge zwischen Datenwerten her, ohne diskrete Datenwerte direkt abzubilden und ermöglicht die überblicksartige Betrachtung der Information. Graphiken besitzen integrative Eigenschaften, d.h. die wahrnehmenden Informationsverarbeitungsprozesse unterstützen den Entscheider bei der Verarbeitung der zusätzlichen Informationseinheiten bei Disaggregation. Deswegen wird zwar die Geschwindigkeit des Entscheidungsprozesses abnehmen, die Konsistenz der mentalen Repräsentation und die subjektive Ergebnistransitivität hingegen werden nur unwesentlich beeinflusst (vgl. Umanath/Vessey, 1994, S. 810). Folgende Hypothesen werden überprüft:

**H5(a):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Graphik ändert sich die prozedurale Konsistenz durch Informationssaggregation mit konstantem Informationsgehalt nicht.

**H5(b):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Graphik ist die prozedurale Geschwindigkeit bei niedriger Informationssaggregation geringer als bei hoher Informationssaggregation.

**H5(c):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Graphik ändert sich die Ergebnistransitivität durch Informationssaggregation mit konstantem Informationsgehalt nicht.

Im Kombinationsformat unterstützt die Graphik für das vorliegende komplexe multikriterielle Entscheidungsproblem die räumliche Informationsbeschaffung, die Tabelle hingegen fördert die symbolische Informationsauswertung. Da die Tabelle, welche keine integrativen Elemente besitzt, die symbolische Informationsauswertung unterstützt, kommen die integrativen Elemente der Graphik hinsichtlich prozeduraler Konsistenz und Ergebnistransitivität nicht zum Tragen. Analog zur reinen Graphik wird daher hinsichtlich des räumlichen Informationsbeschaffungsproblems bei Disaggregation die prozedurale Geschwindigkeit infolge der Verarbeitung zusätzlicher Informationseinheiten abnehmen. Ebenfalls, analog zur rein tabellarischen Darstellung, verringert sich für die symbolische Informationsauswertung durch Disaggregation die prozedurale Konsistenz und Ergebnistransitivität (vgl. Umanath/Vessey, 1994, S. 810). Folgende Hypothesen werden formuliert:
**H6(a):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Kombination aus Tabelle und Graphik ist die prozedurale Konsistenz bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.

**H6(b):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Kombination aus Tabelle und Graphik ist die prozedurale Geschwindigkeit bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.

**H6(c):** Bei einem komplexen multikriteriellen Problem unter Sicherheit mit Darstellung in Form einer Kombination aus Tabelle und Graphik ist die Ergebnistransitivität bei niedriger Informationsaggregation geringer als bei hoher Informationsaggregation.


Zusammenfassend zeigt sich empirisch bisher, dass Informationsaggregation vom Typ I bei kombinierter Darstellung die objektive Entscheidungsqualität verbessern kann, bei rein tabellarischer oder graphischer Darstellung hingegen nicht. Bei rein tabellarischer Darstellung wird die prozedurale Geschwindigkeit durch Informationsaggregation erhöht, bei kombinierter Darstellung nicht.

3 Methodik und Aufbau des Experiments

3.1 Aufbau des Experiments

Um die Effekte von Darstellung und Informationsaggregation auf die Entscheidungsgüte zu untersuchen, wird ein vollfaktorieller 2×3-Between-Subjects Experiment aufbau verwendet (vgl. Obermaier/Müller, 2008, S. 335 f.). Der Aggregationsgrad der Information wird über zwei Ausprägungen (hohe Informationsaggregation und niedrige Informationsaggregation) und das Darstellungsformat über drei Ausprägungen (Tabelle, Graphik, und Kombination aus Tabelle und Graphik) variiert. Die Gruppen gliedern sich wie folgt:

<table>
<thead>
<tr>
<th>Hohe Aggregation</th>
<th>Tabelle</th>
<th>Graphik</th>
<th>Tabelle und Graphik</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 19</td>
<td>n = 19</td>
<td>n = 19</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Niedrige Aggregation</th>
<th>Tabelle</th>
<th>Graphik</th>
<th>Tabelle und Graphik</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 19</td>
<td>n = 19</td>
<td>n = 19</td>
<td></td>
</tr>
</tbody>
</table>

Das Between-Subjects Design eignet sich zur Untersuchung der Hypothesen, die auf der Cognitive Fit-Theorie und der Theorie der menschlichen Informationsverarbeitung basieren, indem es die Wahrscheinlichkeit minimiert, dass Teilnehmende Fehler und Inkonsistenzen im Entscheidungsprozess korrigieren, und somit ihren natürlichen

### 3.2 Experimentaufgabe und unabhängige Variablen

Die experimentelle Aufgabe ist ein komplexes multikriterielles Entscheidungsproblem mit räumlicher Informationsbeschaffung und symbolischer Informationsauswertung. Aufgabe der Teilnehmenden war das Bilden einer Rangfolge von Alternativen gemäß den eigenen Präferenzen. Für die Alternativenreihung mußten (1) die Struktur der Kriterien und die Beziehungen zwischen den Alternativen identifiziert werden (räumliche Informationsbeschaffung) und (2) die Merkmalsausprägungen der Kriterien extrahiert und die Datenwerte weiterverarbeitet werden (symbolische Informationsauswertung).

Konkret war es Aufgabe fünf Smartphones auf Basis einer multikriteriellen Entscheidungsvorlage mit Bewertungen der Kriterien für die Alternativen, gemäß den eigenen Präferenzen, in eine ordinale Rangfolge zu bringen. Damit wurde ein generisches Entscheidungsproblem konstruiert, mit dem die Teilnehmenden vertraut sein sollten, um fach- oder erfahrungsspezifische Verzerrungen hinsichtlich einer bestimmten Studiendgruppe auszuschließen.

3.2.1 Informationsaggregation

Zur Prüfung der Hypothesen ist es notwendig, dass die Informationsaggregation vom Typ I ist, d.h. dass durch Aggregation zwar die Informationsmenge reduziert wird, nicht aber der Informationsgehalt. Dies bedeutet, dass allen Teilnehmenden die zur Erstellung einer Rangfolge notwendige Information zur Verfügung stehen muss. Um einen konstanten Informationsgehalt zu gewährleisten, standen allen Teilnehmenden die Instruktionen mit den Beschreibungen der acht Oberkriterien und den zugehörigen zwanzig Unterkriterien in identischer Form zur Verfügung.


Da allen Teilnehmenden neben der Entscheidungsvorlage die Instruktionen mit den Beschreibungen aller Ober- und Unterkriterien zur Verfügung standen, bestand für alle die Möglichkeit, auf Basis der gegebenen Information in der Entscheidungsvorlage, eine subjektive Rangfolge gemäß der eigenen Präferenzen zu erstellen, sodass die Informationsaggregation als Typ I einzustufen ist.

3.2.2 Darstellung

(1) Für die Darstellung in Form einer *Tabelle* sind die Kriterien mit den zugehörigen numerischen Bewertungen zeilenweise und die fünf Alternativen spaltenweise abgetragen. In der *Tabelle mit hoher Informationsaggregation* (Anhang 1) befinden sich in den Zeilen die acht Oberkriterien mit numerischen Werten für die fünf Alternativen. In der *Tabelle mit niedriger Informationsaggregation* (Anhang 2) befinden sich in den Zeilen jeweils nach einem der acht Oberkriterien die Unterkriterien mit numerischen Werten für die fünf Alternativen.


### 3.3 Abhängige Variablen

#### 3.3.1 Ergebnistransitivität

Aufgabe der Experimentteilnehmenden war es, eine Rangfolge gemäß den eigenen Präferenzen zu erstellen. *Ergebnistransitivität* als abhängige Variable vergleicht daher die von den Teilnehmenden im Experiment gewählte faktische Rangfolge der Alternativen mit einer rekonstruierten fiktiv-rationalen Reihung der Alternativen auf Basis einer mehrkriteriellen Präferenzfunktion je Alternative. Im Gegensatz zu bestehenden Studien
mit (quasi-)dominanter Handlungsalternative kann durch diese Herangehensweise auch bei Berücksichtigung subjektiver Artenpräferenzrelationen die Rationalität des Ergebnisses beurteilt werden.


Dementsprechend wird die Ergebnistransitivität für jeden Probanden als Summe der absoluten Abweichungen der Ränge zwischen dessen faktischer Rangfolge der Alternativen \( R_{\text{faktisch}} \) und der fiktiv-rationalen rekonstruierten Rangfolge der Alternativen \( R_{\text{fiktiv-rational}} \) ermittelt:

\[
\text{Ergebnistransitivität} = \sum_{i=1}^{5} |R_{\text{faktisch}}^i - R_{\text{fiktiv-rational}}^i|
\]

(1)
wobei $i$ den Laufindex der fünf Alternativen bezeichnet. Der Grad der Ergebnistransitivität ist dabei umso höher, je geringer die absolute Summe der Abweichungen zwischen den Rängen ist. Die Summe der Abweichungen kann minimal 0 und maximal 12 Punkte ergeben, wobei eine Übereinstimmung von faktischem und fiktiv-rationalem Ergebnis einer Ergebnistransitivität in Höhe von 0 entspricht. Die Eignung des vorgeschlagenen Konstrukts wird durch Kendall's $\tau$ in Höhe von -0.966 ($p < .001$) bestätigt.

3.3.2 Prozedurale Konsistenz


\[
CI = \frac{\lambda_{\text{max}} - n}{n - 1}
\]  

(2)

wobei $n$ die Anzahl der Zeilen bzw. Spalten der Durchschnittsmatrix darstellt. Wird dieser Konsistenzindex $CI$ ins Verhältnis zu Werten $R$ entsprechender zufallsgesteuerter Testuntersuchungen gesetzt, ergibt sich die Konsistenzkennzahl $CR$ (vgl. Saaty, 1994, S. 41 f.):

\[
CR = \frac{CI}{R}
\]  

(3)


Ein Wert der Konsistenzkennzahl $CR$ in Höhe von Null impliziert vollständige prozedurale Konsistenz. Der Wert der Konsistenzkennzahl ist umso höher, je inkonsistenter die Vergleichsurteile eines Entscheiders sind, sodass mit steigender Konsistenzkennzahl
die prozedurale Konsistenz abnimmt. Überschreitet die Konsistenzkennzahl einen Wert von 0,1 gelten die Präferenzen eines Entscheiders gemeinhin als inkonsistent (vgl. Saaty, 1990, S. 13).

3.3.3 Prozedurale Geschwindigkeit

Die *prozedurale Geschwindigkeit* als abhängige Variable wurde automatisiert als Zeitdauer in Sekunden ermittelt und umfasst die Zeitspanne, die sich über die individuelle Erstellung der subjektiven Reihung durch die Probanden erstreckt.

3.4 Teilnehmer und Experimentablauf


<table>
<thead>
<tr>
<th>Tabelle 2: Übersicht über den Experimentablauf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abschnitt 1</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Einführende Instruktionen</td>
</tr>
<tr>
<td>Beschreibung der Ober- und Unterkriterien</td>
</tr>
<tr>
<td>Instruktionen zum Entscheidungsproblem</td>
</tr>
</tbody>
</table>


---

2 Das Experiment wurde im Juli 2011 im ökonomischen Experimentallabor Paula der Universität Passau unter Verwendung der Software *z-Tree* (Fischbacher, 2007) durchgeführt.
Im zweiten Abschnitt des Experimentes war es Aufgabe der Teilnehmenden, das Entscheidungsproblem in Form des Erstellens der Rangfolge der Smartphones zu lösen. Hierfür wurden sie aufgefordert die Entscheidungsvorlage, die am Arbeitsplatz zunächst noch verdeckt war, aufzudecken.


4 Ergebnisse

4.1 Manipulationschecks

Zur Überprüfung eines generellen Verständnisses der Experimentaufgabe wurde im Post-Test Fragebogen das allgemeine Aufgabenverständnis abgefragt. Alle 114 Teilnehmenden beantworteten die dichotome Frage: „Ich habe die Anweisungen und die Aufgabenstellung (Erstellung eines Rankings auf Basis eines Qualitätstests) verstanden.“ mit „ja“.

Um zu überprüfen, ob die Manipulation der Informationsaggregation für die komplexe Aufgabe erfolgreich war, wurde analysiert, wie sich die Experimentgruppen mit hoher und niedriger Informationsaggregation in ihrem wahrgenommenen Überlastungs- und Mengenempfinden unterschieden haben (Tabelle 6).

Überlastungsempfinden wird gemessen auf einer 7-stufigen Likert-Skala anhand der Aussage: „Ich fühlte mich von der Menge der bereitgestellten Informationen im Qualitätstest überfordert.“ mit „1 = trifft nicht zu“ und „7 = trifft voll zu“. Ein Mittelwertvergleich zeigt, dass die Gruppen mit hoher Informationsaggregation (2,30) die Informa-
tionsüberlastung signifikant niedriger einschätzten als die Gruppen mit niedriger Informationsaggregation (3,21) (Mann-Whitney U; z = -2,82; p = ,005; zweiseitig). Das Ergebnis zeigt, dass die Informationsaggregation einen signifikanten Einfluß auf das subjektive Überlastungsempfinden der Teilnehmenden hat und bestätigt die Manipulation der Informationsaggregation.

*Mengenempfinden* wird gemessen auf einer 7-stufigen Likert-Skala anhand der Aussage: „Die Menge der zur Verfügung stehenden Informationen im Qualitätstest empfand ich als...“ mit „1 = viel zu gering“ und „7 = viel zu hoch“. Ein Mittelwertvergleich zeigt, dass sowohl die Gruppen mit hoher Informationsaggregation (3,93) als auch die Gruppen mit niedriger Informationsaggregation (4,21) die Informationsmenge ähnlich hoch einschätzten (Mann-Whitney U; z = -1,47; p = ,142; zweiseitig), sodass die Experimentaufgabe als komplex eingestuft werden kann.

### 4.2 Deskriptive Statistik und Hypothesentests


Im Anschluß wird erkundet, ob die abhängigen Variablen miteinander korreliert sind, da dies Analysen in Form von multivariaten Tests zur Folge hätte. Prozedurale Konsistenz und prozedurale Geschwindigkeit (Spearmans Rho; ρ = ,023; p = ,884), prozedurale Konsistenz und Ergebnistransitivität (Spearmans Rho; ρ = -,120; p = ,203), sowie prozedurale Geschwindigkeit und Ergebnistransitivität (Pearson-Korrelation; r = 0,012; p = ,901) korrelieren nicht signifikant miteinander. Die weitere Analyse wird daher in Form von univariaten Tests durchgeführt.

Die Effekte der unabhängigen Variablen Darstellung und Informationsaggregation auf prozedurale Konsistenz, prozedurale Geschwindigkeit und Ergebnistransitivität werden mit SPSS auf Basis verallgemeinerter linearer Modelle analysiert.

---

³ Bei fünf Alternativen ergeben sich 5! = 120 verschiedene Kombinationen an Vergleichen zwischen faktischer und subjektiv rationaler Reihung der Alternativen. Mögliche Ausprägungen der abhängigen Variable Ergebnistransitivität sind 0, 2, 4, 6, 8, 10, 12. Der Mittelwert aller 120 möglichen Kombinationen ist dann 8,0.
Es können sechs distinktive Gruppenmittelwerte ermittelt werden: *hohe Informationsaggregation* und *geringe Informationsaggregation* mit Darstellung in Form einer *Tabelle*, *Graphik* oder Kombination aus *Tabelle und Graphik*.

Verallgemeinerte lineare Modelle stellen Globaltests der Effekte der unabhängigen Variablen dar. Da sich die Darstellung aus drei Faktorstufen zusammensetzt, werden weiterführende Untersuchungen in Form von Mittelwertvergleichen durchgeführt, um die Effekte von Darstellung und Informationsaggregation näher zu untersuchen.
Tabelle 4: Verallgemeinerte lineare Modelle mit prozeduraler Konsistenz, prozeduraler Geschwindigkeit und Ergebnistransitivität als abhängige Variablen

<table>
<thead>
<tr>
<th>Abhängige Variable</th>
<th>Prozedurale Konsistenz$^b$</th>
<th>Prozedurale Geschwindigkeit$^c$</th>
<th>Ergebnistransitivität$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Verteilung</td>
<td>Link-Funktion</td>
<td>Faktoren</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>Log</td>
<td></td>
</tr>
<tr>
<td>Aggregation (A)</td>
<td>1</td>
<td>9,23</td>
<td>&lt;,001***</td>
</tr>
<tr>
<td>Darstellung (D)</td>
<td>2</td>
<td>16,19</td>
<td>&lt;,001***</td>
</tr>
<tr>
<td>A x D Interaktion</td>
<td>2</td>
<td>,66</td>
<td>,721</td>
</tr>
<tr>
<td></td>
<td>$^a$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


$^b$ Prozedurale Konsistenz als abhängige Variable ist gamma verteilt. Diese Verteilung eignet sich für Variablen mit positiven Skalenwerten, die in Richtung größerer positiver Werte verzerrt sind. Die Link-Funktion wird als Log festgelegt, so dass, f(x) = log(x) (IBM 2012, S. 55 f.).

$^c$ Prozedurale Geschwindigkeit als abhängige Variable ist normalverteilte Diese Option eignet sich für metrische Variablen, deren Werte eine symmetrische, glockenförmige Verteilung um einen Mittelwert aufweisen. Die Link-Funktion wird als Identität festgelegt, so dass f(x) = x. Die abhängige Variable wird nicht transformiert (IBM 2012, S. 55 f.).

$^d$ Ergebnistransitivität als abhängige Variable ist normalverteilte Diese Option eignet sich für metrische Variablen, deren Werte eine symmetrische, glockenförmige Verteilung um einen Mittelwert aufweisen. Die Link-Funktion wird als Identität festgelegt, so dass f(x) = x. Die abhängige Variable wird nicht transformiert (IBM 2012, S. 55 f.).

$^e$ * 10 % Signifikanzniveau (zweiseitig).
** 5 % Signifikanzniveau (zweiseitig).
*** 1 % Signifikanzniveau (zweiseitig).

N = 114

4.2.1 Prozedurale Konsistenz


Der Haupteffekt der Darstellung auf die prozedurale Konsistenz ist signifikant (Wald-$\chi^2 = 16,19; p < .001$). Auch der Haupteffekt der Informationsaggregation auf die prozedurale Konsistenz ist signifikant (Wald-$\chi^2 = 9,23; p = .002$). Der Interaktionseffekt zwischen Darstellung und Informationsaggregation hingegen ist nicht signifikant (Wald-$\chi^2 = .66; p = .721$).


Nun wird die Wirkung der Informationsaggregation auf die prozedurale Konsistenz untersucht (Tabelle 5). Ein Mittelwertvergleich zeigt, dass die prozedurale Konsistenz bei hoher Informationsaggregation (.172) signifikant höher ist als bei niedriger Informationsaggregation (.268) (Wald-$\chi^2 = 8,42; p = .004$). Globaltest des verallgemeinerten linearen Modells und Mittelwertvergleich stützen H3(a).

Schließlich wird der Effekt der Informationsaggregation auf die prozedurale Konsistenz bei gegebenem Darstellungsformat untersucht (Tabelle 5). Bei tabellärer Darstellung führt die hohe Informationsaggregation (.104) zu einer marginal signifikant höheren prozeduralen Konsistenz als die niedrige Informationsaggregation (.181)
(Wald-χ² = 3,66; p = .056). Das Ergebnis bestätigt H4(a) in der Tendenz. Bei rein grafischer Darstellung unterscheidet sich die prozedurale Konsistenz nicht signifikant zwischen hoher (.257) und niedriger Informationsaggregation (.347) (Wald-χ² = 1.16; p = .282). H5(a) muss abgelehnt werden. Bei Kombination aus Tabelle und Graphik wiederum ist die prozedurale Konsistenz bei hoher Informationsaggregation (.153) signifikant höher als bei niedriger Informationsaggregation (.275) (Wald-χ² = 3.98; p = .046). H6(a) findet Unterstützung.

4.2.2 Prozedurale Geschwindigkeit


Der Haupeffekt der Darstellung auf die prozedurale Geschwindigkeit ist signifikant (Wald-χ² = 6.63; p = .036). Der Haupeffekt der Informationsaggregation auf die prozedurale Geschwindigkeit ist ebenfalls signifikant (Wald-χ² = 21.80; p < .001). Der Interaktionseffekt zwischen Darstellung und Informationsaggregation wiederum ist nicht signifikant (Wald-χ² = .61; p = .736).


Es folgt die Untersuchung der Wirkung der Informationsaggregation auf die prozedurale Geschwindigkeit (Tabelle 5). Ein Mittelwertvergleich zeigt, dass bei hoher Informationsaggregation (227,02) im Vergleich zu niedriger Informationsaggregation (323,95) die prozedurale Geschwindigkeit signifikant höher ist (Wald-χ² = 21.80; p < .001). Gemeinsam mit dem Globaltest des verallgemeinerten linearen Modells stützt das Ergebnis H3(b).
Tabelle 5: Mittelwertvergleiche für prozedurale Konsistenz, prozedurale Geschwindigkeit und Ergebnistransitivität

<table>
<thead>
<tr>
<th>H_a</th>
<th>Hypothese</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Wald</th>
<th>p-Wert</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1(a)</td>
<td>T &gt; G</td>
<td>.137</td>
<td>.299</td>
<td>12.91</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>H2(a)</td>
<td>TG &gt; G</td>
<td>.205</td>
<td>.299</td>
<td>3.55</td>
<td>.059*</td>
</tr>
<tr>
<td>H2(a)</td>
<td>TG = T</td>
<td>.205</td>
<td>.137</td>
<td>4.07</td>
<td>.044**</td>
</tr>
</tbody>
</table>

Darstellung bei variierender Informationsaggregation

| H4(a) | Th > T_N | .104 | .181 | 3.66 | .056* |
| H5(a) | Gh = G_N | .257 | .347 | 1.16 | .282 |
| H6(a) | TGh > TG_N | .153 | .275 | 3.98 | .046** |

<table>
<thead>
<tr>
<th>H(a)</th>
<th>Hypothese</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Wald</th>
<th>p-Wert</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1(b)</td>
<td>G &gt; T</td>
<td>237.71</td>
<td>295.13</td>
<td>5.10</td>
<td>.024**</td>
</tr>
<tr>
<td>H2(b)</td>
<td>TG &gt; G</td>
<td>293.61</td>
<td>237.71</td>
<td>4.83</td>
<td>.028**</td>
</tr>
<tr>
<td>H2(b)</td>
<td>TG &gt; T</td>
<td>293.61</td>
<td>295.13</td>
<td>.00</td>
<td>.952</td>
</tr>
</tbody>
</table>

Darstellung bei variierender Informationsaggregation

| H3(a) | IA_H > IA_N | .160 | .259 | 8.42 | .004*** |
| H3(b) | IA_H > IA_N | 227.02 | 323.95 | 21.80 | <.001*** |
| H4(b) | Th > T_N | 239.89 | 350.37 | 9.44 | .002*** |
| H5(b) | Gh > G_N | 184.58 | 290.84 | 8.73 | .003*** |
| H6(b) | TGh > TG_N | 256.58 | 330.63 | 4.24 | .039** |


** Die Mittelwerte für prozedurale Geschwindigkeit werden verglichen anhand einer Kontrastanalyse mit einfachen Kontrasten, die auf einem verallgemeinerten linearen Modell mit prozeduraler Geschwindigkeit als abhängiger Variable basiert, wie in Tabelle 4 spezifiziert. Bei den abgebildeten Mittelwerten handelt es sich um geschätzte Randmittel.


c ***, **, * repräsentiert ein 1 %, 5 %, 10 % Signifikanzniveau (jeweils zweiseitig).
Ebenfalls wird der Effekt der Informationsaggregation auf die prozedurale Geschwindigkeit bei gegebenem Darstellungsformat analysiert (Tabelle 5). Bei einer Tabelle führt die hohe Informationsaggregation (239,89) zu einer signifikant höheren prozeduralen Geschwindigkeit als die niedrige Informationsaggregation (350,37) (Wald-\chi^2 = 9,44; p = .002). Das Ergebnis zeigt eine Bestätigung von H4(b) auf. Auch bei rein graphischer Darstellung ist die prozedurale Geschwindigkeit signifikant höher bei hoher Informationsaggregation (290,84) (Wald-\chi^2 = 8,73; p = .003). H5(b) wird bestätigt. Auch bei Kombination aus Tabelle und Graphik ist die prozedurale Geschwindigkeit bei hoher Informationsaggregation (256,58) signifikant höher als bei niedriger Informationsaggregation (330,63) (Wald-\chi^2 = 4,24; p = .039). Das Ergebnis stützt H6(b).

4.2.3 Ergebnistransitivität


Weder der Haupeffekt der Darstellung auf die Ergebnistransitivität (Wald-\chi^2 = 0,46; p = .496), noch der Haupeffekt der Informationsaggregation auf die Ergebnistransitivität sind signifikant (Wald-\chi^2 = 1,93; p = .381). Der Interaktionseffekt zwischen Darstellung und Informationsaggregation ist ebenso nicht signifikant. (Wald-\chi^2 = 1,15; p = .563).

Erneut werden Mittelwertvergleiche auf Basis einer Kontrastanalyse durchgeführt, um mögliche Effekte auf die Ergebnistransitivität im Vergleich einzelner Darstellungsformate zu untersuchen (Tabelle 5). Ein Mittelwertvergleich zeigt, dass Tabelle (Tabelle 3, Mittelwert der Abweichung zwischen faktischer und subjektiv rationaler Reihung = 4,11) und Graphik (3,89) sich hinsichtlich der Ergebnistransitivität nicht signifikant unterscheiden (Wald-\chi^2 = .11; p = .739). Dieses Ergebnis stützt H1(c). Die Ergebnistransitivität unterscheidet sich auch bei Kombination aus Tabelle und Graphik (4,74) weder signifikant von einer Graphik (3,89) (Wald-\chi^2 = 1,78; p = .182) noch signifikant von einer Tabelle (4,11) (Wald-\chi^2 = 1,00; p = .317). H2(c) steht im Gegensatz zu den Ergebnissen.

Hinsichtlich der Wirkung der Informationsaggregation auf die Ergebnistransitivität zeigt ein Mittelwertvergleich, dass sich die Ergebnistransitivität bei hoher Information-
saggregation (4,42) nicht signifikant von der niedrigen Informationsaggregation (4,07) unterscheidet (Tabelle 5; Wald-χ² = .46; p = .496). Sowohl der Globaltest des verallgemeinerten linearen Modells als auch der Mittelwertvergleich stehen im Widerspruch zu H3(c).

Zuletzt wird der Effekt der Informationsaggregation auf die Ergebnistransitivität bei gegebenem Darstellungsformat untersucht (Tabelle 5). Bei tabellarischer Darstellung unterscheidet sich die hohe Informationsaggregation (3,89) nicht von der niedrigen Informationsaggregation (4,32) (Wald-χ² = .22; p = .637). Das Ergebnis bestätigt H4(c). Auch bei rein graphischer Darstellung unterscheidet sich die Ergebnistransitivität nicht signifikant zwischen hoher (4,21) und niedriger Informationsaggregation (3,58) (Wald-χ² = .50; p = .479). H5(c) findet Unterstützung. Schließlich ist für die Ergebnistransitivität bei Kombination aus Tabelle und Graphik ebenso kein signifikanter Unterschied zwischen hoher Informationsaggregation (5,16) und niedriger Informationsaggregation (4,32) zu konstatieren (Wald-χ² = .89; p = .345). H6(c) muss abgelehnt werden.

4.3 Weitere Analysen

Um ausschließen zu können, dass sich die Teilnehmenden im Durchschnitt nur auf die oberen Kriterien der Entscheidungsvorlage fokussieren und ihre Entscheidungen z.B. anhand der ersten vier Kriterien treffen, wurden die durchschnittlichen Gewichte aller Kriterien auf Basis der Paarvergleiche ermittelt. Die Gewichte der Oberkriterien sind im Durchschnitt aller Teilnehmenden: Telefon (.20), Kamera (.10), Musikspieler (.08), Internet und PC (.12), GPS (.06), Handhabung (.14), Stabilität (.13) und Akku (.17) (Reihenfolge gemäß der Entscheidungsvorlage von oben nach unten). Die Mittelwerte deuten nicht darauf hin, dass die Reihenfolge der Kriterien mit einer abnehmenden Gewichtung einhergeht.

Im Post-Test Fragebogen wurde außerdem abgefragt, ob in den Gruppen mit Kombination aus Tabelle und Graphik auch beide Formate zur Entscheidungsfindung genutzt wurden. Von 38 Probanden gaben fünf an, bei der Auswertung stärker auf die Graphik geachtet zu haben. Acht Teilnehmende nutzten sowohl Tabelle als auch Graphik. 15 Personen achteten stärker auf die Tabelle als auf die Graphik und zehn nur auf die Tabelle. Insgesamt gaben damit fast 75 % dieser Teilnehmenden an, tatsächlich auf beide Darstellungsformen zur Erstellung der Rangfolge zurückgegriffen zu haben.

Tabelle 6 bietet schließlich einen Überblick der deskriptiven Statistik zu Mengen- und Überlastungsempfinden.
Tabelle 6: Deskriptive Statistik zu Mengen- und Überlastungsempfinden

<table>
<thead>
<tr>
<th>Darstellung&lt;sup&gt;3&lt;/sup&gt;</th>
<th>Item/Variable</th>
<th>Hohe Aggregation (Oberkategorien)</th>
<th>Niedrige Aggregation (Ober- und Unterkategorien)</th>
<th>Randmittel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tabelle</td>
<td>Mengenempfinden</td>
<td>3,79 [1,03] (n = 19)</td>
<td>4,47 [1,26] (n = 19)</td>
<td>4,13 [1,19] (n = 38)</td>
</tr>
<tr>
<td></td>
<td>Überlastungsempfinden</td>
<td>2,11 [1,45] (n = 19)</td>
<td>3,68 [1,53] (n = 19)</td>
<td>2,89 [1,67] (n = 38)</td>
</tr>
<tr>
<td>Graphik</td>
<td>Mengenempfinden</td>
<td>3,58 [.84] (n = 19)</td>
<td>4,00 [1,45] (n = 19)</td>
<td>3,79 [1,19] (n = 38)</td>
</tr>
<tr>
<td></td>
<td>Überlastungsempfinden</td>
<td>1,89 [1,52] (n = 19)</td>
<td>3,21 [2,02] (n = 19)</td>
<td>2,55 [1,88] (n = 38)</td>
</tr>
<tr>
<td>Tabelle und Graphik</td>
<td>Mengenempfinden</td>
<td>4,42 [1,07] (n = 19)</td>
<td>4,16 [ .90] (n = 19)</td>
<td>4,29 [ .98] (n = 38)</td>
</tr>
<tr>
<td></td>
<td>Überlastungsempfinden</td>
<td>2,89 [1,85] (n = 19)</td>
<td>2,74 [1,66] (n = 19)</td>
<td>2,82 [1,74] (n = 38)</td>
</tr>
<tr>
<td>Randmittel</td>
<td>Mengenempfinden</td>
<td>3,93 [1,03] (n = 57)</td>
<td>4,21 [1,22] (n = 57)</td>
<td>4,07 [1,13] (n = 114)</td>
</tr>
<tr>
<td></td>
<td>Überlastungsempfinden</td>
<td>2,30 [1,65] (n = 57)</td>
<td>3,21 [1,76] (n = 57)</td>
<td>2,75 [1,76] (n = 114)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Mengenempfinden (ME) wird gemessen auf einer 7-stufigen Likert-Skala anhand der Aussage: „Die Menge der zur Verfügung stehenden Informationen im Qualitätstest empfand ich als...“. Mit „1 = viel zu gering“ und „7 = viel zu hoch“.  
<sup>b</sup> Überlastungsempfinden (UE) wird gemessen auf einer 7-stufigen Likert-Skala anhand der Aussage: „Ich fühlte mich von der Menge der bereitgestellten Informationen im Qualitätstest überfordert.“ Mit „1 = trifft nicht zu“ und „7 = trifft voll zu“.  
<sup>d</sup> Informationsaggregation umfasst die zwei Faktorstufen hohe Aggregation und niedrige Aggregation. Sie wird zwischen den Gruppen (between-subjects) anhand der Anzahl der Kriterien in der Entscheidungsvorlage des Laborexperimentes variiert. Die Anzahl der Alternativen wurde für alle Treatments konstant gehalten. In den Gruppen mit hoher Aggregation werden fünf Alternativen mit Einzelwerten für acht Oberkriterien (d.h. 40 Informationseinheiten) versehen. In den Gruppen mit niedriger Aggregation werden fünf Alternativen mit Einzelwerten für zwanzig Unterkriterien (d.h. 100 Informationseinheiten), welche den acht Oberkriterien zugeordnet sind, versehen.

5 Diskussion

Das Ziel der hier vorgestellten Studie ist die Analyse der Effekte von Darstellungsformat und Informationsaggregation auf die Entscheidungsgüte eines komplexen multi-kriteriellen Entscheidungsproblems, ohne eine quasi-dominante Handlungsalternative einfügen zu müssen. Das zugrundeliegende Entscheidungsproblem ist unter Bezugnahme auf die Cognitive Fit-Theorie hinsichtlich Informationsbeschaffung als räumlich und hinsichtlich Informationsauswertung als symbolisch einzustufen.

Die prozedurale Konsistenz und damit die Rationalität des Entscheidungsprozesses kann dabei durch Visualisierung nicht verbessert werden. Dies mag im Rahmen der vorliegenden symbolischen Aufgabe, deren Lösung konkrete Datenwerte erfordert, für eine rein graphische Darstellung nicht verwunderlich sein, denn die Rekonstruktion


Schließlich bleibt zu berücksichtigen, dass die Ergebnisse der Studie Limitationen unterworfen sind, die das Ausmaß, bis zu dem die Ergebnisse verallgemeinert werden können beschränken, zugleich aber Ausgangspunkte künftiger Arbeiten sein könnten.

In dieser Studie wurde die experimentelle Aufgabe bewusst auf Studierende abgestimmt, sodass davon ausgegangen werden konnte, dass die Probanden mit dem Problemkomplex vertraut sind und über das zur Lösung notwendige Wissen („domain knowledge“) verfügen. Dennoch können Unterschiede zwischen Studierenden und Fachleuten nicht ausgeschlossen werden. Studien, die auf erfahrene Fachleute aus der Praxis für vergleichbare Entscheidungsprobleme zurückgreifen, stellen jedoch regelmäßig keine Unterschiede zwischen beiden Gruppen fest (vgl. Eggleton et al., 1992; Stock/Watson,
Eine Durchführung der Studie mit Managern würde jedoch die explizite Berücksichtigung einer unternehmerischen Aufgabenstellung erlauben, um so die Robustheit der Ergebnisse zu prüfen und die Grundgesamtheit von betrieblichen Entscheidungsträgern umfassender abdecken zu können.


Hinsichtlich der Problemstruktur liegt dieser Studie ein zwar komplexes, aber grundsätzlich gut strukturiertes Problem zugrunde. Dies mag in der betrieblichen Praxis womöglich die kleinere Klasse von Entscheidungsproblemen darstellen. Da aber in dem untersuchten Entscheidungsproblem mehrere Alternativen gegeben, verschiedene Attribute zu beurteilen und zu bewerten sind, d.h. in Bezug auf den Schwierigkeitsgrad zweifellos ein komplexes Problem vorliegt, wird jedenfalls innerhalb der Klasse der gut strukturierten Probleme eine Subklasse untersucht, die in der betrieblichen Praxis regelmäßig anzutreffen und zweifellos als relevant einzustufen ist. Die hierarchische Struktur impliziert, dass sich Attribute gegenseitig ausschließen und überschneidungsfrei sind. Erst diese Eingrenzung und die Annahme der Vollständigkeit hinsichtlich der Oberkriterien, Unterkriterien und Alternativen erlaubt den Rückgriff auf ein additives multiaattributives Modell zur Rekonstruktion der Artenpräferenzrelationen mittel AHP, zur Ermittlung der Gesamtnutzenwerte und der sich anschließenden Konsistenzprüfung.

6 Fazit

Die „Verlockungen“ graphischer Darstellungsformate liegen auf der Hand: Sie sehen regelmäßig ansprechend aus und bieten vielfältige Darstellungsvarianten. Hinsichtlich der Verbesserung der Entscheidungsgüte durch die visuelle Aufbereitung der Information zeigt sich im Rahmen der vorliegenden Studie anhand eines komplexen multikriteriellen Entscheidungsproblems allerdings ein ernüchterndes Bild: Visualisierung


Anhang

Anhang 1: Entscheidungsvorlage als Tabelle mit hoher Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td>2.0</td>
</tr>
<tr>
<td>Kamera</td>
<td>2.8</td>
</tr>
<tr>
<td>Musikspieler</td>
<td>1.8</td>
</tr>
<tr>
<td>Internet und PC</td>
<td>2.3</td>
</tr>
<tr>
<td>GPS</td>
<td>2.0</td>
</tr>
<tr>
<td>Handhabung</td>
<td>2.4</td>
</tr>
<tr>
<td>Stabilität</td>
<td>1.9</td>
</tr>
<tr>
<td>Akku</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Anhang 2: Entscheidungsvorlage als Tabelle mit niedriger Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td></td>
</tr>
<tr>
<td>Sprachqualität</td>
<td>2.3</td>
</tr>
<tr>
<td>Netzempfindlichkeit</td>
<td>1.7</td>
</tr>
<tr>
<td>SMS</td>
<td>2.0</td>
</tr>
<tr>
<td>Kamera</td>
<td></td>
</tr>
<tr>
<td>Fotos bei normaler Beleuchtung</td>
<td>3.5</td>
</tr>
<tr>
<td>Fotos bei geringer Beleuchtung</td>
<td>3.5</td>
</tr>
<tr>
<td>Auslöseverzögerung</td>
<td>1.5</td>
</tr>
<tr>
<td>Video</td>
<td>2.5</td>
</tr>
<tr>
<td>Musikspieler</td>
<td></td>
</tr>
<tr>
<td>Klang</td>
<td>2.2</td>
</tr>
<tr>
<td>Kompatibilität</td>
<td>1.4</td>
</tr>
<tr>
<td>Internet und PC</td>
<td></td>
</tr>
<tr>
<td>Surfen</td>
<td>2.3</td>
</tr>
<tr>
<td>E-Mail</td>
<td>1.5</td>
</tr>
<tr>
<td>Synchronisation</td>
<td>3.1</td>
</tr>
<tr>
<td>GPS</td>
<td></td>
</tr>
<tr>
<td>Schnelligkeit &amp; Genauigkeit der Ortung</td>
<td>2.0</td>
</tr>
<tr>
<td>Handhabung</td>
<td></td>
</tr>
<tr>
<td>Gebrauchsanleitung und Inbetriebnahme</td>
<td>3.5</td>
</tr>
<tr>
<td>Display</td>
<td>1.7</td>
</tr>
<tr>
<td>Tastatur</td>
<td>1.9</td>
</tr>
<tr>
<td>Menü und Bedienung</td>
<td>1.9</td>
</tr>
<tr>
<td>Transport</td>
<td>3.0</td>
</tr>
<tr>
<td>Stabilität</td>
<td></td>
</tr>
<tr>
<td>Bruchfestigkeit, Feuchtigkeitstest, Solidität</td>
<td>1.9</td>
</tr>
<tr>
<td>Akku</td>
<td></td>
</tr>
<tr>
<td>Betriebs-, Ladedauer, Lademöglichkeiten</td>
<td>2.7</td>
</tr>
</tbody>
</table>
Anhang 3: Entscheidungsvorlage als Graphik mit hoher Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td></td>
</tr>
<tr>
<td>Kamera</td>
<td></td>
</tr>
<tr>
<td>Musikspieler</td>
<td></td>
</tr>
<tr>
<td>Internet und PC</td>
<td></td>
</tr>
<tr>
<td>GPS</td>
<td></td>
</tr>
<tr>
<td>Handhabung</td>
<td></td>
</tr>
<tr>
<td>Stabilität</td>
<td></td>
</tr>
<tr>
<td>Akku</td>
<td></td>
</tr>
</tbody>
</table>

Anhang 4: Entscheidungsvorlage als Graphik mit niedriger Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td></td>
</tr>
<tr>
<td>Sprachqualität</td>
<td></td>
</tr>
<tr>
<td>Netzempfindlichkeit</td>
<td></td>
</tr>
<tr>
<td>SMS</td>
<td></td>
</tr>
<tr>
<td>Kamera</td>
<td></td>
</tr>
<tr>
<td>Fotos bei normaler Beleuchtung</td>
<td></td>
</tr>
<tr>
<td>Fotos bei geringer Beleuchtung</td>
<td></td>
</tr>
<tr>
<td>Auslöseverzögerung</td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td></td>
</tr>
<tr>
<td>Musikspieler</td>
<td></td>
</tr>
<tr>
<td>Klang</td>
<td></td>
</tr>
<tr>
<td>Kompatibilität</td>
<td></td>
</tr>
<tr>
<td>Internet und PC</td>
<td></td>
</tr>
<tr>
<td>Surfen</td>
<td></td>
</tr>
<tr>
<td>E-Mail</td>
<td></td>
</tr>
<tr>
<td>Synchronisation</td>
<td></td>
</tr>
<tr>
<td>GPS</td>
<td></td>
</tr>
<tr>
<td>Schnelligkeit &amp; Genauigkeit der Ortung</td>
<td></td>
</tr>
<tr>
<td>Handhabung</td>
<td></td>
</tr>
<tr>
<td>Gebrauchsanleitung und Inbetriebnahme</td>
<td></td>
</tr>
<tr>
<td>Display</td>
<td></td>
</tr>
<tr>
<td>Tastatur</td>
<td></td>
</tr>
<tr>
<td>Menü und Bedienung</td>
<td></td>
</tr>
<tr>
<td>Transport</td>
<td></td>
</tr>
<tr>
<td>Stabilität</td>
<td></td>
</tr>
<tr>
<td>Bruchfestigkeit, Feuchtigkeitstest, Solidität</td>
<td></td>
</tr>
<tr>
<td>Akku</td>
<td></td>
</tr>
<tr>
<td>Betriebs-, Ladedauer, Lademöglichkeiten</td>
<td></td>
</tr>
</tbody>
</table>
### Anhang 5: Entscheidungsvorlage als Kombination aus Tabelle und Graphik mit hoher Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td>2.0</td>
</tr>
<tr>
<td>Kamera</td>
<td>2.8</td>
</tr>
<tr>
<td>Musikspieler</td>
<td>1.8</td>
</tr>
<tr>
<td>Internet und PC</td>
<td>2.3</td>
</tr>
<tr>
<td>GPS</td>
<td>2.0</td>
</tr>
<tr>
<td>Handhabung</td>
<td>2.4</td>
</tr>
<tr>
<td>Stabilität</td>
<td>1.9</td>
</tr>
<tr>
<td>Akku</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### Anhang 6: Entscheidungsvorlage als Kombination aus Tabelle und Graphik mit niedriger Aggregation

<table>
<thead>
<tr>
<th>Bewertungskategorien</th>
<th>Smartphones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Telefon</td>
<td>2.3</td>
</tr>
<tr>
<td>Sprachqualität</td>
<td>2.3</td>
</tr>
<tr>
<td>Netzentferntüchtigkeit</td>
<td>1.7</td>
</tr>
<tr>
<td>SMS</td>
<td>2.0</td>
</tr>
<tr>
<td>Kamera</td>
<td>3.5</td>
</tr>
<tr>
<td>Fotos bei normaler Beleuchtung</td>
<td>3.5</td>
</tr>
<tr>
<td>Auslöseverzögerung</td>
<td>1.5</td>
</tr>
<tr>
<td>Foto bei geringer Beleuchtung</td>
<td>3.5</td>
</tr>
<tr>
<td>Video</td>
<td>2.5</td>
</tr>
<tr>
<td>Musikspieler</td>
<td>2.2</td>
</tr>
<tr>
<td>Klang</td>
<td>1.4</td>
</tr>
<tr>
<td>Kompatibilität</td>
<td>2.3</td>
</tr>
<tr>
<td>Internet und PC</td>
<td>2.3</td>
</tr>
<tr>
<td>Surfen</td>
<td>1.5</td>
</tr>
<tr>
<td>E-Mail</td>
<td>3.1</td>
</tr>
<tr>
<td>Synchronisation</td>
<td>3.1</td>
</tr>
<tr>
<td>GPS</td>
<td>2.0</td>
</tr>
<tr>
<td>Handhabung</td>
<td>3.5</td>
</tr>
<tr>
<td>Getränkeanleitung und Inbetriebnahme</td>
<td>1.7</td>
</tr>
<tr>
<td>Tastatur</td>
<td>1.9</td>
</tr>
<tr>
<td>Menu und Bedienung</td>
<td>2.1</td>
</tr>
<tr>
<td>Transport</td>
<td>2.3</td>
</tr>
<tr>
<td>Stabilität</td>
<td>2.3</td>
</tr>
<tr>
<td>Betriebs-, Ladedauer, Lademöglichkeiten</td>
<td>2.7</td>
</tr>
</tbody>
</table>
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The Effects of Information Aggregation and Visualization on Judgment Quality for Complex Multiattribute Judgment Tasks in Performance Evaluation
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Abstract

Performance evaluation is one of the most prominent multiple criteria decision-making applications. Cognitive limitations of boundedly rational decision makers increase the risk of adversely evaluating performance, which can have severe consequences. Therefore, it is necessary to facilitate judgments in performance evaluation. Empirical studies have found presentation format and information aggregation to increase judgment quality when implemented properly. However, the interplay of information aggregation and presentation format has not been analyzed so far. Hence, this study examines the interplay of information aggregation and presentation format on judgment quality for a complex multiattribute judgment task in performance evaluation. Cognitive fit theory and information-processing theory are employed to derive the hypotheses. An experiment is conducted where both information aggregation and presentation format are varied between-subjects. Results show that graphs, either with or without data values, lead to the most accurate judgments. Judgments based on tables are less accurate. “Pure” graphs result in a more consistent judgment process compared to graphs with data values. However, graphs without or with data values do not lead to a higher procedural consistency compared to tables. Presentation format does not influence procedural speed. Information aggregation without loss of information content increases accuracy, consistency and speed of judgments. Increasing information aggregation, graphs lead to more accurate and consistent judgments and graphs with data values lead to more accurate judgments. Accuracy and consistency with tables does not differ with a change in information aggregation. For graphs with data values and low information aggregation the judgment process takes significantly more time, whereas for graphs and tables procedural speed does not change. Overall, findings support information-processing theory and provide mixed evidence for cognitive fit theory. The results are of interest for providers of information, e.g. designers of management information systems, as well as recipients of information, e.g. managers and auditors.

Keywords: Information aggregation, problem representation, information processing, performance evaluation, multiattribute judgments, judgment quality.
1 Introduction

Performance evaluation is one of the most prominent multiple criteria decision-making applications (Hülle et al. 2011). Multi-criteria decision problems are a class of problems with high theoretical and practical relevance (Wallenius et al. 2008, Dyer et al. 1992). They can be solved employing normative analytic models or using human judgment (Stock and Watson 1984, Libby 1981). Multiattribute judgments are regularly performed by boundedly rational decision makers with limits on their abilities to perceive new problems, to remember important facts and to process information properly (Newell and Simon 1972). Generally, performance evaluation judgment tasks with multiple criteria are inherently complex, as a substantial number of information cues have to be processed and an increasing cognitive load has to be evaluated (Speier 2006, Payne 1982). If the number of criteria or alternatives exceeds short-term memory, information processing decreases, problem-solving performance is reduced (Schroder et al. 1967), and the risk of adversely evaluating performance increases. Consequently, employees will react negatively when equally good performances are evaluated differently and resource allocation can be distorted when departments or products are evaluated inaccurately (Merchant and van der Stede 2012).

Therefore, it is necessary to alter the structure of the task environment in desirable ways to facilitate complex multiattribute judgments (Bonner 2008). Aggregation of complex information and choice of presentation format are both ways to modify the task environment and to improve judgment quality (Tufte 2001, DeSanctis 1984). Effects of presentation format on judgment and decision quality in the context of decision making with graphs vs. tables have been studied extensively over the last decades. A central finding of these studies is that presentation format facilitates judgment quality when it fits to the information-processing requirements of the underlying task (Yigitbasioglu and Velcu 2012, Kelton et al. 2010, Vessey 2006). Behavioral effects of information aggregation have also been focus of several studies (Kaufmann and Weber 2013, Otley and Dias 1982, Harvey et al. 1979, Tiessen 1976, Chervany and Dickson 1974, Ronen 1971). A central result is that judgment and decision-making quality increases with information aggregation, if the information content is held constant, and decreases with information aggregation with loss of information content. Furthermore, the interplay of task complexity and presentation format has been focus of prior studies (Speier 2006, So and Smith 2004, Umanath and Vessey 1994). However, the interplay of information aggregation and presentation format for a complex multiattribute judgment task has not
been examined so far. Cognitive fit theory (Vessey 2006, 1994, 1991) predicts that graphs possess integrating capabilities that mitigate adverse effects of increased information load on judgment quality, whereas tables do not (Umanath and Vessey 1994). Accordingly, accuracy of judgments based on tables should benefit from information aggregation. While a growing body of empirical evidence supports the fundamentals of cognitive fit theory for simple tasks, extensions to more complex tasks are sparse (Speier 2006). Thus, to facilitate high judgment quality in performance evaluation, it is necessary to examine whether and how information aggregation and presentation format influence judgment quality for the problem class of complex multiattribute judgment tasks.

Also, prior studies analyzing effects of information aggregation and presentation format focus on result accuracy as an aspect of judgment quality and neglect procedural consistency. However, it is important to examine procedural consistency in a multi-criteria decision problem because consistency of subjects’ preferences for the multiple decision criteria is an antecedent to procedural rationality (Simon 1976). Moreover, consistency is important when evaluating the performance of organizational units, as managers may be required to specify weights for various performance measures and inconsistent judgments may distort the assessment of organizational performance (Merchant and van der Stede 2012, Tuttle and Kershaw 1998).

To address these issues, this study examines the effects of information aggregation and presentation format on judgment quality for a complex multiattribute judgment task in performance evaluation. An experiment is conducted where both information aggregation and presentation format are varied between-subjects. The following research question is examined: Do information aggregation and presentation format influence judgment quality for a complex multiattribute judgment task? Judgment quality is measured both from a performance and a procedural perspective with the criteria of result accuracy, procedural consistency, and procedural speed. Cognitive fit theory and information-processing theory (Driver and Streufert 1969, Schroder et al. 1967) as aspects of a general theory of problem solving are used to derive the hypotheses. The results are of interest for providers of information, e.g. management accountants and designers of management information systems and management control systems, as well as recipients of information, e.g. managers and auditors.
Results show that graphs as a presentation format, either with or without data values, result in the most accurate judgments. Judgments based on tables are less accurate. “Pure” graphs result in a more consistent judgment process compared to graphs with data values. However, neither graphs nor graphs with data values lead to a higher procedural consistency compared to tables, and procedural speed is not influenced by presentation format. Information aggregation without loss of information content increases accuracy, consistency, and speed of judgments. Increasing information aggregation, graphs lead to more accurate and consistent judgments and graphs with data values lead to more accurate judgments. Accuracy and consistency with tables do not differ significantly with a change in information aggregation. For graphs with data values and low information aggregation the judgment process takes significantly more time, whereas for graphs and tables procedural speed does not change.

The contributions of this study are threefold. First, this study extends prior literature analyzing complex multiattribute judgment problems and contributes to examining effects of information processing from a procedural rationality perspective (Simon 1976). Prior studies predominantly base judgment quality on substantive rationality, i.e. they evaluate result accuracy in comparing human judgments to a prespecified optimal alternative. However, frequently no optimal alternative exists for a complex multi-criteria decision problem without further specifying criteria weights. This makes it necessary to base judgment quality on procedural rationality. Thus, in this study, the analytic hierarchy process (AHP) (Saaty 1994, 1990, 1980) is utilized to reveal consistency of participants’ subjective weights for the multiple decision criteria during the judgment process. Second, from a theoretical perspective, this study contributes to prior literature in examining the interplay of presentation format and information aggregation for complex tasks. The analysis of complex tasks is an important aspect of further developing the theory of cognitive fit towards an aspect of a general theory of problem solving (Vessey 2006). Although extensive empirical evidence supports for the theory of cognitive fit for simple tasks, in this study cognitive fit theory fails to predict the interplay of presentation format and information aggregation. Third, from a practical perspective, in examining effects of pure and combined presentation formats, this study contributes to the design of management information and control systems. It contradicts the widespread belief that combined presentation formats should be superior to pure formats. For complex multiattribute judgments, providers and designers of management information and con-
trol systems should keep it short and simple, that is, adequately aggregate information and refrain from adding data values to graphs.

This paper proceeds as follows: The next section develops hypotheses based on cognitive fit theory and information-processing theory. The two subsequent sections describe the experimental design and results. The final section provides a discussion of the results including their limitations and implications.

2 Theory and Hypotheses

2.1 General Theory of Problem Solving

The theory of human problem solving (Newell and Simon 1972) proposes that boundedly rational decision makers use a serial information-processing system with limited short-term memory. They extract information from the task environment to create a mental representation in the internal problem space which, by using a strategy to perform elementary information-processing tasks (EIP’s), builds the basis for evaluation and heuristic problem solving. The relative difficulty of problem solving will depend on how effective the decision maker has been in representing task characteristics in his mental representation (Simon 1978a). As a decision maker’s ability to process huge amounts of complex data is limited (Newell and Simon 1972, Schroder et al. 1967), task characteristics should be modified to extend the limits of human cognition by decreasing task complexity and hence increase judgment quality (Tuttle and Kershaw 1998).

According to Payne (1982) there are multiple task characteristics pertaining to the task environment that may influence effort required to make a judgment or decision, which in turn can cause decision makers to change strategy. Among those task characteristics examined in problem-solving tasks are: (1) task complexity (e.g. number of alternatives and or dimensions); (2) presentation format (e.g. graphs or tables); and (3) response mode (e.g. judgment or choice).

If the short-term memory constraint is exceeded because of task complexity, i.e. the number of alternatives or criteria exceeds short-term memory, information processing decreases and problem-solving performance is reduced (Schroder et al. 1967). Also, a mismatch of presentation format and task type hinders performance (Vessey 2006, 1994, 1991). Finally, response mode influences demands on information processing. Judgments in accounting can, for example, appear in the form of predictions about a future state of affairs or events (e.g. bankruptcy prediction) or as an evaluation of cur-
rent state of affairs or events (e.g. performance evaluation). Choices are a part of decision making which typically follows judgments (Bonner 2008). Therefore, judgment usually facilitates choice; however, according to common sense it is not necessary and not sufficient for choice. Choice only depends on selection, whereas a requirement for judgment is an evaluation of alternatives. Judgment in general is more cognitively demanding and time-consuming and involves more comprehensive consideration of each problem dimension than choice (Tuttle and Kershaw 1998, Einhorn and Hogarth 1981).

Judgment quality can be evaluated based on (1) substantive rationality, i.e. the extent to which judgment output (e.g. a final judgment), corresponds with some “right judgment”, or based on (2) procedural rationality, i.e. the extent to which a judgment (e.g. the use of information) corresponds with some “right process” (Bonner 2008, Simon 1978b, 1976). These two perspectives can be described as:

(1) Performance view of judgment quality with result accuracy as a criterion, which compares a judgment (e.g. subjective ranking of alternatives) with an optimal judgment (e.g. optimal ranking of alternatives), i.e. a judgment is accurate when it is appropriate to the attainment of given goals within the limits imposed by given conditions and constraints (Bonner 2008, Simon 1978b, 1976).

(2) Process view of judgment quality, with the criteria of (a) procedural consistency (e.g. consistent preferences for attributes of an alternative), i.e. a judgment is consistent when it is the outcome of careful consideration; and (b) procedural time, i.e. a fast judgment process (Bonner 2008, Simon 1978b, 1976).

2.2 Cognitive Fit Theory

Cognitive fit theory is one aspect of a general theory of problem solving (Vessey 2006). It develops the notion of “cognitive fit”: a match of problem representation and problem-solving task, both elements of the task environment, enables the problem solver to use cognitive processes that emphasize the same type of information. Thus, the processes used to act on the problem representation and the task will match. The resultant consistent mental representation will facilitate the judgment process and lead to an accurate and fast problem solution. When problem representation and task do not match, similar processes cannot be used to act both on the problem representation and to solve the task. The mental representation will have to be transformed. The decision strategy will require more effort and will most likely be less accurate and more time-
consuming. Therefore, there is no reason to deviate from cognitive fit (Vessey 2006, 1994, 1991).

Cognitive fit theory can be applied to problem representations in the form of graphical and tabular presentation formats. Main assumptions are that representation format and task characteristics are independent, as data can be represented independently from the problem and solutions can be achieved with different presentation formats. Also, graphs and tables must be derived from equivalent raw data so that all information in one presentation format is inferable from the other (Vessey 1994, 1991).

Graphs are spatial problem representations and present spatially-related information. They emphasize relationships in the data and do not present discrete data values directly. They facilitate viewing the information at a glance without addressing the elements separately or analytically. The data in a graph are accessed using perceptual processes (Vessey 1994, 1991). Perceptual processes include visually perceiving an object and deriving its meaning (Bolles 1991). Tables are symbolic problem representations and present symbolic information. They emphasize discrete data values and facilitate extracting specific data values. They do not show relationships directly and the data in a table are accessed using analytical processes (Vessey 1994, 1991). Analytical processes involve cognitive effort to understand or evaluate a given phenomenon (Simon and Lea 1974). Perceptual processes are employed more effectively on spatial presentation formats, whereas analytical processes are employed more effectively on symbolic presentation formats (Vessey 1994, 1991).

In line with Einhorn and Hogarth (1981) cognitive fit theory differentiates between information acquisition tasks and information evaluation tasks. Information acquisition tasks (i.e. search of the task environment and short-term memory to access information) are solved directly via information acquisition processes, which can either be (1) spatial, i.e. relationships among the data are perceived perceptually, or (2) symbolic, the acquisition of discrete and precise data values is processed analytically (Speier 2006). Information evaluation tasks (i.e. the strategy a problem solver implements to understand or manipulate information) can also either be (1) spatial, i.e. associations among the data are perceived perceptually, or (2) symbolic, i.e. the extraction of given data values followed by a series of calculations is processed analytically. Cognitive fit exists when spatial information acquisition and evaluation tasks are supported with spatial problem representations and when symbolic information acquisition and evaluation tasks are
supported with symbolic problem representations (Vessey 2006, 1994, 1991). There is widespread empirical support for cognitive fit with spatial or symbolic presentation formats for information acquisition tasks and simple information evaluation tasks (for an overview, see Kelton et al. 2010, Speier 2006, Vessey 2006).

2.3 Cognitive Fit Theory in the Context of Complex Multiattribute Judgment Tasks

The theory of cognitive fit is also supported for complex multiattribute judgment tasks, e.g. in accounting (Vessey 2006). Task complexity refers to the amount of information processing a task requires and the amount of structure the task provides. Hence, task complexity increases as the required amount of information processing increases and as the degree of task structure decreases (Campbell 1988, Wood 1986). Multiattribute judgment tasks are considered to be inherently complex, due to the high number of criteria and alternatives underlying multiattribute judgment tasks and the substantial evaluation necessary for problem solving. The information load of complex multiattribute judgments tasks exceeds the cognitive capabilities of a boundedly rational decision maker to employ cognitively demanding analytical processes and he is not capable of solving the task analytically (Umanath and Vessey 1994).

As perceptual processes require less effort than analytical processes, the data in complex multiattribute judgment tasks are accessed using perceptual and holistic processes. Thus, according to the theory of cognitive fit, complex multiattribute judgment tasks are called “holistic” (Vessey 2006, Umanath and Vessey 1994). Holistic processes aid in integrating large amounts of data (e.g. integration of a number of performance measures over a number of years for different business units) (Umanath and Vessey 1994).

In performance evaluation, when information for multiple performance measures is first integrated to produce a “result” over one object of a category (e.g. time period, organizational unit or employee) and then the results for the multiple objects of a category

---

1 Types of multiattribute judgment tasks analyzed in accounting are bankruptcy prediction (So and Smith 2004, Umanath and Vessey 1994, Eggleton et al. 1992, MacKay and Villareal 1987, Morarity 1979), prediction of changes in bond rating (Frownfelter-Lohrke 1998, Wright 1995, Nibbelin et al. 1992, Stock and Watson 1984), and performance evaluation (Banker et al. 2011, Tuttle and Kershaw 1998). These multi-criteria tasks include the presentation of several performance measures (profitability, liquidity, leverage, etc.) over one or multiple categories (time periods, firms, subunits of a firm, employees, etc.) and require a single categorical assessment of a category (e.g. bankruptcy for a firm yes/no; rating change over time yes/no) or a comparison across categories (e.g. performance evaluation across subunits for a given time period).
(e.g. time periods, organizational units or employees) are integrated to produce the required response, a holistic process is used. When data for each performance measure is first integrated to produce a “result” over multiple objects of a category (e.g. time periods) and then the results for each performance measure are integrated to produce the required response, a perceptual process is used. Both holistic and perceptual processes involve making associations among data values (Umanath and Vessey 1994).

A performance evaluation of organizational subunits over multiple time periods based on multiple performance measures is a complex multiattribute judgment task. To evaluate and compare the financial performance of organizational subunits over multiple time periods, a decision maker may first integrate performance measures for one subunit during one time period (holistic process). Then he will repeat this process for all time periods (perceptual process) to generate a response for the subunit and in the next step compare the subunits to generate a performance evaluation judgment. He may as well compare a single performance measure for a subunit across multiple time periods (perceptual process) and then to other subunits to generate a response for the single indicator across subunits. In the next step he will integrate the result for each indicator (holistic process) to produce the performance evaluation judgment across the subunits.2

Both complex spatial tasks and multiattribute judgment tasks require the integration of large amounts of data so that results for complex spatial judgment tasks can also be applied to multiattribute judgment tasks (Umanath & Vessey 1994). Empirical evidence shows that complex spatial judgment tasks are supported by a graphical presentation format when there is no predominant accuracy criterion (Vessey 2006). Speier (2006) supports cognitive fit for a complex multiattribute spatial judgment task with graphs leading to more accurate and faster judgments than tables. Speier et al. (2003) predict and find for both low complex and high complex multiattribute tasks that spatial tasks are best facilitated using spatial formats with respect to accuracy and time. Wilson and

---

2 As Umanath and Vessey (1994) note, these processes are idealized processes that take into account only the relationships among a number of performance measures for one category or the relationships between values of the same performance measure over a number of objects of a category. Also the values or levels of performance measures can be relevant for judgment. To facilitate this type of evaluation, presentation formats must also make available the underlying data. Graphs are a presentation format that supports both relationships among the data and the underlying data values. With respect to referencing underlying values or levels of data graphs both preserve characteristics of the underlying data and provide integrating features. However, to obtain data values in graphs, it takes a large amount of time and errors can be made. Tables emphasize symbolic information, as they present discrete data values. Therefore, tables aid analytic processes but do not support the decision maker in integrating data. Integrating data with tables involves considerable cognitive resources, will probably take up a huge amount of time and be erroneous (Umanath and Vessey 1994).
Addo (1994) analyze complex spatial and symbolic uniattribute judgment tasks and find that both are generally solved faster with graphs compared to tables.

From the performance view of judgment quality, result accuracy with graphs should be higher than with tables, as graphs both aid in integrating large amounts of data and allow referring to underlying data values, whereas tables only show discrete data values and emphasize symbolic information. Umanath and Vessey (1994) hypothesize and find that graphs are more accurate than tables for a complex multiattribute judgment task. Tuttle and Kershaw (1998) employ a complex multiattribute performance evaluation judgment task of plant managers and manipulate judgment strategy. They also find that for a holistic strategy graphs are more accurate than tables.

From the process view of judgment quality, procedural consistency should also be higher with graphs than with tables, as the data in graphs are accessed using perceptual processes and problem solving in multiattribute judgment tasks is facilitated by perceptual processes. This match of problem representation and task reduces task complexity, the short-term memory constraint is extended, and the judgment process is facilitated by a consistent mental representation.

Finally judgment time may not differ between graphs and tables. On one hand graphs facilitate perceptual processes and time consuming mental transformations will be necessary for tabular presentation formats, on the other hand the reference to underlying data values with graphs also takes a huge amount of time and can be erroneous, whereas tables show data values directly. Empirical evidence supports this, as Tuttle and Kershaw (1998) and Umanath and Vessey (1994) find judgment time not to differ between graphs and tables. Therefore, the following hypotheses are stated:

\textbf{H1(a):} For a complex multiattribute judgment task graphs result in higher accuracy as tables.

\textbf{H1(b):} For a complex multiattribute judgment task graphs result in higher consistency as tables.

\textbf{H1(c):} For a complex multiattribute judgment task there is no difference in speed between graphs and tables.

Numerical data at the end (bottom) of horizontal (vertical) bar charts results in a combined graphical and tabular representation and conveys both spatial and symbolic information. An extension of cognitive fit suggests that such combined representations
will outperform tabular formats on spatial tasks and have no performance effects symbolic tasks (Vessey 1991). DeSanctis and Jarvenpaa (1989) employ horizontal bar charts (with numerical values at the end of each bar in the combined format) for a multiattribute spatial forecasting task. After subjects gain practice with the task, both graphical formats are more accurate than a table. Moreover, the combined format marginally improves accuracy after the first and over the following four trials when compared to the graphical format. Also given a reasonable amount of time to solve the task, the combined and graphical group subjects complete the task faster than tabular group subjects. Wright (1995) analyzes a multiattribute judgment task with high task complexity and finds for a combined presentation format with tables and additional graphical representations (bar and line charts) that accuracy is higher compared to a tabular format. However, studies exist where a pure format has higher accuracy than a combined format. Both Nibbelin et al. (1992) and Frownfelter-Lohrke (1998) examine complex multiattribute bond-rating-change decisions. Nibbelin et al. (1992) examine tables and tables with bar charts for a spatial task. Tables lead to higher accuracy than the combined format. Frownfelter-Lohrke (1998) examines tables, bar charts and a combination of these. Neither for a spatial nor for a symbolic task is accuracy significantly different between the presentation formats. For both task types the graphical presentation format required less time than the combined format and both formats lead to significantly faster judgments than the tables. So and Smith (2004) analyze a spatial multiattribute bankruptcy prediction task. When information complexity is low, presentation format has no impact on accuracy. However, when information complexity is high, the tabular-alone format shows the highest accuracy compared to a combined tabular-graphical format. Overall, results from prior research provide mixed evidence for an extension of cognitive fit theory to combined presentation formats.

Multiaattribute performance evaluation judgments afford integrating large amounts of data and the ability to reference ranges or levels of performance measures. Graphs with data values support both relationships among the data and directly provide the underlying data values. If data values are presented at the end of bar charts or at data points of line charts they convey symbolic information as they present discrete data values. Symbolic information facilitates analytic processes but complex multiattribute judgment tasks demand holistic and perceptual processes. Therefore, the symbolic information may merely be discarded or even hinders a consistent mental representation. Thus, at best both accuracy and consistency are not expected to change when comparing pure
graphical representations with graphs with data values. However graphs with data values are still expected to lead to more accurate and consistent results than tables. As graphs with data values directly reference numerical values the amount of time to obtain a value is shorter and less prone to error when compared to graphs, though the combined spatial and symbolic presentation may lead to an increased judgment time to form a consistent mental representation. It is therefore expected that graphs with data values do neither differ to graphs nor tables with respect to procedural speed. The following hypotheses are stated for graphs versus graphs with data values:

\(H2(a)\): For a complex multiattribute judgment task there is no difference in accuracy between graphs and graphs with data values.

\(H2(b)\): For a complex multiattribute judgment task there is no difference in consistency between graphs and graphs with data values.

\(H2(c)\): For a complex multiattribute judgment task there is no difference in speed between graphs and graphs with data values.

The following hypotheses are stated for graphs with data values versus tables:

\(H3(a)\): For a complex multiattribute judgment task graphs with data values result in higher accuracy than tables.

\(H3(b)\): For a complex multiattribute judgment task graphs with data values result in higher consistency than tables.

\(H3(c)\): For a complex multiattribute judgment task there is no difference in speed between graphs with data values and tables.

2.4 Information Aggregation

Information-processing theory (Driver and Streufert 1969, Schroder et al. 1967) can be interpreted as an aspect of a general theory of problem solving (Simon 1978a). According to information-processing theory, individuals can be viewed as information-processing systems which respond in a curvilinear fashion to information load: the amount of information integrated into the problem-solving process reaches a maximum, at which a problem solver is expected to achieve maximum complexity in information processing, and then declines as task complexity increases. The problem solver is considered to have sensed information overload at the point where the amount of information integrated into the mental representation begins to decrease. Beyond this point,
the individual’s problem solutions reflect a lesser implementation of the information available, i.e. judgment quality decreases (Chewning and Harrell 1990). The relationship between amount of information provided and amount of information integrated by problem-solver information processing is known as an inverted u-curve (Eppler and Mengis 2004).

Aggregation of information is known as a countermeasure against information overload (Eppler and Mengis 2004). Information aggregation may be of two different types: Aggregation of type I reduces the amount of data provided to a problem solver, but does not change the information content of that data with respect to a particular judgment. Aggregation of type II reduces both the amount of data provided to a problem solver and the information content of that data. When a problem solver moves from highly disaggregate information to more aggregate information, judgment quality will improve, provided that information aggregation is of type I, as a constant information content and less information cues reduce task complexity and facilitate information processing. Once information aggregation becomes type II, performance declines due to the lack of relevant information necessary for problem solution. Hence, provided both types of aggregation are included, the judgment and decision-making performance of a problem solver is also expected to behave as an inverted u-shaped function of information aggregation (Otley and Dias 1982).

Prior studies in accounting by Ronen (1971), Chervany and Dickson (1974) and Tiessen (1976) examine information aggregation of type I. Ronen (1971) shows for a production planning task that information aggregation can improve accuracy. Chervany and Dickson (1974) conclude that aggregated information leads to higher accuracy compared to raw data. However, procedural speed is slower with aggregated data. Tiessen (1976) also shows positive effects of an increasing degree of aggregation. Harvey et al. (1979) examine information aggregation of type II and systematically change information content. Investment decision can be interpreted better by financial analysts with disaggregated information as with aggregated information of type II. Otley and Dias (1982) examine both types of information aggregation and find evidence for the inverted u-shaped function of information aggregation for result accuracy. With respect to procedural speed, information aggregation of type I leads to faster decisions. Kaufmann and Weber (2013) analyze aggregation of type I in the context of multi-criteria investment decisions. Results show that information aggregation results in greater risk-taking and increased risk-taking is associated with a lower risk perception and a more
precise estimation of the probability of a loss. Procedural speed however does not change with information aggregation.

To facilitate the judgment process, and ultimately judgment quality, information aggregation of type I is to be employed. Information aggregation of type I reduces the amount of information, whereas the information content stays constant. As the number of information cues is reduced, task complexity decreases and the demands on information processing are relaxed. This in turn extends the short-term memory constraint and leads to an increased accuracy, a more consistent mental representation, and a reduction in judgment time. The following hypotheses can be stated:

**H4(a):** For a complex multiattribute judgment task, accuracy is higher with high information aggregation than with low information aggregation.

**H4(b):** For a complex multiattribute judgment task, consistency is higher with high information aggregation than with low information aggregation.

**H4(c):** For a complex multiattribute judgment task, speed is higher with high information aggregation than with low information aggregation.

Umanath and Vessey (1994) examine the effect of presentation format on judgment quality with a change in information load. They analyze additional information, which has no impact on the judgment outcome. Therefore, they differentiate between (1) nominal information load and (2) increased level of information load. Nominal information load is defined as the least amount of information that makes an objective difference in prediction accuracy. Increased information load is defined as nominal information load plus a number of variables which convey no additional information (i.e. do not change the information content). They find for a multiattribute judgment task that for graphs there is no difference in accuracy with a change in information load. They also find no difference in accuracy with change in information load when tables are used. With respect to time it is shown that judgments with graphs are marginally faster and judgments with tables are significantly faster when information load decreases.

Graphs support both relationships among the data and provide the underlying data values. Given information aggregation of type I, when information is disaggregated without adding information content, information load increases, therefore task complexity rises and additional processing is required to handle more information. This stresses the short-term memory constraint so that the judgment process takes more time, the mental representation is likely to be less consistent and result accuracy will be prone to
more error. However, graphs possess integrating capabilities that mitigate the adverse effects on accuracy and consistency (Umanath and Vessey 1994). Therefore, the following hypotheses are stated:

**H5(a): With graphs, there is no difference in accuracy task with change in information aggregation for a complex multiattribute judgment task.**

**H5(b): With graphs, there is no difference in consistency with change in information aggregation for a complex multiattribute judgment task.**

**H5(c): With graphs, speed is lower at low information aggregation compared to high information aggregation for a complex multiattribute judgment task.**

Graphs with data values possess integrating capabilities and directly provide the underlying data values. Thus, by analogy to graphs, the following hypotheses are stated:

**H6(a): With graphs with data values, there is no difference in accuracy with change in information aggregation for a complex multiattribute judgment task.**

**H6(b): With graphs with data values, there is no difference in consistency with change in information aggregation for a complex multiattribute judgment task.**

**H6(c): With graphs with data values, speed is lower at low information aggregation compared to high information aggregation for a complex multiattribute judgment task.**

With tables, the chance of error will be higher at increased information load as tables possess no integrating capabilities (Umanath and Vessey 1994). By analogy, with disaggregated information, task complexity increases. Hence, the additional information processing will take more time and will be more susceptible to error, leading to less consistency and accuracy. The following hypotheses can be stated:

**H7(a): With tables, accuracy is lower at low information aggregation compared to high information aggregation for a complex multiattribute judgment task.**

**H7(b): With tables, consistency is lower at low information aggregation compared to high information aggregation for a complex multiattribute judgment task.**

**H7(c): With tables, speed is lower at low information aggregation compared to high information aggregation for a complex multiattribute judgment task.**
3 Method and Design

3.1 Experimental Design

This experimental study utilizes a 3×2 between-subjects design to analyze the effects of the independent variables presentation format and information aggregation on judgment quality. Three types of presentation format are examined: tables, graphs and graphs with data values. Information aggregation is manipulated with either high information aggregation or low information aggregation. To test the hypotheses based on cognitive fit theory and information-processing theory, a between-subjects design allows for a precise assessment of subjects’ natural reasoning processes. Also, it minimizes the chance to correct inconsistencies and errors in participant’s judgments which provides for an accurate test of judgment quality (Libby et al. 2002, Kahneman and Tversky 1996). Judgment quality is evaluated from a performance perspective with result accuracy as a dependent variable and from a process perspective with procedural consistency and procedural time as dependent variables.

3.2 Participants

Two hundred and six undergraduate students (151 female, 55 male) enrolled in a management accounting course at a public university in Germany participated in the study and each subject was randomly assigned to one of the six between-subjects treatments. Participation in the experiment was voluntary. On average, participants were 22.0 years old and took 5.2 courses in accounting and finance. All students were undergraduates and 93.7 % were in the fourth or a higher semester. In line with prior studies (e.g. Cardinaels 2008, Speier 2006, So and Smith 2004, Tuttle and Kershaw 1998) the use of undergraduate students is justified for several reasons: (1) the information-processing behavior of students and managerial decision makers does not differ in a review of prior studies, as reported by Ashton and Kramer (1980); (2) there are no reported differences between subjects without and with work experience for the kind of tasks examined in this study (MacKay and Villarreal 1987, Stock and Watson 1984); (3) the performance evaluation task in this study was drawn from the management accounting domain so that prior exposure to the task could be embedded into the subjects’ course work increasing the domain knowledge of the subject pool (Speier 2006).

---

3 The gender distribution represents the average subject pool of the respective university. There are no significant differences across treatments with respect to gender (p = .699), age (p = .624), year in school (p = .812), and prior accounting and finance knowledge (p = .116).
3.3 Experimental Task and Independent Variables

The complex multiattribute judgment task employed in this experiment is to evaluate the performance of three business units of a company based on accounting information. Each subject receives a decision proposal depicting five performance measures over a time period of four years for all three business units. In line with Speier (2006) the decision proposal fits on one page to better control the cognitive processes needed for information acquisition and evaluation. Also, as in So and Smith (2004) all five performance measures are accounting ratios that represent key dimensions of accounting information: (1) liquidity, measured by cash ratio as liquid assets over current liabilities, (2) profitability, measured by operating profit margin as earnings before interest and taxes (EBIT) over sales, (3) profitability, measured by return on invested capital (ROIC) as earnings before interest and taxes over invested capital, (4) leverage, measured by debt to equity ratio as debt (book value) over equity (book value), and (5) risk, measured by weighted average cost of capital (WACC) as weighted cost of debt (market value) plus weighted cost of equity (market value). The numerical values of the performance measures are specified to provide for a quasi-dominant alternative an objectively correct ranking of the business units.

The subject’s task is (1) to assess the business development of the three business units based on the five performance measures for the past four years and (2) to determine a ranking of the business units, starting with the business unit, which was financially most successful over time. With 60 information cues, this multiattribute judgment task can be considered as sufficiently complex for a problem solver not being able to solve it with analytical processes. Thus, the task consists of two sub-tasks: (1) holistic and perceptual information acquisition, as the attributes of the various alternatives over time need to be considered and compared; (2) holistic and perceptual information evaluation, as the information needs to be evaluated and the business units have to be ranked based on the development of the performance measures over time.

Introductory statements, task instructions and definitions of the performance measures are identical for all treatments. Also, subjects were not given instructions how to weigh the performance measures. However the decision proposal in each treatment differed with respect to information aggregation and presentation format.
Information Aggregation

In order to be consistent with the hypotheses, *information aggregation* needs to be of type I, i.e. the amount of information is reduced, but not the content of that information with respect to a specific decision. Hence, the same relevant information should be available for all subjects and based on this information they should all be given the possibility to rank the business units in the correct order.

Therefore, the number of alternatives (3 business units), number of attributes (5 performance measures), and the time period (4 years) were held constant. The *high information aggregation* and *low information aggregation* treatments differed only with respect to the degree of aggregation of the performance measures. The experimental groups with *high information aggregation* only received the ratios of the performance measures (e.g. cash ratio). The groups with *low information aggregation* additionally received information on the two components of the performance measures (e.g. cash ratio as liquid assets over current liabilities). Hence, the groups with *high information aggregation* had to process a total of 60 information units whereas the groups with *low information aggregation* had to process 180 information units. Whereas the difference in the amount of information in the two treatments was chosen to be sufficiently large, the value of information did not differ between the treatments, because the two components of the performance measures in the *low information aggregation* treatments are neither necessary nor sufficient data for the evaluation of the business units.

Presentation Format

The accounting information in the decision proposal is presented in three different presentation formats (*graphs*, *graphs with data values*, *tables*). Care was taken to balance the information content of *tables* (Appendix 1, 2), of *graphs* (Appendix 3, 4), and of *graphs with data values* (Appendix 5, 6) with respect to the *information aggregation* manipulation (Tuttle and Kershaw 1998). Specifically, the construction of the three presentation formats in this experiment is as follows:

(1) For the presentation format with *tables* each business unit is represented by a separate table. The three tables for the respective business units are ordered vertically on one page. For the *tables with high information aggregation* treatment (Appendix 1) for each business unit the numerical values of the five ratios are presented for four years. For the *tables with low information aggregation* treatment (Appendix 2) addi-
tionally the two components of each ratio are added as line items above the respective accounting ratio. The components and the ratio are separated by a horizontal line and the calculation of the ratio from the components is shown in the form of arithmetic symbols. For both the high information aggregation and the low information aggregation treatments the order from top to bottom is: cash ratio, operating profit margin, return on invested capital, debt to equity ratio, weighted average cost of capital, whereas the order is not varied.

(2) For the presentation format with graphs each business unit is represented by five distinct and vertically ordered graphs with one ratio each. The three business units are ordered horizontally on one page. For the graphs with high information aggregation treatment (Appendix 3) for each business unit the five ratios are presented as line charts over four years. For the graphs with low information aggregation treatment (Appendix 4) for each year the two components of each ratio are added as bar charts with different shades of grey in the respective line chart. Again, for both the high information aggregation and the low information aggregation treatments the order from top to bottom is: cash ratio, operating profit margin, return on invested capital, debt to equity ratio, weighted average cost of capital, and is not varied.

(3) For the presentation format graphs with data values, the presentation is identical to the respective graphs treatment for both high information aggregation and low information aggregation, except for the addition of numerical values for each ratio and each year. The additional data values are depicted directly in the charts above the lines for the ratios in the high information aggregation treatment (Appendix 5) and directly above the lines for the ratios and the bars for the components in the low information aggregation treatment (Appendix 6).

3.4 Dependent Variables

The goal of this study is to analyze judgment quality for a complex multiattribute judgment task when both information aggregation and presentation format are varied. Judgment quality is operationalized through result accuracy, procedural consistency, and procedural time.

Accuracy

Accuracy as a dependent variable compares an objectively correct judgment with a subject’s actual judgment. Accuracy decreases when the actual judgment deviates from
the correct judgment. This approach can be pursued within the framework of this analysis, as the experimental task was formulated in a way that there was an optimal solution in terms of an objective ranking of alternatives. To evaluate performance, subjects had to “enter a ranking of the business units, starting with the business unit, which was financially most successful over time”. This wording indicates that the profitability and risk indicators are of great relevance and the other key figures largely can be ignored in this context. Furthermore, in each year the value spread for each business unit can be calculated as the difference between the return on invested capital and the weighted average cost of capital. Given the numerical values of the task, on average business unit B has the highest average value spread over time and business unit C has the lowest, resulting in the optimal ranking: B > A > C. To increase domain knowledge, all students enrolled in the management accounting course, in which the experiment was held, were taught the relevant content to solve this problem.

To determine accuracy, for each business unit the deviation between the actual rank and the objectively correct rank is determined and the sum of absolute values is calculated. The dependent variable accuracy is then determined as follows:

$$\text{Accuracy} = |\text{Rank}_{\text{actual}}^A - \text{Rank}_{\text{optimal}}^A| + |\text{Rank}_{\text{actual}}^B - \text{Rank}_{\text{optimal}}^B| + |\text{Rank}_{\text{actual}}^C - \text{Rank}_{\text{optimal}}^C|$$

(1)

The highest accuracy is achieved, when there is no deviation between the optimal and actual judgment so that the value for accuracy equals 0. A higher value indicates a less accurate judgment. Possible values are 0, 2, and 4. For example, if a subject ranks the business units: A = 3, B = 2, C = 1 while the optimal ranking is A = 2, B = 1, C = 3, then accuracy equals $|2-3| + |1-2| + |3-1| = 4$.

Consistency

Consistency as a dependent variable measures the consistency of the specification of the weights of the accounting ratios in the performance evaluation task. Consistency is calculated utilizing the analytic hierarchy process (Saaty 1994, 1990, 1980). Based on pairwise comparisons between the ratios, individual ratio weights can be determined for each subject. Pairwise comparisons are utilized to reconstruct participants’ preference relations, which are represented in comparison matrices. A comparison matrix can either be consistent or not. To measure the degree of procedural consistency, an examination of consistency can be performed. For this purpose, an average matrix is generated.
as a basis of comparison, whose average eigenvalue $\lambda_{\text{max}}$ is included in the determination of a consistency index $CI$ (Saaty 1994):

$$CI = \frac{\lambda_{\text{max}} - n}{n - 1},$$  \hspace{1cm} (2)

where $n$ denotes the number of rows respectively columns of the average matrix. Finally the consistency ratio $CR$ is calculated by dividing the consistency index $CI$ by a random average index $R$, $R = 1.12$ (Saaty 1994):

$$CR = \frac{CI}{R}$$  \hspace{1cm} (3)

The consistency ratio measures Consistency as a dependent variable. The lower the value of the consistency ratio the more consistent are the pairwise comparisons of a subject and therefore the specified weights of the accounting ratios (Saaty 1994).

*Time*

*Time* as a dependent variable is measured as a period of time in seconds. The subjects take notes of the current time in minutes and seconds (1) after reading task instructions and (2) after entering their respective ranking of the business units. The difference between the two values indicates the time of the judgment process.

### 3.5 Experimental Procedures

The experiment was held during regular class sessions. After the instructions were read out aloud, the experimental materials, including introductory statements, task instructions, decision proposals, and questionnaires were distributed randomly among participants. Then the participants performed the judgment task at own speed and answered the questions on the post-test questionnaire.

In the experiment participants were asked twice to record the current time in minutes and seconds (time was projected in digital letters on the wall of the class room using a video projector): (1) after reading the introductory statements and task instructions, and (2) after the judgment task. Also after the judgment, pairwise comparisons between the performance measures had to be performed to calculate the consistency ratio based on the analytic hierarchy process (Saaty 1994, 1990, 1980). With the aim to limit the total number of pairwise comparisons, reciprocal values were used for reverse
comparisons (Saaty 1994). After all participants completed both the judgment task and the post-test questionnaire, the experimental materials were collected.

4 Results

4.1 Manipulation Checks

To measure a general understanding of the task, participants are asked in the post-experiment questionnaire to rate their own understanding for the multiattribute judgment task. The mean of 204 participants’ responses to the item that measures general understanding is 4.16 (standard deviation = .96). This applies for the statement “I have understood the instructions and the task (creation of a ranking based on ratios)”, on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. Therefore the task can be said to be understood on average.

Also, as in Umanath and Vessey (1994) it is tested whether a participant’s result accuracy differs significantly from randomly generated responses. Participant’s performance evaluations for each combination of presentation format and level of information aggregation were on average significantly higher than the random accuracy of 2.66⁴ (all t > 4.0; all p < .001; two-tailed). This indicates that individuals put effort into the task and merely random responses can be ruled out on average.

Furthermore, it was analyzed whether subjects used more holistic or perceptual processing compared to analytic processing (Panel A in Table 4), which is an indicator that the task is processed holistically compared to being perceived analytically. Two items measure cognitive processing, both statements on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. The mean of participants’ responses for holistic/perceptual processing is 3.91 (standard deviation = .89) for the statement “In assessing the business units I have tried to capture business development as a whole in order to gain a general impression of the development over time”. The mean of participants’ responses for analytic processing is 2.21 (standard deviation = 1.03) for the statement “In assessing the business units I have analyzed the discrete numerical values of the indicators in order to calculate exact results for the business development”. Answers to both items differ significantly (Wilcoxon signed-rank test; z = 10.84; p < .001; two-tailed). This result is consistent with the task being perceived holistically as the participants employ significantly more holistic or perceptual processing.

⁴ With three business units to evaluate, there are six possible rankings. With absolute deviations possible values are: 0, 2, 2, 4, 4, 4. Hence, the average random response is (0 + 2 + 2 + 4 + 4 + 4) / 6 = 2.66.
Tables 1: Descriptive Statistics for Accuracy, Consistency and Time

<table>
<thead>
<tr>
<th>Presentation Format</th>
<th>Dependent Variable</th>
<th>Information Aggregation*</th>
<th>Information Aggregation*</th>
<th>Information Aggregation*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High Aggregation (Ratio)</td>
<td>Low Aggregation (Ratio, Numerator, Denominator)</td>
<td>Means</td>
<td></td>
</tr>
<tr>
<td>Tables</td>
<td>Accuracy</td>
<td>1.45 [1.15] (n = 33)</td>
<td>1.71 [1.38] (n = 35)</td>
<td>1.59 [1.27] (n = 68)</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.223 [0.280] (n = 33)</td>
<td>0.208 [0.193] (n = 35)</td>
<td>0.215 [0.237] (n = 68)</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>219.94 [93.05] (n = 33)</td>
<td>232.17 [97.43] (n = 35)</td>
<td>226.24 [94.82] (n = 68)</td>
</tr>
<tr>
<td>Graphs</td>
<td>Accuracy</td>
<td>0.79 [1.11] (n = 33)</td>
<td>1.45 [1.52] (n = 33)</td>
<td>1.12 [1.36] (n = 66)</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.161 [0.127] (n = 33)</td>
<td>0.248 [0.212] (n = 33)</td>
<td>0.205 [0.179] (n = 66)</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>204.64 [91.18] (n = 33)</td>
<td>219.65 [92.35] (n = 34)</td>
<td>212.25 [91.39] (n = 67)</td>
</tr>
<tr>
<td>Graphs with Data Values</td>
<td>Accuracy</td>
<td>0.78 [1.29] (n = 36)</td>
<td>1.47 [1.58] (n = 34)</td>
<td>1.11 [1.47] (n = 70)</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.226 [0.228] (n = 36)</td>
<td>0.274 [0.260] (n = 34)</td>
<td>0.249 [0.243] (n = 70)</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>213.56 [106.81] (n = 36)</td>
<td>255.74 [120.09] (n = 34)</td>
<td>234.04 [114.61] (n = 70)</td>
</tr>
<tr>
<td>Means</td>
<td>Accuracy</td>
<td>1.00 [1.22] (n = 102)</td>
<td>1.55 [1.49] (n = 102)</td>
<td>1.27 [1.38] (n = 204)</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.204 [0.221] (n = 102)</td>
<td>0.243 [0.222] (n = 102)</td>
<td>0.223 [0.222] (n = 204)</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>212.74 [96.79] (n = 102)</td>
<td>235.82 [103.99] (n = 103)</td>
<td>224.33 [100.89] (n = 205)</td>
</tr>
</tbody>
</table>

* Accuracy as a dependent variable compares an objectively correct judgment with a subject’s actual decision. Accuracy decreases when the actual decision deviates from the correct judgment. To determine accuracy, for each alternative the deviation between the actual rank and the objectively correct rank is determined and the absolute sum is calculated. The highest accuracy is achieved, when there is no deviation between the optimal and actual judgment so that the value for accuracy equals 0. A higher value indicates a less accurate judgment. Possible values are 0, 2, and 4.

b Consistency as a dependent variable measures the procedural consistency of the specification of the weights of the accounting ratios in the performance evaluation task. Consistency is calculated utilizing the analytic hierarchy process (Saaty 1980, 1990, 1994). Based on pairwise comparisons between the ratios, a consistency ratio CR is calculated. The lower the value of the consistency ratio the more consistent are the pairwise comparisons of the subjects and therefore the specified weights of the accounting ratios.

c Time as a dependent variable is measured as a period of time in seconds. The subjects write down the current time in minutes and seconds (1) after reading the introductory statements and after task instructions and (2) after entering their respective actual ranking of the business units. The difference between the two values indicates the time of the judgment process.

d Presentation Format as an independent variable was manipulated between-subjects with the three factor levels tables, graphs, graphs with data values. For the presentation format with tables each business unit is represented by a separate table. For the tables with high information aggregation treatment for each business unit the numerical values of the five ratios are presented for four years. For the tables with low information aggregation treatment additionally the two components of each ratio are added as line item above the respective accounting ratio. For the presentation format with graphs each business unit is represented by five separate graphs with one ratio each. For the graphs with high information aggregation treatment for each business unit the five ratios are presented as line charts over four years. For the graphs with low information aggregation treatment additionally for each year the two components of each ratio are added as bar charts with different shades of gray in the respective line chart. For the presentation format with graphs with data values, the presentation is identical to the respective graphs treatment for both high information aggregation and low information aggregation, except for the addition of numerical values for each ratio and each year. The additional data values are depicted directly in the charts above the lines for the ratios in the high information aggregation treatment and directly above the lines for the ratios and the bars for the components in the low information aggregation treatment.

e Information aggregation as an independent variable was manipulated between-subjects with the two factor levels high information aggregation and low information aggregation. The number of alternatives, number of attributes, and the time period were chosen as a constant. The treatments differed only with respect to the degree of aggregation of the key indicators. The experimental groups with high information aggregation were given only the ratios of the key indicators. The groups with low information aggregation additionally received information on the two components of the key indicators. The groups with high information aggregation had to process a total of 60 information units whereas the groups with low information aggregation had to process 180 information units.
4.2 Hypothesis Tests

As in Umanath and Vessey (1994), first it is tested, whether the average accuracy of the performance evaluations differs significantly from randomly generated responses. Subject’s evaluations for each presentation format and each level of information aggregation are on average significantly higher than random evaluation scores (see Section 4.1).

The second step is to perform multivariate (MANOVA) analyses when dependent variables are correlated. Pearson product-moment correlation coefficient indicates a small relationship between \( \ln(\text{consistency}) \) and time \( (r = -.125; p = .075) \). Results indicate that information aggregation simultaneously affects \( \ln(\text{consistency}) \) and time (MANOVA; not tabulated; Wilk’s Lambda = .969; \( F = 3.194; p = .043 \)) whereas presentation format does not influence \( \ln(\text{consistency}) \) and time simultaneously (MANOVA; not tabulated; Wilk’s Lambda = .987; \( F = .623; p = .623 \)).

The next steps involve the follow-up analyses. The SPSS generalized linear model procedure (GENLIN) is used to analyze the effects of the independent between-subjects variables: presentation format and information aggregation on accuracy, consistency and time. Specifically, six unique cell means can be created – high aggregation and low aggregation, and presentation format with graphs, graphs with data values, and tables.

Because generalized linear models are overall tests of the effects of the independent variables and because the presentation format contains three levels (graphs, graphs with data values, tables), additional follow up tests are performed to better understand the effects of information aggregation and presentation format. The descriptive statistics are depicted in Table 1. The generalized linear models as overall tests of the effects are shown in Table 2 and the detailed mean by mean comparisons are reported in Table 3.

Accuracy

A generalized linear model analysis using accuracy as the dependent variable is performed (Table 2). Accuracy has a multinomial distribution; therefore, a cumulative logit link-function is used. Information aggregation and presentation format are specified as independent variables.

---

5 Consistency as a dependent variable is skewed to the right. If variables are right-skewed a measure such as correlation can be influenced by one or a few cases at the high end on one or both variables. Taking the log eliminates skew for consistency. Therefore, consistent with Cardinaels (2008), Waller et al. (1999) and Gupta and King (1997), either a log-linear relation specification of consistency or \( \ln(\text{consistency}) \) is employed.
Table 2: Generalized Linear Models (GENLIN)\(^a\) with Accuracy, Consistency, and Time as Dependent Variables

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Accuracy(^b)</th>
<th>Consistency(^c)</th>
<th>Time(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distribution</strong></td>
<td>Multinomial</td>
<td>Gamma</td>
<td>Normal</td>
</tr>
<tr>
<td><strong>Link Function</strong></td>
<td>Logit (cumulative)</td>
<td>Log</td>
<td>Identity</td>
</tr>
<tr>
<td><strong>Source of Variation</strong></td>
<td>df</td>
<td>Wald-Chi-Square</td>
<td>p-Value(^e)</td>
</tr>
<tr>
<td><strong>Factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information Aggregation (A)</td>
<td>1</td>
<td>7.48</td>
<td>.006***</td>
</tr>
<tr>
<td>Presentation Format (P)</td>
<td>2</td>
<td>7.06</td>
<td>.029**</td>
</tr>
<tr>
<td>A x P Interaction</td>
<td>2</td>
<td>1.62</td>
<td>.446</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LN(Consistency)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(N = 204\) \(N = 204\) \(N = 204\)

\(^a\) The generalized linear model extends the general linear model in order that the dependent variable is linearly related to the independent factors and covariates via a specified link function. The model allows for the dependent variable to have a non-normal distribution. The dependent variable can be scale, counts, binary, or events-in-trials. Independent factors are assumed to be categorical, covariates are assumed to be scale. The generalized linear model covers widely used statistical models, such as linear regression for normally distributed responses, logistic models for binary data, loglinear models for count data, complementary log-log models for interval-censored survival data, plus many other statistical models through its very general model formulation (IBM Corporation 2012).

\(^b\) Accuracy as a dependent variable has a multinomial distribution. This distribution is appropriate for variables that represent ordinal data. The link function is specified as cumulative logit, so that \(f(x) = \ln(x / (1-x))\) is applied to the cumulative probability of each category of the dependent variable (IBM Corporation 2012).

\(^c\) Consistency as a dependent variable has a gamma distribution. This distribution is appropriate for variables with positive scale values that are skewed toward larger positive values. The link function is specified as log, so that \(f(x) = \log(x)\) (IBM Corporation 2012).

\(^d\) Time as a dependent variable has a normal distribution. This is appropriate for scale variables whose values take a symmetric, bell-shaped distribution about a central (mean) value. The link function is specified as identity, so that \(f(x) = x\). The dependent variable is not transformed. (IBM Corporation 2012).

\(^e\) * Significance level of 10\% (two-tailed).

** Significance level of 5\% (two-tailed).

*** Significance level of 1\% (two-tailed).
There is a significant main effect of information aggregation on accuracy (Wald-$\chi^2 = 7.48; p = .006$), a significant main effect of presentation format on accuracy (Wald-$\chi^2 = 7.06; p = .029$), and no significant interaction effect between information aggregation and presentation format (Wald-$\chi^2 = 1.62; p = .446$).

To further examine and better understand the effects of presentation format on accuracy, mean by mean comparisons are performed with non-parametric tests (Table 3). A mean by mean comparison shows graphs (Table 1; mean deviation from optimal solution = 1.12) to give significantly higher accuracy than tables (1.59) (Mann-Whitney U; $z = -2.24; p = .025$). This result supports H1(a). Comparing graphs (1.12) to graphs with data values (1.11) there is no significant difference in accuracy (Mann-Whitney U; $z = -2.22; p = .827$), which supports H2(a). Graphs with data values (1.11) lead to a significantly higher accuracy than tables (1.59) (Mann-Whitney U; $z = -2.38; p = .017$). This result supports H3(a).

Next, the effect of information aggregation on accuracy is assessed. The mean by mean comparison shows accuracy to be significantly higher for high information aggregation (1.00) compared to low information aggregation (1.55) (Table 3; Mann-Whitney U; $z = -2.65; p = .008$). In line with the overall result of the generalized linear model for information aggregation, this result provides support for H4(a).

Finally, the effect of information aggregation on accuracy for a given presentation format is examined (Table 3). With graphs there is a marginally significant difference in accuracy, with high information aggregation (.79) leading to more accurate judgments than low information aggregation (1.45) (Mann-Whitney U; $z = -1.81; p = .070$). This result contradicts H5(a). Also accuracy with graphs with data values is significantly higher with high information aggregation (.78) compared to low information aggregation (1.47) (Mann-Whitney U; $z = -1.98; p = .048$), which contradicts H6(a). Tables do not differ in accuracy with high information aggregation (1.45) or low information aggregation (1.71) (Mann-Whitney U; $z = -.73; p = .464$), a contradiction of H7(a).

**Consistency**

A generalized linear model analysis using consistency as the dependent variable is performed (Table 2). Consistency has a gamma distribution, thus a log link function is employed. Information aggregation and presentation format are specified as independent variables, while accounting for the effect of time as a covariate.
### Table 3: Mean by Mean Comparisons for Accuracy, Consistency, and Time

<table>
<thead>
<tr>
<th>Information Aggregation</th>
<th>Hypothesis&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Z-stat</th>
<th>p-Value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>H1(a)</strong> G &gt; T</td>
<td>1.12</td>
<td>1.59</td>
<td>-2.24</td>
<td>.025**</td>
</tr>
<tr>
<td></td>
<td><strong>H2(a)</strong> G = G&lt;sub&gt;D&lt;/sub&gt;</td>
<td>1.12</td>
<td>1.11</td>
<td>-22.827</td>
<td>.827</td>
</tr>
<tr>
<td></td>
<td><strong>H3(a)</strong> G&lt;sub&gt;D&lt;/sub&gt; &gt; T</td>
<td>1.11</td>
<td>1.59</td>
<td>-2.38</td>
<td>.017**</td>
</tr>
<tr>
<td></td>
<td><strong>H4(a)</strong> IA&lt;sub&gt;H&lt;/sub&gt; &gt; IA&lt;sub&gt;L&lt;/sub&gt;</td>
<td>1.00</td>
<td>1.55</td>
<td>-2.65</td>
<td>.008***</td>
</tr>
<tr>
<td>Presentation Formats with varying Information Aggregation</td>
<td><strong>H5(a)</strong> GH = GL</td>
<td>.79</td>
<td>1.45</td>
<td>-1.81</td>
<td>.070*</td>
</tr>
<tr>
<td></td>
<td><strong>H6(a)</strong> GDH = GD&lt;sub&gt;L&lt;/sub&gt;</td>
<td>.78</td>
<td>1.47</td>
<td>-1.98</td>
<td>.048**</td>
</tr>
<tr>
<td></td>
<td><strong>H7(a)</strong> TH &gt; TL</td>
<td>1.45</td>
<td>1.71</td>
<td>-.73</td>
<td>.464</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Information Aggregation</th>
<th>Hypothesis&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Wald-Chi-Square</th>
<th>p-Value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>H1(b)</strong> G &gt; T</td>
<td>.194</td>
<td>.216</td>
<td>0.62</td>
<td>.431</td>
</tr>
<tr>
<td></td>
<td><strong>H2(b)</strong> G = G&lt;sub&gt;D&lt;/sub&gt;</td>
<td>.194</td>
<td>.248</td>
<td>3.20</td>
<td>.073*</td>
</tr>
<tr>
<td></td>
<td><strong>H3(b)</strong> G&lt;sub&gt;D&lt;/sub&gt; &gt; T</td>
<td>.248</td>
<td>.216</td>
<td>1.04</td>
<td>.308</td>
</tr>
<tr>
<td></td>
<td><strong>H4(b)</strong> IA&lt;sub&gt;H&lt;/sub&gt; &gt; IA&lt;sub&gt;L&lt;/sub&gt;</td>
<td>.194</td>
<td>.245</td>
<td>4.17</td>
<td>.041**</td>
</tr>
<tr>
<td>Presentation Formats with varying Information Aggregation</td>
<td><strong>H5(b)</strong> GH = GL</td>
<td>.153</td>
<td>.245</td>
<td>5.23</td>
<td>.022**</td>
</tr>
<tr>
<td></td>
<td><strong>H6(b)</strong> GDH = GD&lt;sub&gt;L&lt;/sub&gt;</td>
<td>.217</td>
<td>.283</td>
<td>1.85</td>
<td>.174</td>
</tr>
<tr>
<td></td>
<td><strong>H7(b)</strong> TH &gt; TL</td>
<td>.220</td>
<td>.212</td>
<td>.03</td>
<td>.861</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Information Aggregation</th>
<th>Hypothesis&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Wald-Chi-Square</th>
<th>p-Value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>H1(c)</strong> G = T</td>
<td>212.60</td>
<td>225.17</td>
<td>.55</td>
<td>.460</td>
</tr>
<tr>
<td></td>
<td><strong>H2(c)</strong> G = G&lt;sub&gt;D&lt;/sub&gt;</td>
<td>212.60</td>
<td>235.90</td>
<td>1.90</td>
<td>.168</td>
</tr>
<tr>
<td></td>
<td><strong>H3(c)</strong> G&lt;sub&gt;D&lt;/sub&gt; = T</td>
<td>235.90</td>
<td>225.17</td>
<td>.41</td>
<td>.523</td>
</tr>
<tr>
<td>Presentation Formats with varying Information Aggregation</td>
<td><strong>H4(c)</strong> IA&lt;sub&gt;H&lt;/sub&gt; &gt; IA&lt;sub&gt;L&lt;/sub&gt;</td>
<td>211.02</td>
<td>238.09</td>
<td>3.80</td>
<td>.051*</td>
</tr>
</tbody>
</table>

<sup>a</sup> Mean by mean comparisons for accuracy are performed using non-parametric Mann-Whitney tests.

<sup>b</sup> Mean by mean comparisons for consistency are performed using simple contrasts based on a generalized linear model for consistency as a dependent variable with time as a covariate as specified in Table 2. Tabulated means for consistency are estimated marginal means. The covariate for time is fixed at the mean of 224.62.

<sup>c</sup> Mean by mean comparisons for time are performed using simple contrasts based on a generalized linear model for time as a dependent variable with ln(consistency) as a covariate as specified in Table 2. Tabulated means for time are estimated marginal means. The covariate for ln(consistency) is fixed at the mean of 3.13.

<sup>d</sup> Hypotheses as specified in Chapter 2. Treatment 1 refers to the left hand side of the hypothesis equation. Treatment 2 refers to the right hand side. Abbreviations are as follows: G = Graphs, T = Tables; G<sub>D</sub> = Graphs with Data Values; IA<sub>H</sub> = High Information Aggregation; IA<sub>L</sub> = Low Information Aggregation; G<sub>H</sub> = Graphs with High Information Aggregation; G<sub>L</sub> = Graphs with Low Information Aggregation, GDH = Graphs with Data Values with High Information Aggregation, GD<sub>L</sub> = Graphs with Data Values with Low Information Aggregation, TH = Tables with High Information Aggregation, TL = Tables with Low Information Aggregation. A □ symbol indicates that the respective hypothesis is supported.

<sup>e</sup> p-values are two-tailed; ***; **; * represents significance at the 1%, 5% or 10% level.
There is a significant main effect of information aggregation on consistency (Wald-χ² = 4.26; p = .039), no significant main effect of presentation format on consistency (Wald-χ² = 3.29; p = .193), and no significant interaction effect between information aggregation and presentation format (Wald-χ² = 3.39; p = .184).

To further analyze the effects of presentation format on consistency, mean by mean comparisons are performed with contrast analysis (Table 3) (Buckless and Ravenscroft 1990). A mean by mean comparison shows no difference between graphs (Table 1; mean consistency ratio = .194) and tables (.216) with respect to consistency (Wald-χ² = .62; p = .431). This result contradicts H1(b). Comparing graphs (.194) to graphs with data values (.248) there is marginally significant difference in consistency (Wald-χ² = 3.20; p = .073), judgments with graphs are more consistent which provides weak support for H2(b). There is no significant difference in consistency between graphs with data values (.248) and tables (.216) (Wald-χ² = 1.04; p = .308). This result contradicts H3(b).

Next, the effect of information aggregation on consistency is analyzed. The mean by mean comparison shows consistency to be significantly higher for high information aggregation (.194) compared to low information aggregation (.245) (Table 3; Wald-χ² = 4.17; p = .041). In line with the overall result of the generalized linear model for information aggregation, this result supports H4(b).

Lastly, the effect of information aggregation on consistency for a given presentation format is examined (Table 3). With graphs there is a significant difference in consistency, with high information aggregation (.153) leading to more consistent judgments than low information aggregation (.245) (Wald-χ² = 5.23; p = .022). This result contradicts H5(b). Consistency with graphs with data values does not differ between high information aggregation (.217) and low information aggregation (.283) (Wald-χ² = 1.85; p = .174), which supports H6(b). Tables do not differ in consistency with high information aggregation (.220) or low information aggregation (.212) (Wald-χ² = .03; p = .861), a contradiction of H7(b).

**Time**

Also, a generalized linear model analysis using time as the dependent variable is performed (Table 2). Time has a normal distribution; hence, an identity link-function is utilized. Information aggregation and presentation format are specified as independent variables, while accounting for the effect of consistency as a covariate.
There is a marginally significant main effect of information aggregation on time (Wald-$\chi^2 = 3.80; p = .051$), no significant main effect of presentation format on time (Wald-$\chi^2 = 1.90; p = .387$) and no significant interaction effect between information aggregation and presentation format (Wald-$\chi^2 = 1.00; p = .607$).

To further examine the effects of presentation format on time, mean by mean comparisons are performed with contrast analysis (Table 3). A mean by mean comparison shows no difference in time between graphs (Table 1; mean judgment speed in seconds = 212.60) and tables (225.17) (Wald-$\chi^2 = .55; p = .460$). This result supports H1(c). Comparing graphs (212.60) to graphs with data values (235.90) there is no significant difference in time (Wald-$\chi^2 = 1.90; p = .168$), which provides support for H2(c). Also, there is no significant difference between graphs with data values (235.90) and tables (225.17) with respect to time (Wald-$\chi^2 = .41; p = .523$). This result supports H3(c).

Next, the effect of information aggregation on time is examined. The mean by mean comparison shows time to be marginally significant higher for high information aggregation (211.02) compared to low information aggregation (238.09) (Table 3; Wald-$\chi^2 = 3.80; p = .051$). In line with the overall result of the generalized linear model for information aggregation, this result provides weak support for H4(c).

Lastly, the effect of information aggregation on time for a given presentation format is examined (Table 3). With graphs there is no significant difference in time for high information aggregation (200.97) compared to low information aggregation (224.23) (Wald-$\chi^2 = .91; p = .341$). This contradicts H5(c). There is a marginally significant difference in time with graphs with data values for high information aggregation (213.20) compared to low information aggregation (258.59) (Wald-$\chi^2 = 3.70; p = .054$). Graphs with data values lead to faster judgments with high information aggregation compared to low information aggregation. This weakly supports H6(c). Tables do not differ in time with high information aggregation (218.88) or low information aggregation (231.45) (Wald-$\chi^2 = .28; p = .599$), a contradiction of H7(c).

4.3 Supplemental Analysis

Additional analyses were performed to examine the perceived information load, perceived task complexity and perceived task realism (Panel B in Table 4) of the participants for each combination of presentation format and information aggregation as well as the use of the data values in the graphs with data values treatments for both high and low information aggregation (Panel C in Table 4). The answer categories to the post-
The experiment questionnaire are on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree.

An analysis of variance (ANOVA; not tabulated) shows that information aggregation significantly influences perceived information load \((F = 4.81; p = .029)\). Presentation format has no significant effect \((F = .49; p = .613)\). The mean of participants’ responses for the statement “I felt overwhelmed by the amount of information provided” is 2.70 (standard deviation = 1.18) for high information aggregation and 3.04 (standard deviation = 1.06) for low information aggregation (Panel B in Table 4). The item being measured on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. This result indicates that information aggregation decreases perceived information load.

Also being analyzed with an ANOVA (not tabulated), task complexity did not differ significantly with respect to both information aggregation \((F = 2.57; p = .110)\) and presentation format \((F = .61; p = .559)\). The overall mean of participants’ responses for the statement “I found it difficult to solve the problem” is 3.49 (Panel B in Table 4; standard deviation = 1.03) on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. Hence, the task can be interpreted as being of medium complexity.

Perceived task realism is measured with the statement “I appreciate the case study and the task as being realistic”, on a on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. Information aggregation has no effect on perceived task realism \((ANOVA; not tabulated; F = .45; p = .503)\), whereas presentation format significantly influences perceived task realism \((ANOVA; not tabulated; F = .3.51; p = .032)\). Post-hoc comparisons with Bonferroni correction (not tabulated) show the difference between tables (mean = 3.25; Panel B in Table 4) and graphs (3.64) \((p = .059)\) as well as the difference between (2) tables (3.25) and graphs with data values (3.61) \((p = .085)\), to be marginally significant. These results indicate that both graphical formats are being perceived more realistic, which supports the notion of cognitive fit that multiattribute judgment tasks are facilitated by spatial presentation formats.

Panel C in Table 4 shows the descriptive statistics for the use of data values in the graphs with data values treatment. All items are measured on a five-point Likert scale with 1 = strongly disagree and 5 = strongly agree. Descriptive results show that on average participants use the data values as well as the graphic elements. This indicates that the graphs with data values treatment and the graphs treatment are perceived differently.
Table 4: Post-Experiment Questionnaire

Panel A: Descriptive Statistics for Perceived Holistic Processing and Perceived Analytic Processing with Mean; [Standard Deviation]; (Number of Observations)

<table>
<thead>
<tr>
<th>Item/ Variable</th>
<th>Information Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High Aggregation (Ratio)</td>
</tr>
<tr>
<td><strong>Tables</strong></td>
<td></td>
</tr>
<tr>
<td>Holistic Processing</td>
<td>3.79 [1.04] (n = 34)</td>
</tr>
<tr>
<td>Analytic Processing</td>
<td>2.21 [1.01] (n = 34)</td>
</tr>
<tr>
<td><strong>Graphs</strong></td>
<td></td>
</tr>
<tr>
<td>Holistic Processing</td>
<td>4.09 [.58] (n = 33)</td>
</tr>
<tr>
<td>Analytic Processing</td>
<td>2.21 [1.05] (n = 33)</td>
</tr>
<tr>
<td><strong>Graphs with Data Values</strong></td>
<td></td>
</tr>
<tr>
<td>Holistic Processing</td>
<td>3.89 [1.12] (n = 36)</td>
</tr>
<tr>
<td>Analytic Processing</td>
<td>2.31 [1.22] (n = 36)</td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
</tr>
<tr>
<td>Holistic Processing</td>
<td>3.99 [.88] (n = 69)</td>
</tr>
<tr>
<td>Analytic Processing</td>
<td>2.22 [.98] (n = 103)</td>
</tr>
</tbody>
</table>

Panel B: Descriptive Statistics for Perceived Information Load, Perceived Task Complexity and Perceived Task Realism with Mean; [Standard Deviation]; (Number of Observations)

<table>
<thead>
<tr>
<th>Item/ Variable</th>
<th>Information Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High Aggregation</td>
</tr>
<tr>
<td><strong>Tables</strong></td>
<td></td>
</tr>
<tr>
<td>Information Load</td>
<td>2.79 [1.27] (n = 34)</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>3.32 [1.04] (n = 34)</td>
</tr>
<tr>
<td>Task Realism</td>
<td>3.21 [1.15] (n = 34)</td>
</tr>
<tr>
<td><strong>Graphs</strong></td>
<td></td>
</tr>
<tr>
<td>Information Load</td>
<td>2.48 [1.09] (n = 33)</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>3.58 [1.03] (n = 33)</td>
</tr>
<tr>
<td>Task Realism</td>
<td>3.64 [.90] (n = 33)</td>
</tr>
<tr>
<td><strong>Graphs with Data Values</strong></td>
<td></td>
</tr>
<tr>
<td>Information Load</td>
<td>2.81 [1.17] (n = 36)</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>3.22 [1.15] (n = 36)</td>
</tr>
<tr>
<td>Task Realism</td>
<td>3.51 [.85] (n = 35)</td>
</tr>
<tr>
<td><strong>Means</strong></td>
<td></td>
</tr>
<tr>
<td>Information Load</td>
<td>2.70 [1.18] (n = 103)</td>
</tr>
<tr>
<td>Task Complexity</td>
<td>3.37 [1.08] (n = 103)</td>
</tr>
<tr>
<td>Task Realism</td>
<td>3.45 [.98] (n = 102)</td>
</tr>
</tbody>
</table>

Panel C: Descriptive Statistics for the Use of Data Values in the Graphs with Data Values Treatments with Mean; [Standard Deviation]; (Number of Observations)

<table>
<thead>
<tr>
<th>Information Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>While analyzing the indicators…</strong></td>
</tr>
<tr>
<td>… I have paid only attention to the specific numerical values</td>
</tr>
<tr>
<td>… I have paid more attention to the specific numerical values</td>
</tr>
<tr>
<td>… I have paid equal attention to the specific numerical values and the graphic elements</td>
</tr>
<tr>
<td>… I have paid more attention to the graphic elements</td>
</tr>
<tr>
<td>… I have paid only attention to the graphic elements</td>
</tr>
</tbody>
</table>
Table 4: Post-Experiment Questionnaire

<table>
<thead>
<tr>
<th>Perceived Holistic Processing</th>
<th>Perceived Analytic Processing</th>
<th>Perceived Information Load</th>
<th>Perceived Task Complexity</th>
<th>Perceived Task Realism</th>
<th>Use of Data Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>a 5-point Likert scale</td>
<td>5-point Likert scale</td>
<td>5-point Likert scale</td>
<td>5-point Likert scale</td>
<td>5-point Likert scale</td>
<td>5-point Likert scale</td>
</tr>
</tbody>
</table>

5 Discussion and Conclusion

This study analyzes the effects of information aggregation and presentation format on judgment quality for a complex multiattribute judgment task in performance evaluation. From a performance view of judgment quality, graphs as a presentation format, either without or with data values, lead to judgments with the highest accuracy compared to tables. These results support cognitive fit theory and extend the empirical findings of Tuttle and Kershaw (1998) and Umanath and Vessey (1994), who also find graphs to be more accurate than tables for multiattribute judgment tasks. Also, in line with Frownfelter-Lohrke (1998), accuracy does not differ between the pure and combined graphical format.

From a process view of judgment quality, graphs without and with data values do not increase procedural consistency compared to tables, whereas graphs lead to more consistent criteria weights than graphs with data values. These results contradict cognitive fit theory, as graphs should lead to a more consistent mental representation for a complex multiattribute judgment task than tables. In contrast, Tuttle and Kershaw (1998) analyze consistency from a performance view and find graphs to be significantly more consistent than tables, when participants employ a holistic strategy.

Results of this study show that presentation format does not influence the speed of the judgment process. This finding is in line with cognitive fit theory and conforms to results from Tuttle and Kershaw (1998) and Umanath and Vessey (1994). Complex multiattribute judgment tasks require the problem solver to identify relationships among the data and to reference to the underlying data values. The mental transformations necessary for tabular presentation formats and the high amount of time necessary for graphs
to refer to underlying data values tend to offset each other. Furthermore, graphs with
data values do not lead to a faster judgment process than graphs. Numerical values facil-
itate symbolic information; hence the corresponding analytic processes do not support a
complex multiattribute judgment task and hinder a fast development of a consistent
mental representation.

In this study, consistent with information-processing theory, information aggrega-
tion with constant information content leads to more accurate, consistent and fast judg-
ments. From a performance view of judgment quality, results for accuracy support ex-
sting empirical evidence (Kaufman and Weber 2013, Tiessen 1976, Chervany and
Dickson 1974, Ronen 1971). With respect to procedural rationality results show that
positive effects of information aggregation can be extended to procedural consistency.
With regard to procedural speed, results are in line with Otley and Dias (1982).

Also, the interplay of information aggregation and presentation format is analyzed.
When information aggregation is high, graphs with data values lead to more accurate
judgments and graphs lead to more accurate and consistent judgments compared to low
information aggregation. Accuracy and consistency with tables does not differ signifi-
antly with a change in information aggregation. These results contradict cognitive fit
theory, which asserts graphs (tables) to have (have not) integrating abilities and there-
fore not to be (to be) impaired from higher information load through decreased infor-
mation aggregation. In contrast, Umanath and Vessey (1994) find accuracy with graphs
not to differ with a change in information load. However, for tables they also do not
find a significant effect on accuracy.

Descriptive statistics for all presentation formats show that judgment time for ag-
gregated information is lower compared to disaggregated information. However, results
are only significant for graphs with data values and therefore cognitive fit theory is not
supported. In contrast, Umanath and Vessey (1994) find judgments with both, graphs
and tables, to be significantly faster with a reduction in information load.

These results have several implications for researchers and practitioners. From a
theoretical viewpoint this study supports the fundamentals of cognitive fit theory, as
result accuracy is higher with graphs compared to tables. However, extensions of the
notion of cognitive fit to procedural rationality, combined formats, and a change in in-
formation aggregation are not supported for the complex multiattribute judgment task
being examined. This implies that further research is necessary to develop cognitive fit
theory towards an aspect of a general theory of problem solving. For example future studies could analyze whether the extensions of cognitive fit apply for complex symbolic choice tasks.

Furthermore, findings support the application of information-processing theory to procedural rationality, as information aggregation significantly increases procedural consistency, i.e. the consistent specification of criteria weights. Moreover, this finding is important for practitioners, as performance evaluation is a complex task to human judgment whereby the accurate response to a task is often not instantly obvious. In such a situation a consistent specification of criteria weights is especially important, when they serve as input for analytical models.

From a practical viewpoint, this study can offer guidelines for graphical representations of complex multiattribute judgment tasks. The widespread belief of practitioners that combined graphical formats are superior to pure graphical formats is not supported. Graphs with data values lead to less consistent performance measure weight specifications than graphs, which can pose a threat for performance evaluation. Therefore, for the present problem class an aggregated pure graphical format should be chosen to support accurate and consistent judgments.

Finally, this study is subject to limitations that restrict the extent to which the findings can be generalized. Participants were students with domain knowledge on the experimental task due to prior course work. Studies employing practicing professionals in problem-solving tasks of a similar kind report no differences between the more and less experienced groups (Eggleton et al. 1992, Stock and Watson 1984, Moriarity 1979). In addition, this experiment uses only performance measures which were taught to participants during class.

Also, this experiment did not employ monetary incentives. Participation was voluntary and no course credit was given for a correct judgment. Therefore it could not be completely prevented that some participants lacked motivation to provide effort for the task. However, on average results were significantly different from completely random judgments, indicating intrinsic motivation to solve the task.

Furthermore, despite careful considerations, it cannot be completely ruled out that criteria have been overlooked with respect to the design of the graphical presentation formats. Consistent with respect to existing studies, performance measures were presented as line graphs, and components of performance measures were depicted as bar
graphs in the respective treatments. In the treatments with graphs the vertical axis of the respective performance measure was aligned across alternatives in order to make them directly comparable and to avoid optical illusions. In both treatments, graphs and graphs with data values, the design was identical except for the added numerical values. For the tabular format, the treatments with low information aggregation differed from those with high information aggregation only by additional descriptions and numerical values of the performance measure components.

Future studies could address these limitations and use professionals, provide monetary incentives, and analyze whether the results also apply for other presentation formats. As information in this study was aggregated with information content held constant, future studies could assess information aggregation with a loss in information content.
Appendix

Appendix 1: Tables with High Aggregation

<table>
<thead>
<tr>
<th>business unit A</th>
<th>year</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cash ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>81.35%</td>
<td>105.14%</td>
<td>101.4%</td>
<td>96.09%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>operating profit margin [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.76%</td>
<td>6.42%</td>
<td>14.07%</td>
<td>15.17%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ROIC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>18.86%</td>
<td>15.42%</td>
<td>21.58%</td>
<td>31.27%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>debt to equity ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>162.95%</td>
<td>169.57%</td>
<td>138.44%</td>
<td>142.08%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WACC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.12%</td>
<td>12.13%</td>
<td>17.4%</td>
<td>19.65%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>business unit B</th>
<th>year</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cash ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>108.90%</td>
<td>92.69%</td>
<td>111.46%</td>
<td>100.39%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>operating profit margin [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.51%</td>
<td>9.85%</td>
<td>16.92%</td>
<td>13.75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ROIC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>25.52%</td>
<td>18.52%</td>
<td>39.52%</td>
<td>34.29%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>debt to equity ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>91.47%</td>
<td>102.65%</td>
<td>103.27%</td>
<td>106.60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WACC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.37%</td>
<td>4.31%</td>
<td>8.20%</td>
<td>4.19%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>business unit C</th>
<th>year</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cash ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>110.11%</td>
<td>116.86%</td>
<td>93.54%</td>
<td>97.87%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>operating profit margin [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.06%</td>
<td>28.57%</td>
<td>16.60%</td>
<td>24.68%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ROIC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>35.22%</td>
<td>30.10%</td>
<td>24.66%</td>
<td>20.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>debt to equity ratio [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>84.00%</td>
<td>122.64%</td>
<td>158.00%</td>
<td>159.96%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WACC [%]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.48%</td>
<td>26.10%</td>
<td>21.37%</td>
<td>21.00%</td>
</tr>
</tbody>
</table>
## Appendix 2: Tables with Low Aggregation

### business unit A

<table>
<thead>
<tr>
<th></th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>liquid assets [€]</td>
<td>2430</td>
<td>2660</td>
<td>2830</td>
<td>2210</td>
</tr>
<tr>
<td>= current liabilities [€]</td>
<td>2897</td>
<td>2987</td>
<td>2530</td>
<td>2791</td>
</tr>
<tr>
<td>= cash ratio [%]</td>
<td>81,35%</td>
<td>105,14%</td>
<td>101,40%</td>
<td>96,09%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>198</td>
<td>183</td>
<td>410</td>
<td>455</td>
</tr>
<tr>
<td>= sales [€]</td>
<td>2551</td>
<td>2850</td>
<td>2915</td>
<td>3000</td>
</tr>
<tr>
<td>= operating profit margin [%]</td>
<td>7,76%</td>
<td>6,42%</td>
<td>14,07%</td>
<td>15,17%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>198</td>
<td>183</td>
<td>410</td>
<td>455</td>
</tr>
<tr>
<td>= invested capital [€]</td>
<td>1050</td>
<td>1187</td>
<td>1900</td>
<td>1455</td>
</tr>
<tr>
<td>= ROIC [%]</td>
<td>18,86%</td>
<td>15,42%</td>
<td>21,58%</td>
<td>31,27%</td>
</tr>
<tr>
<td>debt (book value) [€]</td>
<td>3422</td>
<td>3561</td>
<td>3400</td>
<td>3599</td>
</tr>
<tr>
<td>= equity (book value) [€]</td>
<td>2100</td>
<td>2100</td>
<td>2100</td>
<td>2100</td>
</tr>
<tr>
<td>= debt to equity ratio [%]</td>
<td>162,95%</td>
<td>169,57%</td>
<td>138,44%</td>
<td>142,08%</td>
</tr>
<tr>
<td>weighted cost of debt (market value) [%]</td>
<td>4,12%</td>
<td>4,00%</td>
<td>8,50%</td>
<td>8,50%</td>
</tr>
<tr>
<td>+ weighted cost of equity (market value) [%]</td>
<td>6,00%</td>
<td>8,13%</td>
<td>8,00%</td>
<td>11,15%</td>
</tr>
<tr>
<td>= weighted average costs of capital (WACC) [%]</td>
<td>10,12%</td>
<td>12,13%</td>
<td>17,40%</td>
<td>19,65%</td>
</tr>
</tbody>
</table>

### business unit B

<table>
<thead>
<tr>
<th></th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>liquid assets [€]</td>
<td>1150</td>
<td>1001</td>
<td>1362</td>
<td>1300</td>
</tr>
<tr>
<td>= current liabilities [€]</td>
<td>1056</td>
<td>1080</td>
<td>1222</td>
<td>1295</td>
</tr>
<tr>
<td>= cash ratio [%]</td>
<td>108,90%</td>
<td>92,69%</td>
<td>111,46%</td>
<td>100,39%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>536</td>
<td>389</td>
<td>830</td>
<td>720</td>
</tr>
<tr>
<td>= sales [€]</td>
<td>4655</td>
<td>3950</td>
<td>4905</td>
<td>5235</td>
</tr>
<tr>
<td>= operating profit margin [%]</td>
<td>11,51%</td>
<td>9,85%</td>
<td>16,92%</td>
<td>13,75%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>536</td>
<td>389</td>
<td>830</td>
<td>720</td>
</tr>
<tr>
<td>= invested capital [€]</td>
<td>2100</td>
<td>2100</td>
<td>2100</td>
<td>2100</td>
</tr>
<tr>
<td>= ROIC [%]</td>
<td>25,52%</td>
<td>18,52%</td>
<td>39,52%</td>
<td>34,29%</td>
</tr>
<tr>
<td>debt (book value) [€]</td>
<td>3110</td>
<td>3295</td>
<td>3315</td>
<td>3422</td>
</tr>
<tr>
<td>= equity (book value) [€]</td>
<td>3400</td>
<td>3210</td>
<td>3210</td>
<td>3210</td>
</tr>
<tr>
<td>= debt to equity ratio [%]</td>
<td>91,47%</td>
<td>102,65%</td>
<td>103,27%</td>
<td>108,60%</td>
</tr>
<tr>
<td>weighted cost of debt (market value) [%]</td>
<td>2,94%</td>
<td>1,04%</td>
<td>3,35%</td>
<td>1,22%</td>
</tr>
<tr>
<td>+ weighted cost of equity (market value) [%]</td>
<td>3,43%</td>
<td>3,27%</td>
<td>4,85%</td>
<td>2,97%</td>
</tr>
<tr>
<td>= weighted average costs of capital (WACC) [%]</td>
<td>6,37%</td>
<td>4,31%</td>
<td>8,20%</td>
<td>4,19%</td>
</tr>
</tbody>
</table>

### business unit C

<table>
<thead>
<tr>
<th></th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>liquid assets [€]</td>
<td>1100</td>
<td>2530</td>
<td>2666</td>
<td>2936</td>
</tr>
<tr>
<td>= current liabilities [€]</td>
<td>999</td>
<td>2165</td>
<td>2850</td>
<td>3000</td>
</tr>
<tr>
<td>= cash ratio [%]</td>
<td>110,11%</td>
<td>116,86%</td>
<td>93,54%</td>
<td>97,87%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>615</td>
<td>1025</td>
<td>699</td>
<td>1423</td>
</tr>
<tr>
<td>= sales [€]</td>
<td>2360</td>
<td>3588</td>
<td>4210</td>
<td>7166</td>
</tr>
<tr>
<td>= operating profit margin [%]</td>
<td>26,06%</td>
<td>28,57%</td>
<td>16,60%</td>
<td>24,68%</td>
</tr>
<tr>
<td>EBIT [€]</td>
<td>615</td>
<td>1025</td>
<td>699</td>
<td>1423</td>
</tr>
<tr>
<td>= invested capital [€]</td>
<td>1746</td>
<td>3405</td>
<td>2835</td>
<td>7115</td>
</tr>
<tr>
<td>= ROIC [%]</td>
<td>35,22%</td>
<td>30,10%</td>
<td>24,66%</td>
<td>20,00%</td>
</tr>
<tr>
<td>debt (book value) [€]</td>
<td>2100</td>
<td>3066</td>
<td>3950</td>
<td>3999</td>
</tr>
<tr>
<td>= equity (book value) [€]</td>
<td>2500</td>
<td>2500</td>
<td>2500</td>
<td>2500</td>
</tr>
<tr>
<td>= debt to equity ratio [%]</td>
<td>84,00%</td>
<td>122,64%</td>
<td>158,00%</td>
<td>159,96%</td>
</tr>
<tr>
<td>weighted cost of debt (market value) [%]</td>
<td>10,32%</td>
<td>15,20%</td>
<td>9,75%</td>
<td>10,20%</td>
</tr>
<tr>
<td>+ weighted cost of equity (market value) [%]</td>
<td>16,16%</td>
<td>10,90%</td>
<td>11,62%</td>
<td>10,80%</td>
</tr>
<tr>
<td>= weighted average costs of capital (WACC) [%]</td>
<td>26,48%</td>
<td>26,10%</td>
<td>21,37%</td>
<td>21,00%</td>
</tr>
</tbody>
</table>
Appendix 3: Graphs with High Aggregation
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Appendix 4: Graphs with Low Aggregation
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Graphs showing various financial metrics for each business unit over different years.
Appendix 5: Graphs with Data Values and High Aggregation

business unit A

- **Cash Ratio**
  - 2009: 81.35%
  - 2011: 108.14%
  - 2012: 101.40%
  - 2010: 96.09%

- **Operating Profit Margin**
  - 2009: 0%
  - 2010: 15.14%
  - 2011: 16.92%
  - 2012: 13.75%

- **ROIC**
  - 2009: 10.12%
  - 2010: 12.13%
  - 2011: 17.40%
  - 2012: 19.65%

- **Debt to Equity Ratio**
  - 2009: 11.51%
  - 2010: 9.85%
  - 2011: 8.20%
  - 2012: 4.19%

- **WACC**
  - 2009: 6.37%
  - 2010: 12.13%
  - 2011: 17.40%
  - 2012: 19.65%

business unit B

- **Cash Ratio**
  - 2009: 105.14%
  - 2011: 111.40%
  - 2012: 110.79%
  - 2010: 98.68%

- **Operating Profit Margin**
  - 2009: 7.31%
  - 2010: 9.87%
  - 2011: 16.25%
  - 2012: 13.78%

- **ROIC**
  - 2009: 25.52%
  - 2010: 13.52%
  - 2011: 34.82%
  - 2012: 34.69%

- **Debt to Equity Ratio**
  - 2009: 162.95%
  - 2010: 169.57%
  - 2011: 138.44%
  - 2012: 142.08%

- **WACC**
  - 2009: 25.52%
  - 2010: 18.52%
  - 2011: 39.52%
  - 2012: 34.29%

business unit C

- **Cash Ratio**
  - 2009: 110.11%
  - 2011: 116.86%
  - 2012: 93.54%
  - 2010: 97.87%

- **Operating Profit Margin**
  - 2009: 35.22%
  - 2010: 30.10%
  - 2011: 24.66%
  - 2012: 20.00%

- **ROIC**
  - 2009: 91.47%
  - 2010: 102.65%
  - 2011: 103.27%
  - 2012: 106.60%

- **Debt to Equity Ratio**
  - 2009: 6.37%
  - 2010: 9.85%
  - 2011: 16.92%
  - 2012: 13.75%

- **WACC**
  - 2009: 26.48%
  - 2010: 26.10%
  - 2011: 21.37%
  - 2012: 21.00%
Appendix 6: Graphs with Data Values and Low Aggregation
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Effort Allocation in Multi-Task Environments –
The Interplay of Performance Measure Characteristics
and Task Difficulty
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Abstract

To motivate employees to allocate effort with the goal of creating firm value, a common approach in multi-task environments is to evaluate performance with multiple performance measures. However, effects of interactions between performance measure characteristics and task characteristics on effort allocation remain unclear in a multi-task environment. Therefore, this study examines the interplay of performance measure characteristics, that is, sensitivity and precision, as well as task difficulty on effort allocation in a multi-task laboratory experiment. Results show that, given a performance-based compensation system sensitivity influences effort allocation, irrespective of task difficulty. Under a fixed-wage compensation system, sensitivity has no effect on effort allocation. Hence, task difficulty does not influence the effect of sensitivity on effort allocation. Under a performance-based compensation system, when precision on the easy task decreases, significantly more effort is allocated to the difficult task. However, when precision on the difficult task decreases, effort allocation is not influenced. In contrast, given a fixed-wage compensation system, when precision on the difficult task decreases more effort is shifted towards the difficult task, whereas a change in precision on the easy task does not influence effort allocation. Thus, task difficulty moderates the effect of precision on effort allocation for both compensation systems. The results of this study are of interest for designers of management control, information, and compensation systems.
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1 Introduction

In multi-task environments, employees exert effort on multiple dimensions of a single task, on multiple tasks, or on a combination thereof (e.g. Holmstrom and Milgrom 1991, Baker 1992, 2002, Feltham and Xie 1994, Hemmer 1996). They repeatedly have to decide how to allocate effort between task dimensions or tasks (Sprinkle and Williamson 2007). For example, production workers are often simultaneously responsible for the quantity and quality of a single product, whereas salesmen have sequential duties such as customer care, stocktaking, ordering and cashier-up.

To motivate employees to allocate effort on multiple tasks with the goal of creating firm value, a common approach is to evaluate their performance with multiple performance measures (Feltham and Xie 1994, Sprinkle and Williamson 2007). These performance measures are often linked with performance-based monetary incentives in employees' compensation contracts in order to reward them for generating good results (Merchant and van der Stede 2012). The examination of this performance-evaluation use of management accounting information in multi-task environments has become a focus of a number of experimental studies (Brüggen and Moers 2007, Kachelmeier et al. 2008, Sloof and van Praag 2008, Brüggen 2011, Hecht et al. 2012, Hannan et al. 2013).

Effort allocation can be influenced by performance measure characteristics and task characteristics (Bonner and Sprinkle 2002). Two important performance measure characteristics that influence effort allocation are sensitivity and precision. They have been extensively focused on by agency theoretic studies in the performance measurement literature (e.g. Holmstrom 1979, Banker and Datar 1989, Feltham and Xie 1994, Feltham and Wu 2000, Datar et al. 2001, Christensen and Feltham 2008, Demski 2008, Demski et al. 2009). This literature, which typically focuses on the linear agency model (LEN model, Holmstrom and Milgrom 1987), shows that, other things equal, performance measures with high precision and large sensitivity to an agent’s effort are preferred by a risk-averse agent, when choosing a performance-based compensation contract (Lambert 2007). Thus, imprecise and ill-calibrated performance measures can distort effort allocation in a multi-task environment (Prendergast 1999, 2002). Along with these essential theoretical contributions in identifying performance measure characteris-

---

1 Effort allocation refers to the tasks which an individual chooses to exert, and how to distribute effort between tasks. In this study tasks are substitutes and time is limited. Thus, more effort allocated to one task leads to less effort allocated to the other task (Bonner and Sprinkle 2002).

2 LEN stands for Linear compensation, negative Exponential utility, and Normally distributed performance measures.

Despite the growing empirical and broad analytical research on performance measure characteristics, Bai et al. (2010) observe that empirical accounting research has paid relatively little attention to task characteristics. In line with this, the effect of performance measure precision on effort allocation in a multi-task environment has only been examined in studies where the same task is employed twice, neglecting effects of task characteristics (Brüggen 2005, Brüggen and Moers 2007, Sloof and van Praag 2008, Brüggen 2011). Agency theoretic performance measurement models neglect task characteristics as well and implicitly assume that all tasks are basically the same with respect to task difficulty, i.e. have equal marginal costs of effort (e.g. Feltham and Wu 2000). However, Schnedler (2006) analytically shows that performance measure characteristics, including sensitivity and precision, are not sufficient to predict an agent’s effort allocation when tasks vary in difficulty (i.e. marginal costs of effort differ across tasks). Moreover, Bailey and Fessler (2011) indicate that task characteristics, that is, task complexity and task attractiveness can moderate the effect of performance-based monetary incentives on task performance. Hence, for a performance-based compensation system it needs to be examined, whether task difficulty influences the effect of precision and sensitivity on effort allocation.

With respect to precision, economic theory predicts that, when a performance measure becomes too imprecise, linking performance-based monetary incentives to that performance measure becomes too expensive, as a risk-averse agent needs to be compensated for the higher variance in compensation (Prendergast 1999, 2002). Holmstrom and Milgrom (1991) address this issue and posit that a fixed-wage may thus be optimal in a multi-task environment. A fixed-wage compensation system does not link performance measures to compensation and hence agents should be indifferent between a range of effort allocations and follow a principal’s preferred effort allocation. Therefore, it needs to be analyzed, if potential distortions of effort allocation caused by an interaction of
performance measure characteristics and task characteristics are restricted to performance-based compensation systems or if they also appear for a fixed-wage.

To address these issues, this study examines the effects of performance measure characteristics, that is, sensitivity and precision as well as task difficulty on effort allocation in a multi-task environment. A real-effort laboratory experiment is conducted, where precision, sensitivity and task difficulty are varied within-subjects. Compensation system is varied between-subjects with either a fixed-wage or performance-based monetary incentives. The following research question is stated: Does task difficulty influence the effects of sensitivity and precision on effort allocation in a multi-task environment? To derive the hypotheses, economic agency theory and psychological expectancy theory (Vroom 1964) are utilized.

Results show that, given a performance-based compensation system, sensitivity influences effort allocation, irrespective of task difficulty. Under a fixed-wage, sensitivity has no effect on effort allocation. Hence, task difficulty does not influence the effect of sensitivity on effort allocation. Under a performance-based compensation system, when precision on the easy task decreases, significantly more effort is allocated to the difficult task. However, when precision on the difficult task decreases, effort allocation is not influenced. In contrast, given a fixed-wage, when precision on the difficult task decreases more effort is shifted towards the difficult task, whereas a change in precision on the easy task does not influence effort allocation. Thus, task difficulty moderates the effect of precision on effort allocation for both compensation systems.

In analyzing the interplay of performance measure characteristics and task characteristics, this study contributes to the design of optimal management control, information, and compensation systems. Particularly, results have implications for how sensitive and precise performance measures should be, when underlying tasks have different difficulties. Results imply that the effect of sensitivity on effort allocation is reliably predictable. Higher sensitivity on a task increases effort allocated to that task, irrespective of task difficulty, and only for performance-based monetary incentives. Moreover, results show that the effect of precision on effort allocation is difficult to predict. When a task is measured imprecisely, depending on task difficulty and compensation system, effort allocation is shifted towards the respective task, does not change, or is allocated to another task. Hence, to avoid effort distortions tasks should be measured as precisely as it is economically feasible.
Also, this study contributes to the request of Bonner and Sprinkle (2002), as it is the first to employ a multi-task environment with two separate and distinct tasks which differ in difficulty. Subjects can select which task to work on, and choose their effort allocation without obstruction. Bonner and Sprinkle (2002) call for accounting researchers to employ two separate and distinct tasks in a laboratory experiment, whereby subjects need to explicitly decide which task to work on, and how much effort to devote to each task.

The remainder of this paper is structured as follows: The next section develops hypotheses based on economic agency theory and psychological expectancy theory. The two subsequent sections describe the experimental design and results. The final section provides a discussion of the results including their limitations and implications.

2 Theory and Hypotheses

The hypotheses in the following sections are stated for a two-task environment, with each task being measured with a separate performance measure. Performance measures are assumed to be uncorrelated. Tasks are substitutes, differ in difficulty, and time is limited. Thus, more effort allocated to one task leads to less effort allocated to the other task.

Kachelmeier (1996) proposes to move from experiments that demonstrate results from economic models to experiments that investigate deviations from economic models. Moser (1998) recommends designing experiments with greater tension between competing theories. Therefore, in the following sections, hypotheses are stated from an economic agency theory perspective as an agency theoretic prediction (ATP) and from a psychological expectancy theory perspective as a behavioral theory prediction (BTP).

2.1 Behavioral Assumptions of Agency Theory

Standard assumptions in economic agency theory are that individuals are risk-averse expected utility maximizers (e.g. Baiman 1982, 1990, Christensen and Feltham 2008). They are rational and have well-defined preferences that conform to the axioms of expected utility theory. Economic agents are motivated only by self-interest and their utility function consists of wealth and leisure. They prefer increases in wealth and increases in leisure, i.e. reductions in effort. Hence, they only exert effort on a task, if it contributes to their own economic well-being. Furthermore, incentives that are not contingent on performance are generally not sufficient to induce agent effort (Bonner and Sprinkle
In a multi-task environment, if compensation systems provide performance-based pay only for a subset of tasks, agents do not provide effort on tasks for which monetary incentives are not provided. This can lead to effort distortions, if important tasks are not linked to monetary incentives, as they are expensive or difficult to measure (Hecht et al. 2012). Holmstrom and Milgrom (1991) relax the assumption that non-contingent pay is not sufficient to induce agent effort. They posit that even without financial incentives agents put more than minimum effort into tasks for fixed wages because of some intrinsic motivation to work. Moreover, given a fixed-wage compensation system, an agent is indifferent between a certain range of effort allocations in a multi-task environment and follows the principal’s preferences.

2.2 Behavioral Assumptions of Expectancy Theory

Psychological expectancy theory states that individuals are rational and act to maximize expected satisfaction with desired outcomes (Vroom 1964, Bonner and Sprinkle 2002). According to expectancy theory, an individual’s motivation in a given situation is a function of two factors: (1) effort-outcome expectancy, which is defined as a current belief concerning the likelihood that a particular effort will be followed by a particular outcome, i.e. reward (e.g. higher pay for higher effort), and (2) valence, which refers to affective orientations toward particular outcomes (Vroom 1964). The effort-outcome expectancy can be further differentiated into the (1) effort-performance expectancy and the (2) performance-outcome expectancy (Bonner and Sprinkle 2002, Sloof and van Praag 2008). Effort-performance expectancy is a current belief that effort positively influences performance (Vroom 1964). The stronger the perceived relationship between effort and performance, the higher is the individual’s motivation to allocate effort to a task (Sloof and van Praag 2008, 2010). The performance-outcome expectancy, which is also referred to as instrumentality, is a subject’s expectation that better performance results in a higher reward. An increase in instrumentality also has a positive effect on motivation to exert effort on a task. Valence captures the attractiveness, desirability and anticipated satisfaction of different rewards for an individual (Vroom 1964). Generally, monetary payoff has a higher valence than no pay. However, the valence of a fixed-wage relative to performance-based monetary incentives depends on their relative payoff magnitude (Bonner and Sprinkle 2002).
The motivation created by effort-performance expectancy, instrumentality and valence induces individuals in a multi-task environment to choose an effort allocation that leads to a desired outcome (Bonner and Sprinkle 2002).

2.3 Sensitivity and Precision

Performance measure sensitivity and performance measure precision originate in the agency theoretic literature in accounting (Banker and Datar 1989, Lambert 2007). Sensitivity is defined as the degree with which a performance measure changes (in expected value), if an agent’s effort changes. Precision is defined as the inverse of the variance of a performance measure’s additive noise term (Banker and Datar 1989, Lambert 2007). It is a common assumption in the performance measurement literature, which regularly employs the linear agency model (LEN model), to utilize precision as an additive noise term, which is normally distributed with mean zero and is independent from an agent’s effort (e.g. Holmstrom and Milgrom 1991, Feltham and Xie 1994, Feltham and Wu 2000, Datar et al. 2001, Baker 2002, Christensen and Feltham 2008, Demski et al. 2009).

It is important to differentiate between two fundamental situations: (1) an agent has a set of compensations contracts to choose from, and (2) the compensation system is given. In the second situation, which this study focuses on, the problem of contract choice is either excluded, or the agent has chosen an optimal contract from the available set of contracts. In this situation, an agent’s problem in a multi-task environment is to choose an optimal allocation of effort. For a given performance-based compensation system, if two tasks differ with respect to performance measure sensitivity, other things equal, an agent will allocate more effort to the task measured with higher sensitivity, as he will receive a higher pay for a unit of effort. However, an agent cannot influence

---

3 Performance measure sensitivity as an effort-performance sensitivity needs to be differentiated from pay-performance sensitivity as a performance-outcome sensitivity as specified by Jensen and Murphy (1990). Jensen and Murphy (1990, p. 227) characterize pay-performance sensitivity as: “(…) the dollar change in the CEO’s wealth associated with a dollar change in the wealth of shareholders.” Sensitivity in this sense is not a performance measure characteristic but an incentive scheme variable, as it assumes variable pay and is focused on executive compensation and the relation between agent wealth and principal wealth.

4 The performance measure noise term is also known as uncontrollable component, observation error, or error term (e.g. Feltham and Xie 1994, Prendergast 2002).

5 The first situation is an agent’s problem of contract choice. In this situation, a risk averse agent’s utility function does directly recognize precision (i.e. the risk measured by the noise term in a performance-based compensation contract), as it is reflected in the risk premium (Sloof and van Praag 2008). Thus, other things equal, performance measures with large sensitivity to an agent’s actions and high precision (low noise) are preferred by a risk-averse agent, when choosing a performance-based compensation contract (Lambert 2007). When choosing a fixed-wage compensation contract, neither sensitivity nor precision influence an agent’s compensation and are thus unimportant for his contract choice.
performance measure precision (measured with an additive noise term) and hence the risk premium does not change with his choice of effort allocation. Thus, there is no trade-off of risk and incentives (Prendergast 1999, 2002), as less effort allocated to a task does not decrease risk (Sloof and van Praag 2008). Hence, an agent’s choice of effort allocation is independent from precision. Given a fixed-wage compensation system, neither sensitivity nor precision influence an agent’s compensation and therefore do not influence his effort allocation choice.

From an expectancy theory perspective, under a performance-based compensation system, performance measure sensitivity and performance measure precision influence an individual’s effort-performance expectancy. Other things being equal, by definition, an increase in sensitivity increases the relationship between effort and performance for a task, i.e. the effort-performance expectancy. Therefore, similar to agency theory, an individual’s motivation to allocate effort to the respective task increases and he shifts effort towards the task measured with higher sensitivity. Performance measure precision also influences an individual’s effort-performance expectancy. Other things being equal, a decrease in precision for a task, that is, an increase in performance measure variance, negatively influences the perceived relationship between effort and performance for that task. Therefore, in contrast to agency theory, an individual’s motivation to allocate effort to the imprecise task decreases and he shifts effort away from that task (Sloof and van Praag 2008, 2010). By definition, a fixed-wage as an outcome has no relation to performance. Thus, under a fixed-wage, sensitivity and precision cannot influence the overall link between effort and rewards, that is, the effort-outcome expectancy, and they become irrelevant for an individual’s effort allocation choice.

Overall, both theories offer the same predictions, except for the effect of performance measure precision on effort allocation under a performance-based compensation system. Agency theory in its linear form posits that precision has no effect on effort allocation, whereas expectancy theory predicts a shift away from tasks measured with lower precision.

2.4 Task Difficulty

From an agency theory perspective, task difficulty\(^6\) attenuates the relationship between effort and performance, that is, effort becomes less sensitive to performance.

\(^6\) Task difficulty is generally seen as an aspect of ‘task complexity’ besides constructs such as ‘task structure’ or the algorithmic/heuristic problem solving dimension of tasks (Bonner and Sprinkle 2002).
Task difficulty also increases the marginal costs of effort (Bonner and Sprinkle 2002). With respect to the relationship between effort and performance, March and Simon (1958) emphasize the skill requirements of difficult tasks. As task difficulty increases, the gap between subjects’ skill and tasks’ skill requirements increases, making it less likely that effort will positively influence performance and, ceteris paribus, an agent will allocate effort to an easier task, as he will receive a higher pay for a unit of effort (Bonner and Sprinkle 2002). Furthermore, an increase in task difficulty leads to an increase in effort requirements for a task (Wood 1986, Campbell 1988), that is, marginal costs of effort increase with task difficulty (Schnedler 2006). Agents consider the costs of effort as well as rewards related to a task before performing that task. Thus, they weigh the rewards associated with increasing performance against the marginal costs of effort required to realize higher performance. Assuming that the rewards of performance are approximately equal under easy and difficult tasks, the higher marginal costs of effort are more likely to outweigh the rewards in difficult tasks. If marginal costs of effort outweigh the rewards, then agents will trade off a reduction in performance for reductions in effort. Therefore, given a performance-based compensation system, with tasks being substitutes and time being limited, agents will allocate relatively more effort to an easier task.

Both effects, the attenuated effort-performance sensitivity and the higher marginal costs of effort on a difficult task, lead to effort allocated away from difficult tasks to easier tasks for a performance-based compensation system. However, for a fixed-wage compensation system, the adverse effects of task difficulty do not influence an agent’s compensation. Accordingly, an agent is indifferent between a certain range of effort allocations in a multi-task environment and follows the principal’s preferences.

From an expectancy theory perspective, task difficulty decreases the effort-performance expectancy, as task difficulty makes it less likely that effort will positively influence performance (Smith et al. 1976, Bonner and Sprinkle 2002). Smith et al. (1976) show in an experimental study that effort-performance expectancy declines rapidly as a function of task difficulty, when performance is measured as an absolute criterion. Therefore, under a performance-based compensation system, an individual’s motivation to allocate...
effort to a difficult task decreases and, ceteris paribus, he shifts effort away from difficult tasks to easier tasks. Under a fixed-wage compensation system, task difficulty does not influence the overall link between effort and rewards, that is, the effort-outcome expectancy, and becomes irrelevant for an individual’s effort allocation choice.

2.5 Effects of Performance Measure Characteristics and Task Difficulty on Effort Allocation for a Fixed-Wage Compensation System

From both, an agency theory perspective and an expectancy theory perspective, under a fixed-wage compensation system neither performance measure characteristics, i.e. sensitivity and precision, nor task difficulty influence an individual’s effort allocation choice. As stated in agency theory, economic agents do not react to performance measure characteristics and task difficulty, as they do not influence an agent’s compensation under a fixed-wage. According to expectancy theory, under a fixed-wage, performance measure characteristics and task difficulty do not influence the overall link between effort and a fixed-wage as an outcome and they become irrelevant for an individual’s effort allocation choice. Therefore, the following hypotheses can be stated:

**H1**: Under a fixed-wage compensation system, sensitivity has no effect on effort allocation (ATP, BTP).

**H2**: Under a fixed-wage compensation system, precision has no effect on effort allocation (ATP, BTP).

Experimental results from Brüggen (2011) support the second hypothesis. He employs a fixed-wage in a multi-task environment with two tasks being measured with varying precision. Participants do not significantly deviate from the principal’s preferred effort allocation. However, task difficulty plays no role in his experiment, as he employs the same task twice.

2.6 Effects of Performance Measure Characteristics and Task Difficulty on Effort Allocation for a Performance-based Compensation System

Under a performance-based compensation system, both, performance measure characteristics and task difficulty, can influence effort allocation. If sensitivity on a task increases, from an agency theory perspective more effort is allocated to that task, because of cost-benefit considerations. From an expectancy theory perspective more effort is allocated to a task measured with higher sensitivity, as an increase in sensitivity in-
creases the effort-performance expectancy and hence an individual’s motivation to exert effort on that task.

Task difficulty attenuates the effect of sensitivity on effort allocation. From an agency theory perspective, difficult tasks are less sensitive to effort and have higher marginal costs of effort than easy tasks. Hence, comparing increased benefits when sensitivity on a task increases, which are approximately equal under easy and difficult tasks, agents will allocate relatively less effort to a difficult task than to an easy task, due to difficult tasks’ inherent lower relationship between effort and performance and their higher marginal costs. From an expectancy theory perspective, effort-performance expectancy is inherently lower for difficult tasks than for easy tasks. Thus, an increase in sensitivity increases the effort-performance expectancy relatively lower for difficult tasks than for easy tasks and less effort is allocated to difficult tasks than to easy tasks. From an expectancy theory perspective, effort-performance expectancy is inherently lower for difficult tasks than for easy tasks. Thus, an increase in sensitivity increases the effort-performance expectancy relatively lower for difficult tasks than for easy tasks and less effort is allocated to difficult tasks than to easy tasks.

The following hypothesis can be stated:

**H3:** Under a performance-based compensation system, the effect of an increase in sensitivity on effort allocation will be less positive, when the task is difficult than when the task is easy (ATP, BTP).

With respect to precision, agency theory and expectancy theory offer different predictions for a performance-based compensation system. From an agency theory perspective, an additive noise term is independent from an agent’s effort. Hence, an agent cannot influence the increase in risk when performance measure precision decreases and his effort allocation is unaffected by precision. From an expectancy theory perspective, less effort is allocated to a task measured with lower precision, as a decrease in precision decreases the effort-performance expectancy and hence an individual’s motivation to exert effort on that task. Furthermore, effort-performance expectancy and thus an individual’s motivation is inherently lower for difficult tasks than for easy tasks. Consequently, a decrease in precision decreases the effort-performance expectancy relatively higher for easy tasks than for difficult tasks and hence more effort is allocated to difficult tasks than to easy tasks. Thus, two conflicting hypotheses can be stated:

**H4a:** Under a performance-based compensation system, precision has no effect on effort allocation (ATP).

**H4b:** Under a performance-based compensation system, the effect of a decrease in precision on effort allocation will be less negative, when the task is difficult than when the task is easy (BTP).
Experimental evidence for the effect of precision on effort allocation is indicated in Brüggen (2005) for two tasks of same difficulty. Although not being explicitly tested, the descriptive statistics from Brüggen (2005) show a highly distorted effort allocation for a performance-based compensation system, with more effort being allocated to the task measured more precisely.

3 Method and Design

3.1 Experimental Design

This study utilizes a 3×3×2 (within-subjects) ×2 (between-subjects) mixed experimental design to analyze the effects of performance measure characteristics on effort allocation. Precision, sensitivity, and task difficulty are manipulated within-subjects. Compensation system is manipulated between-subjects.

Within-subjects designs enhance statistical power by allowing control of between-subjects differences, which has the advantage of using fewer subjects, and using subjects’ time very efficiently (Libby et al. 2002). According to Libby et al. (2002) a within subject design is ‘(…) most effective when increased salience of manipulated variables is desirable from the standpoint of the experiment’s goals (…)’ (Libby et al. 2002, p. 804).

In this study increased salience of the performance measure characteristics as independent variables is desirable, as the goal of the study is to analyze subjects’ reactions to changes in sensitivity and precision. From an expectancy theory perspective, Van Eerde and Thierry (1996) suggest a within-subjects manipulation of variations in effort-performance expectancy in order to capture Vroom’s (1964) notion of them as forces which act relative to other forces within the individual. In line with this, Kahneman and Tversky (1996) state that a within-subjects design puts a focus on the independent variables of interest, and gives subjects the possibility to identify and adjust errors and inconsistencies in their decisions.

As Libby et al. (2002) mention, a within-subjects design also requires balancing the order of treatments, to ensure that treatment effects are not confounded with order effects. Therefore, in this study the treatments with respect to sensitivity and precision are counterbalanced using a Williams design (Williams 1949).
3.2 Multi-Task Environment, Task Difficulty, Performance Measure Characteristics and Compensation System

This study employs a sequential real-effort multi-task environment with an easy task and a difficult task. The two tasks fall into the category of simple production tasks as specified by Bonner et al. (2000). Therefore, they are equivalent with respect to complexity, but vary in difficulty. As in other studies (e.g. Chow 1983, Waller and Chow 1988, Shields and Waller 1988, Dillard and Fisher 1990, Bailey et al. 1998), the production tasks are used to simulate a firm setting with an employer and employee, respective principal and agent. The objective of the participants is to achieve a high performance on both tasks with respect to an even (1:1) performance allocation.

Both tasks are tied to separate performance measures, which are independent from remuneration for the fixed-wage compensation system, and connected to compensation for the performance-based compensation system. The tasks are performed sequentially to allow for a precise separation of effort allocation between tasks, and to avoid the possibility that subjects aggregate the noise of the different performance measures mentally (Sloof and van Praag 2010). Moreover, it would be difficult to achieve true ‘simultaneity’ among the tasks, as presenting two tasks simultaneously does not ensure that they will be performed simultaneously (Hecht et al. 2014).

Figure 1: Screenshot of the easy task (decoding task)
The easy task is a decoding task, which is similar to studies by Chow (1983), Shields and Waller (1988), Chow et al. (1988), Sillamaa (1999), Fisher et al. (2002), Stevens (2002), and Brüggen (2011). The decoding task on a single screen is handled by decoding a combination of two letters into a three-digit number. The objective is to perform as many decodings as possible (with respect to an even performance allocation as specified by the employer). Figure 1 shows the decoding task.

**Figure 2: Screenshot of the difficult task (slider task)**

The difficult task is a slider task displaying a number of sliders on a single screen and is adopted from Gill and Prowse (2012). The number and position of the sliders on the screen do not vary across repetitions of the task or across experimental subjects. The objective is to perform as many slider adjustments as possible (with respect to an even performance allocation, too). Figure 2 shows the slider task.

Due to their simplicity, both tasks give a finely gradated measure of performance and involve little randomness. Thus, as in Brüggen (2011) and in Gill and Prowse (2012), a single correct decoding, and a single correct slider adjustment are interpreted as a single unit of effort on the respective task. With respect to task difficulty, experience from two pre-tests has shown that compared to a single correct decoding, on average subjects need more attempts on the slider task to perform a single correct slider adjustment. Furthermore, a single unit of performance on the decoding task was on aver-
age quicker achieved than a single unit of performance on the slider task. The tasks were chosen because of their simplicity, as they do not require former knowledge of the participants, are easy to communicate, and simple to understand. They are identical across periods, and leave no room for speculating (Gill and Prowse 2012).

Performance on the two tasks is measured with two sales figures:

\[
sales_{\text{decoding}} = \text{correct}_{\text{decodings}} \times price_{\text{decoding}} + noise_{\text{decoding}}
\]

\[
sales_{\text{slider}} = \text{correct}_{\text{slider adjustments}} \times price_{\text{slider}} + noise_{\text{slider}}
\]

All monetary amounts are denoted in an experimental currency called Laboreuro, L€. One Laboreuro has a value of 0.01 Euro. Based on two pre-tests, the parameters for sensitivity and precision are determined.

In this study, because of the simplicity of the tasks, sensitivity is interpreted as the price for a single correct decoding, respective correct slider adjustment. Sensitivity is manipulated by altering the price for a single correct decoding and a single correct slider adjustment. The baseline setting is 1 L€ (low sensitivity easy task) for a single correct decoding, and 1 L€ (low sensitivity difficult task) for a single correct slider adjustment. The treatments are 2 L€ (high sensitivity easy task) for a single correct decoding, and 1 L€ (low sensitivity difficult task) for a single correct slider adjustment and vice versa. The three respective factor levels are low sensitivity easy task / low sensitivity difficult task (1 L€ / 1 L€) as a baseline, and high sensitivity easy task / low sensitivity difficult task (2 L€ / 1 L€) and low sensitivity easy task / high sensitivity difficult task (1 L€ / 2 L€) as the treatments.

Precision is utilized as the additive noise term of the respective performance measure. The noise term of the respective performance measure for each task is an individually generated random number for each participant in each period. Precision is manipulated by varying the standard deviation of the noise term of each performance measure. In line with most agency models, the noise term of each performance measure is normally distributed with a mean of zero. The standard deviation for performance measure noise is either 2 L€ (high precision) or 8 L€ (low precision). The three respective factor levels are high precision easy task / high precision difficult task (2 L€ / 2 L€) as a baseline setting and low precision easy task / high precision difficult task (8 L€ / 2 L€), and high precision easy task / low precision difficult task (2 L€ / 8 L€) as treatments. The
parameters for precision were calibrated to ensure that overall compensation literally always stays positive, whereas a performance measure itself can become negative.

The compensation system as between-subjects factor is either a fixed-wage compensation system, or a performance-based compensation system. In the fixed-wage compensation system treatment, the fixed-wage is 80 L€ for each round. In the performance-based compensation system treatment the following incentive scheme is used for each round:

\[
\text{compensation}_{\text{performance}} = 55L€ + 0.5 \times sales_{\text{decoding}} + 0.5 \times sales_{\text{slider}}
\]  

The incentive weights (0.5 / 0.5) are equal for both tasks and for all rounds. Therefore, in each period a participant receives fifty percent of the sales measured for each task.

### 3.3 Dependent Variable

Although a single correct decoding, and a single correct slider adjustment are a sufficient proxy for a single unit of effort on the respective task, it is inappropriate for this study to utilize performance allocation between both tasks as a proxy for effort allocation as used by Brüggen (2011), because both tasks are not of the same difficulty, and therefore the translation of effort into performance differs between both tasks (Hannan et al. 2013).

Thus, the dependent variable for effort allocation is the amount of time allocated to the easy task relative to the difficult task in percentage terms (with a fixed time limit of two minutes):

\[
\text{effort}_{\text{allocation}} = \frac{\text{time}_{\text{decoding}}}{\text{time}_{\text{decoding}} + \text{time}_{\text{slider}}} \times \frac{120 \text{ seconds}}{100}
\]

Hannan et al. (2013) use a similar measure of effort allocation, and argue that this measure has the advantage of being a continuous measure. Furthermore, effort allocation as measured by the amount of time subjects allocate between tasks has the benefit that different effort-performance relationships on both tasks do not confound the measure.
3.4 Participants and Experimental Procedures

In total, 56 students from a public university in Germany participate in the study (n = 504 observations). The mean age of participants is 22.75 years, with the youngest participant being 18 and the oldest 28. There are 44 (78.6 percent) female participants and 12 (21.4 percent) male participants. As in other studies, which examine effort allocation in multi-task environments (Kachelmeier et al. 2008, Sloof and van Praag 2008, Hecht et al. 2012), the participants are undergraduates and graduate students.

Participants take part in a computer-based laboratory experiment. The laboratory consists of 20 cubicles, each with a computer, and an experimenter cubicle. Upon arrival the students enter a waiting room. An instructor explains the basic procedures. Next, the participants are randomly assigned to a cubicle, and start reading the instructions. The instructions explain the task, and describe the procedures for determination of a participants’ payoff. To ensure that participants perceive themselves as economic agents, the instructions label the roles of participants as employees. During the experiment, participants have the opportunity to refer to written materials for the instructions and the experimental task.

The experimental task consists of three subtasks: (1) time allocation, (2) easy task and (3) difficult task. The participants have to allocate the available time (120 seconds in total) between the two tasks. They can allocate the time without obstruction. They are told that an even (1:1) performance allocation is most desirable for the employer because it maximizes firm profit. Participants are told that their employer can never observe their performance directly, but only the performance measures at the end of each round.

Subjects have to answer a set of questions about the experimental task to ensure that they understand the task. They cannot continue without having given the correct answer to all questions. After a participant successfully completes this check, the first round begins.

Participants perform the experimental task consecutively for twelve rounds. The first three rounds are trial rounds. The remaining nine rounds comprise the experi-

---

9 There is no effect of gender in this study (p = .127).
10 The experiment is programmed and conducted with the software z-Tree (Fischbacher 2007).
11 The computer task starts automatically, after the participants enter the cubicles.
12 In the second round participants receive information on precision. They are instructed that the performance measures for the decoding task and the slider task are both influenced by factors subjects cannot control, and can therefore, independently from their effort, vary within a certain bandwidth. They are told
mental treatments with respect to sensitivity and precision. In each round, a participant first receives information on precision and sensitivity for both tasks for the respective round, and allocates the available time between the tasks. Afterwards, participants perform the decoding task and slider task consecutively.\(^\text{13}\) Having finished the two tasks, participants receive information on the performance measures and their compensation for the respective round\(^\text{14}\), and continue with the next round.\(^\text{15}\) As noise terms in each round are newly generated random numbers, this design ensures that participants do not receive information on the actual noise terms prior to finishing a round, as the actual noise term for the easy task could influence the behavior for the difficult task.

After the last round, participants have to complete a postexperimental questionnaire. Finally, after completing the questionnaire, participants receive their payoff and leave. Under the fixed-wage compensation system participants earn 8.80 €, under the performance-based compensation system the average amount earned is 7.64 € with a minimum of 7.09 € and a maximum of 8.00 €. On average, one session takes 75 minutes.

4 Results

4.1 Manipulation Checks

*Manipulation Check of General Task Understanding*

Before the first and after the last trial round, participants are asked several questions regarding a general understanding of the experimental task and payoff. No participant can proceed to the first treatment unless all questions are answered correctly. If an answer is wrong, a help box for the respective question appears on the screen explaining the correct answer. All participants succeed to proceed during the experiment.

*Manipulation Check of Task Difficulty*

Analyses are performed to check, whether both objective and perceived difficulty of the easy task (decoding) varied from the difficult task (slider). As an objective measure of task difficulty, performance on both tasks is measured as correct decodings per mi-

---

\(^{13}\) In the first two rounds the amount of time is fixed to 60 seconds for each task to ensure that a participant cannot skip a task at will.

\(^{14}\) The first trial round is not compensated. For the remaining eleven rounds participants receive a payoff for each round.

\(^{15}\) In the first round both performance measures are measured precisely with an error term of zero in order to have an unbiased start for all participants.
minute for the easy task, and correct slider adjustments per minute for the difficult task. For all participants, correct decodings per minute (median = 12.00) are significantly higher than correct slider adjustments per minute (median = 8.88) (Wilcoxon signed-rank test; \( z = -17.22; p < .001 \), two-tailed). This indicates that objective difficulty for the decoding task is lower than for the slider task.

To measure the perceived difficulty of both tasks, participants are asked in the post-experimental questionnaire to rate their perceived own ability for the respective task (Brüggen 2011). A higher perceived own ability for a task relative to another task indicates a lower task difficulty compared to another task.

The mean of participants’ responses to the two items that measure perceived own ability is 5.23 (standard deviation = 1.28) for the statement ‘I am pretty skilled at the decoding task’, and 5.20 (standard deviation = 1.33) for the statement ‘I think I am pretty good at the decoding task’, both statements on a seven-point Likert scale with 1 = strongly disagree and 7 = strongly agree. Answers to both items strongly correlate with each other (\( \rho = .68; p < .001 \); two-tailed), therefore the combined measure, i.e. the mean responses of participants to both statements, is used to compare perceived own ability between the easy and the difficult task. However, results are not different in quality with each of the responses to the two statements individually.

The mean of participants’ responses to the two items that measure perceived own ability is 3.71 (standard deviation = 1.41) for the statement ‘I am pretty skilled at the slider task’, and 3.45 (standard deviation = 1.43) for the statement ‘I think I am pretty good at the slider task’, both statements on a seven-point Likert scale with 1 = strongly disagree and 7 = strongly agree. Again, answers to both items strongly correlate with each other (\( \rho = .90; p < .001 \); two-tailed) and concordantly the combined measure of the mean responses to both statements is used. However, results are not different in quality with each of the responses to the two statements individually.

The combined measure of perceived own ability for the easy task (mean = 5.21, median = 5.5, standard deviation = 1.22) is significantly higher, compared to the combined measure of perceived own ability for the difficult task (mean = 3.58, median = 3.50, standard deviation = 1.38) (Wilcoxon signed-rank test; \( z = -5.64; p < .001 \); two-tailed). Therefore, subjective difficulty for the decoding task is significantly lower compared to the slider task.
4.2 Hypothesis Tests

This study uses a mixed-design analysis of variance (ANOVA, Panel B in Table 1) on $effort_{allocation}$, where compensation system is a between-subjects factor that equals 1 for performance-based compensation system, and 0 for fixed-wage compensation system. Sensitivity, and precision are manipulated within-subjects, each on three factor levels as specified earlier. Descriptive statistics (Panel A), ANOVA (Panel B) and simple contrasts (Panel C) are shown in Table 1.

There is a significant main effect of sensitivity on $effort_{allocation}$ ($F = 14.25; p < .001$; Greenhouse-Geisser; Panel B in Table 1), and a significant interaction effect between sensitivity and compensation system ($F = 6.06; p = .011$; Greenhouse-Geisser). This indicates that the effect of sensitivity on $effort_{allocation}$ differs between the fixed-wage compensation system, and the performance-based compensation system. To break down this interaction, contrast coding (Buckless and Ravenscroft 1990) is performed comparing the high sensitivity easy task / low sensitivity difficult task level, and the low sensitivity easy task / high sensitivity difficult task level to the low sensitivity easy task / low sensitivity difficult task level for the fixed-wage compensation system, and performance-based compensation system. Panel A in Figure 3 shows the interaction effect and the respective contrasts.

There is a significant main effect of precision on $effort_{allocation}$ ($F = 5.48; p = .007$; Greenhouse-Geisser; Panel B in Table 1), and a significant interaction effect between precision and compensation system ($F = 3.86; p = .027$; Greenhouse-Geisser). This indicates that the effect of precision on $effort_{allocation}$ differs between the fixed-wage and the performance-based compensation system.

To break down this interaction, again contrast coding is performed comparing the low precision easy task / high precision difficult task level and the high precision easy task / low precision difficult task level to the high precision easy task / high precision difficult task level for the fixed-wage compensation system and performance-based compensation system. Panel B in Figure 3 shows the interaction effect and the respective contrasts.
Table 1: Effects of Precision, Sensitivity, Task Difficulty and Compensation System on Effort Allocation

Panel A: Descriptive Statistics for effort\textsubscript{allocation}\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>High Sensitivity Easy / Low Sensitivity Difficult</th>
<th>Low Sensitivity Easy / High Sensitivity Difficult</th>
<th>Marginal Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-wage compensation system</td>
<td>48.60 % (n = 28)</td>
<td>48.75 % (n = 28)</td>
<td>46.98 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[10.48 %]</td>
<td>[12.54 %]</td>
<td>[11.66 %]</td>
</tr>
<tr>
<td>Low Precision Easy / High Precision Difficult</td>
<td>50.18 % (n = 28)</td>
<td>47.23 % (n = 28)</td>
<td>48.57 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[15.68 %]</td>
<td>[7.00 %]</td>
<td>[9.37 %]</td>
</tr>
<tr>
<td>High Precision Easy / High Precision Difficult</td>
<td>47.65 % (n = 28)</td>
<td>46.07 % (n = 28)</td>
<td>46.34 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[13.27 %]</td>
<td>[12.11 %]</td>
<td>[11.35 %]</td>
</tr>
<tr>
<td>Low Precision Easy / Low Precision Difficult</td>
<td>48.81 % (n = 84)</td>
<td>47.35 % (n = 84)</td>
<td>47.30 % (n = 252)</td>
</tr>
<tr>
<td></td>
<td>[13.20 %]</td>
<td>[10.77 %]</td>
<td>[11.41 %]</td>
</tr>
<tr>
<td>Marginal Means</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance-based compensation system</td>
<td>55.92 % (n = 28)</td>
<td>49.52 % (n = 28)</td>
<td>49.37 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[20.22 %]</td>
<td>[13.42 %]</td>
<td>[15.38 %]</td>
</tr>
<tr>
<td>Low Precision Easy / High Precision Difficult</td>
<td>62.62 % (n = 28)</td>
<td>54.61 % (n = 28)</td>
<td>54.11 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[21.41 %]</td>
<td>[15.09 %]</td>
<td>[19.19 %]</td>
</tr>
<tr>
<td>High Precision Easy / High Precision Difficult</td>
<td>60.12 % (n = 28)</td>
<td>54.94 % (n = 28)</td>
<td>54.08 % (n = 84)</td>
</tr>
<tr>
<td></td>
<td>[15.40 %]</td>
<td>[15.81 %]</td>
<td>[16.56 %]</td>
</tr>
<tr>
<td>Low Precision Easy / Low Precision Difficult</td>
<td>59.55 % (n = 84)</td>
<td>53.03 % (n = 84)</td>
<td>52.52 % (n = 252)</td>
</tr>
<tr>
<td></td>
<td>[19.16 %]</td>
<td>[14.84 %]</td>
<td>[17.19 %]</td>
</tr>
</tbody>
</table>

Panel B: Analysis of Variance for effort\textsubscript{allocation}\textsuperscript{b}

<table>
<thead>
<tr>
<th>Within-Subjects Factor</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>1.848</td>
<td>.086</td>
<td>.047</td>
<td>5.475</td>
<td>.007***</td>
</tr>
<tr>
<td>Precision × Compensation System</td>
<td>1.848</td>
<td>.061</td>
<td>.033</td>
<td>3.859</td>
<td>.027**</td>
</tr>
<tr>
<td>Error Term (Precision)</td>
<td>99.807</td>
<td>.852</td>
<td>.009</td>
<td>.137</td>
<td>.001**</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.269</td>
<td>.657</td>
<td>.518</td>
<td>14.248</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Sensitivity × Compensation System</td>
<td>1.269</td>
<td>.279</td>
<td>.137</td>
<td>6.061</td>
<td>.033**</td>
</tr>
<tr>
<td>Error Term (Sensitivity)</td>
<td>68.532</td>
<td>2.489</td>
<td>.220</td>
<td>.014</td>
<td>.283</td>
</tr>
<tr>
<td>Precision × Sensitivity</td>
<td>3.322</td>
<td>.014</td>
<td>.036</td>
<td>.283</td>
<td>.702</td>
</tr>
<tr>
<td>Precision × Sensitivity × Compensation System</td>
<td>3.322</td>
<td>.034</td>
<td>.004</td>
<td>.953</td>
<td>.318</td>
</tr>
<tr>
<td>Error Term (Precision × Sensitivity)</td>
<td>179.403</td>
<td>1.543</td>
<td>.010</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Between-Subjects Factor</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Term</td>
<td>1</td>
<td>125.534</td>
<td>125.534</td>
<td>1,451.870</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Compensation System</td>
<td>1</td>
<td>.343</td>
<td>.343</td>
<td>3.968</td>
<td>.051*</td>
</tr>
<tr>
<td>Error Term</td>
<td>54</td>
<td>4.669</td>
<td>.086</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Panel C: Simple Contrasts for effort\textsubscript{allocation}\textsuperscript{c}

<table>
<thead>
<tr>
<th>Compensation System</th>
<th>Sensitivity</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy High / Diff Low</td>
<td>1</td>
<td>.006</td>
<td>.006</td>
<td>1.084</td>
<td>.302</td>
</tr>
<tr>
<td>(2) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy High / Diff High</td>
<td>1</td>
<td>.014</td>
<td>.014</td>
<td>.490</td>
<td>.487</td>
</tr>
<tr>
<td>(3) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy High / Diff Low</td>
<td>1</td>
<td>.063</td>
<td>.063</td>
<td>21.725</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(4) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy Low / Diff High</td>
<td>1</td>
<td>.046</td>
<td>.046</td>
<td>12.168</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>Compensation System</td>
<td>Precision</td>
<td>df</td>
<td>SS</td>
<td>MS</td>
<td>F-Value</td>
<td>p-Value</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>(5) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy Low / Diff Low</td>
<td>1</td>
<td>.007</td>
<td>.007</td>
<td>1.702</td>
<td>.198</td>
</tr>
<tr>
<td>(6) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy High / Diff Low</td>
<td>1</td>
<td>.014</td>
<td>.014</td>
<td>2.823</td>
<td>.099*</td>
</tr>
<tr>
<td>(7) Performance-based</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>1</td>
<td>.063</td>
<td>.063</td>
<td>15.189</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(8) Performance-based</td>
<td>Easy High / Diff High vs. Easy High / Diff Low</td>
<td>1</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.982</td>
</tr>
</tbody>
</table>
Table 1: Effects of Precision, Sensitivity, Task Difficulty and Compensation System on Effort Allocation cont.

* Significance levels of 10 % (two-tailed).
** Significance levels of 5 % (two-tailed).
*** Significance levels of 1 % (two-tailed).
\[d\] Significance levels of 10 % (one-tailed).
\[***\]d Significance levels of 1 % (one-tailed).

* Means of effort allocation (respectively, [standard deviation] and (number of observations)) are shown per cell. Furthermore, the marginal means of performance measure precision and performance measure sensitivity are shown, as tests focus on this distinction. effort allocation used the following formula: timeeasy/(timeeasy + timedifficult) = timeeasy/(120 seconds) with timeeasy as the seconds allocated to the easy task and timedifficult as the seconds allocated to the difficult task; time limit was fixed to 120 seconds. 50 % represents an even effort allocation and higher (lower) percentages indicate more effort allocated to the easy task (difficult task).

\[b\] Analysis of variance for effort allocation with performance measure precision and performance measure sensitivity as within-subjects factors and compensation system as between-subjects factor. Degrees of freedom and p-values with Greenhouse-Geisser correction.

\[c\] Contrast analyses to break down the precision \times compensation system and sensitivity \times compensation system interactions. The respective contrast codes are:

1. \{1 1 0; -1/3 1/3 0 -1/3 1/3 0 -1/3 1/3 0\}, (2) \{1 1 0; 0 1/3 -1/3 0 1/3 -1/3 0 1/3 -1/3\},
2. \{1 0 1; -1/3 1/3 0 -1/3 1/3 0 -1/3 1/3 0\}, (4) \{1 0 1; 0 1/3 -1/3 0 1/3 -1/3 0 1/3 -1/3\},
3. \{1 1 0; -1/3 -1/3 -1/3 1/3 1/3 0 0 0 0\}, (6) \{1 1 0; 0 0 0 1/3 1/3 1/3 -1/3 -1/3 -1/3\},
4. \{1 0 1; -1/3 -1/3 -1/3 1/3 1/3 0 0 0 0\}, (8) \{1 0 1; 0 0 0 1/3 1/3 1/3 -1/3 -1/3 -1/3\}.

Effects of Sensitivity and Task Difficulty on Effort Allocation given a Fixed-wage Compensation System

In line with H1, contrast codes are specified as \{1 1 0; -1/3 1/3 0 -1/3 1/3 0 -1/3 1/3 0\} for the marginal means fixed-wage compensation system / low sensitivity easy task / low sensitivity difficult task, and fixed-wage compensation system / high sensitivity easy task / low sensitivity difficult task as well as \{1 1 0; 0 1/3 -1/3 0 1/3 -1/3 0 1/3 -1/3\} for the marginal means fixed-wage / low sensitivity easy task / low sensitivity difficult task, and fixed-wage / low sensitivity easy task / high sensitivity difficult task, respectively.

The result of contrast analysis for the fixed-wage compensation system comparing effort allocation for the low sensitivity easy task / low sensitivity difficult task level (mean effort allocation = 47.35 %) to the high sensitivity easy task / low sensitivity difficult task level (48.81 %), there is no significant difference (F = 1.08; p = .302; two-tailed; Panel C in Table 1). Furthermore, for the fixed-wage compensation system comparing effort allocation for the low sensitivity easy task / low sensitivity difficult task level (47.35 %) to the low sensitivity easy task / high sensitivity difficult task level (45.73 %), there is no significant difference (F = .49; p = .487; two-tailed).
Figure 3: Effort Allocation – Sensitivity × Compensation System Interaction and Precision × Compensation System Interaction

Panel A
Effort Allocation - Sensitivity × Compensation System Interaction

Panel B
Effort Allocation - Precision × Compensation System Interaction

* Variable definitions in Table 1. Detailed analyses of the sensitivity × compensation system interaction (Panel A) and the precision × compensation system interaction (Panel B). The horizontal axes represent the performance measure sensitivity on the easy task, respective difficult task (Panel A) and the performance measure precision on the easy task, respective difficult task (Panel B). The full lines represent the compensation system (fixed-wage vs. performance-based). The vertical axes display the mean effort allocation based on marginal means. 50% represents an even effort allocation and higher (lower) percentages indicate more effort allocated to the easy (difficult) task. One-sided dotted arrows and associated figures present the direction and the p-value of a one-sided mean-by-mean comparison. Two-sided dotted arrows and associated figures present the p-value of a two-sided mean-by-mean comparison. ***, * indicate significance levels of 1 %, or 10 %.
The results indicate that given the fixed-wage compensation system there is no significant effect of sensitivity on effort allocation. H1 is therefore supported.

**Effects of Precision and Task Difficulty on Effort Allocation given a Fixed-wage Compensation System**

In line with H2, contrast codes are specified as \{1 1 0; -1/3 -1/3 -1/3 1/3 1/3 1/3 0 0 0\} for the marginal means fixed-wage compensation system / high precision easy task / high precision difficult task, and fixed-wage compensation system / low precision easy task / high precision difficult task as well as \{1 1 0; 0 0 0 1/3 1/3 1/3 -1/3 -1/3 -1/3\}, for the marginal means fixed-wage compensation system / high precision easy task / high precision difficult task, and fixed-wage compensation system / high precision easy task / low precision difficult task, respectively.

The result of contrast analysis for the fixed-wage compensation system comparing effort allocation for the high precision easy task / high precision difficult task level (mean effort allocation = 48.57 %; Panel A in Table 1) to the low precision easy task / high precision difficult task level (46.98 %) shows that there is no significant difference (F = 1.70; p = .198; two-tailed; Panel C in Table 1). Also, for the fixed-wage compensation system comparing effort allocation for the high precision easy task / high precision difficult task level (48.57 %) to the high precision easy task / low precision difficult task (46.34 %) there is a marginally significant difference (F = 2.82; p = .099; two-tailed).

The results indicate that given the fixed-wage compensation system, there is a marginally significant effect of precision on effort allocation for the difficult task. H2 is therefore not supported.

**Effects of Sensitivity and Task Difficulty on Effort Allocation given a Performance-based Compensation System**

In line with H3, contrast codes are specified as \{1 0 1; -1/3 1/3 0 -1/3 1/3 0 -1/3 1/3 0\} for the marginal means performance-based compensation system / low sensitivity easy task / low sensitivity difficult task and performance-based compensation system / high sensitivity easy task / low sensitivity difficult task as well as \{1 0 1; 0 1/3 -1/3 0 1/3 -1/3 0 1/3 -1/3\} for the marginal means performance-based compensation system / low sensitivity easy task / low sensitivity difficult task, and performance-based compensation system / low sensitivity easy task / high sensitivity difficult task, respectively.
The result of contrast analysis for the performance-based compensation system comparing effort allocation for the low sensitivity easy task / low sensitivity difficult task level (mean effort allocation = 53.03 %; Panel A in Table 1) to the high sensitivity easy task / low sensitivity difficult task level (59.55 %) shows that significantly more effort is allocated to the easy task, when sensitivity on the easy task increases (F = 21.73; p < .001; one tailed; Panel C in Table 1). For the performance-based compensation system comparing effort allocation for the low sensitivity easy task / low sensitivity difficult task level (53.03 %) to the low sensitivity easy task / high sensitivity difficult task level (44.96 %), significantly more effort is allocated to the difficult task, when sensitivity on the difficult task increases (F = 12.17; p < .001; one tailed).

The results indicate that given the performance-based compensation system an increase in sensitivity for a task leads to significantly more effort allocated to the respective task.

Finally, an (untabulated) repeated measures ANOVA with change in effort allocation as the dependent variable is conducted. Given the performance-based compensation system the change in effort allocation from the low sensitivity easy task / low sensitivity difficult task level to the high sensitivity easy task / low sensitivity difficult task level (mean difference = 6.53 %) is smaller than the change in effort allocation from the low sensitivity easy task / low sensitivity difficult task level to the low sensitivity easy task / high sensitivity difficult task level (mean difference = 8.06 %). The change in effort allocation is not significantly larger for a change in sensitivity for the easy task (F = .45; p = .254; one-tailed). This result contradicts H3.

Effects of Precision and Task Difficulty on Effort Allocation given a Performance-based Compensation System

In line with H4a and H4b, contrast codes are specified as \{1 0 1; -1/3 -1/3 -1/3 1/3 1/3 1/3 0 0 0 0\} for the marginal means performance-based compensation system / high precision easy task / high precision difficult task, and performance-based compensation system / low precision easy task / high precision difficult task as well as \{1 0 1; 0 0 0 1/3 1/3 -1/3 -1/3 -1/3\}.
1/3 1/3 -1/3 -1/3 -1/3), for the marginal means performance-based compensation system / high precision easy task / high precision difficult task, and performance-based compensation system / high precision easy task / low precision difficult task, respectively.

The result of contrast analysis for the performance-based compensation system comparing effortallocation for the high precision easy task / high precision difficult task level (mean effort allocation = 54.11 %; Panel A in Table 1) to the low precision easy task / high precision difficult task level (49.37 %,) significantly more effort is allocated to the difficult task, when precision on the easy task decreases (F = 15.19; p < .001; one tailed; Panel C in Table 1). For the performance-based compensation system comparing effortallocation for the high precision easy task / high precision difficult task level (54.11 %) to the high precision easy task / low precision difficult task level (54.08 %) there is no significant difference (F = .00; p = .982; two-tailed).

The results indicate that under the performance-based compensation system a decrease in precision for the easy task leads to significantly more effort allocated to the difficult task, whereas for a decrease in precision for the difficult task, there is no significant effect of precision on effortallocation. These results support the expectancy theory prediction. H4b is supported and H4a is not supported.

4.3. Further Analysis for Performance on the Easy Task and Performance on the Difficult Task

To further analyze how a change in effortallocation affects performance on the easy task and the difficult task, mean by mean comparisons (Panel A and B in Table 3) are performed using simple contrasts based on a (untabulated) generalized linear model (IBM Corporation 2012) with performance, that is, performanceeasy (performancediff), i.e. the number of correct decodings (slider adjustments) performed in the decode task (slider task) in one period, as the dependent variable. An identity link-function, a robust covariance matrix estimator, and Satterthwaite (1946) degrees of freedom are specified. Compensation system (between-subjects), task difficulty (within-subjects), sensitivity (within-subjects) and precision (within-subjects) are specified as independent variables. Descriptive statistics are shown in Table 2 and mean by mean comparisons are shown in Table 3 and Figure 4.
Table 2: Descriptive Statistics for Performance on the Easy Task and Performance on the Difficult Task\(^a\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>performance(_{easy})</td>
<td>performance(_{diff})</td>
<td>performance(_{easy})</td>
<td>performance(_{diff})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>performance(_{easy})</td>
<td>performance(_{diff})</td>
<td>performance(_{easy})</td>
<td>performance(_{diff})</td>
</tr>
</tbody>
</table>

\(^a\) Means of performance\(_{easy}\) and performance\(_{diff}\) (respectively, [standard deviation] and [number of observations]) are shown per cell. Furthermore, the marginal means of performance measure precision and performance measure sensitivity are shown, as tests focus on this distinction. performance\(_{easy}\) is the number of correct decodings performed in the decode task in one period. performance\(_{diff}\) is the number of correct slider adjustments performed in the slider task in one period.
Effects of Sensitivity and Task Difficulty on Performance given a Fixed-wage Compensation System

Given the fixed-wage compensation system comparing performance_{easy} for the low sensitivity easy task / low sensitivity difficult task level (mean task performance = 10.79; Table 2) to the high sensitivity easy task / low sensitivity difficult task level (11.08), there is no significant difference (t = -.84; p = .401; two-tailed; Panel A in Table 3). Also, for the fixed-wage compensation system comparing performance_{easy} for the low sensitivity easy task / low sensitivity difficult task level (mean task performance = 10.79; Table 2) to the low sensitivity easy task / high sensitivity difficult task level (10.58), there is no significant difference (t = .31; p = .756; two-tailed; Panel A in Table 3).

The results indicate that given the fixed-wage compensation system there is no significant effect of sensitivity on performance_{easy}.

Given the fixed-wage compensation system comparing performance_{diff} for the low sensitivity easy task / low sensitivity difficult task level (mean task performance = 9.07; Table 2) to the high sensitivity easy task / low sensitivity difficult task level (8.71), there is no significant difference (t = 1.14; p = .253; two-tailed; Panel B in Table 3). Also, for the fixed-wage compensation system comparing performance_{diff} for the low sensitivity easy task / low sensitivity difficult task level (9.07) to the low sensitivity easy task / high sensitivity difficult task level (9.63), there is no significant difference (t = -1.38; p = .172; two-tailed).

The results show that given the fixed-wage compensation system there is no significant effect of sensitivity on performance_{diff}.

Effects of Precision and Task Difficulty on Performance given a Fixed-wage Compensation System

Given the fixed-wage compensation system comparing performance_{easy} for the high precision easy task / high precision difficult task level (mean task performance = 11.33; Table 2) to the low precision easy task / high precision difficult task level (10.77) shows a marginally significant higher performance, when precision on the easy task is high (t = 1.83; p = .069; two-tailed; Panel A in Table 3). Furthermore, for the fixed-wage compensation system comparing performance_{easy} for the high precision easy task / high precision difficult task level (11.33) to the high precision easy task / low precision difficult
task (10.35) there is a significant decrease in performance, when precision on the difficult task is low (t = 2.53; p = .012; two-tailed).

The results indicate that given the fixed-wage compensation system performance on the easy task decreases significantly, when precision decreases on the easy task or the difficult task.

Given the fixed-wage compensation system comparing performance_{diff} for the high precision easy task / high precision difficult task level (mean task performance = 9.00; Table 2) to the low precision easy task / high precision difficult task level (9.21) shows no significant effect of precision on performance (t = -.80; p = .425; two-tailed; Panel B in Table 3). Also, for the fixed-wage compensation system comparing performance_{diff} for the high precision easy task / high precision difficult task level (9.00) to the high precision easy task / low precision difficult task (9.20) there is no effect on performance, when precision on the difficult task is low (t = -.62; p = .536; two-tailed).

The results show that given the fixed-wage compensation system there is no significant effect of precision on performance_{diff}.

Effects of Sensitivity and Task Difficulty on Performance given a Performance-based Compensation System

Given the performance-based compensation system comparing performance_{easy} for the low sensitivity easy task / low sensitivity difficult task level (mean task performance = 12.54; Table 2) to the high sensitivity easy task / low sensitivity difficult task level (14.29) shows that performance on the easy task is significantly higher, when sensitivity on the easy task increases (t = -3.26; p = .003; two-tailed; Panel A in Table 3) For the performance-based compensation system comparing performance_{easy} for the low sensitivity easy task / low sensitivity difficult task level (12.54) to the low sensitivity easy task / high sensitivity difficult task level (10.50), performance on the easy task decreases significantly, when sensitivity on the difficult task increases (t = 3.39; p = .001; two-tailed).

The results indicate that given the performance-based compensation system an increase in sensitivity on the easy task increases performance for the easy task, whereas an increase in sensitivity on the difficult task decreases performance on the easy task.
Table 3: Mean by Mean Comparisons for Task Performance

Panel A: Mean by Mean Comparisons for $\text{performance}_{\text{easy}}$

<table>
<thead>
<tr>
<th>Compensation System</th>
<th>Sensitivity</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>t-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy High / Diff Low</td>
<td>10.79</td>
<td>11.08</td>
<td>-.841</td>
<td>.401</td>
</tr>
<tr>
<td>(2) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy Low / Diff High</td>
<td>10.79</td>
<td>10.58</td>
<td>.311</td>
<td>.756</td>
</tr>
<tr>
<td>(3) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy High / Diff Low</td>
<td>12.54</td>
<td>14.29</td>
<td>-3.263</td>
<td>.003***</td>
</tr>
<tr>
<td>(4) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy Low / Diff High</td>
<td>12.54</td>
<td>10.50</td>
<td>3.385</td>
<td>.001***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compensation System</th>
<th>Sensitivity</th>
<th>df</th>
<th>MS</th>
<th>t-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>11.33</td>
<td>10.77</td>
<td>1.829</td>
<td>.069*</td>
</tr>
<tr>
<td>(6) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>11.33</td>
<td>10.35</td>
<td>2.532</td>
<td>.012**</td>
</tr>
<tr>
<td>(7) Performance-based</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>12.61</td>
<td>11.83</td>
<td>2.004</td>
<td>.046**</td>
</tr>
<tr>
<td>(8) Performance-based</td>
<td>Easy High / Diff High vs. Easy High / Diff Low</td>
<td>12.61</td>
<td>12.88</td>
<td>-.679</td>
<td>.497</td>
</tr>
</tbody>
</table>

Panel B: Mean by Mean Comparisons for $\text{performance}_{\text{diff}}$

<table>
<thead>
<tr>
<th>Compensation System</th>
<th>Sensitivity</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>t-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy High / Diff Low</td>
<td>9.07</td>
<td>8.71</td>
<td>1.144</td>
<td>.253</td>
</tr>
<tr>
<td>(2) Fixed-wage</td>
<td>Easy Low / Diff Low vs. Easy Low / Diff High</td>
<td>9.07</td>
<td>9.63</td>
<td>-1.376</td>
<td>.172</td>
</tr>
<tr>
<td>(3) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy High / Diff High</td>
<td>8.21</td>
<td>6.37</td>
<td>4.781</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(4) Performance-based</td>
<td>Easy Low / Diff Low vs. Easy Low / Diff High</td>
<td>8.21</td>
<td>8.76</td>
<td>-.826</td>
<td>.411</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compensation System</th>
<th>Sensitivity</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>t-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>9.00</td>
<td>9.21</td>
<td>-.798</td>
<td>.425</td>
</tr>
<tr>
<td>(6) Fixed-wage</td>
<td>Easy High / Diff High vs. Easy High / Diff Low</td>
<td>9.00</td>
<td>9.20</td>
<td>-.619</td>
<td>.536</td>
</tr>
<tr>
<td>(7) Performance-based</td>
<td>Easy High / Diff High vs. Easy Low / Diff High</td>
<td>7.06</td>
<td>8.04</td>
<td>-3.001</td>
<td>.003***</td>
</tr>
<tr>
<td>(8) Performance-based</td>
<td>Easy High / Diff High vs. Easy High / Diff Low</td>
<td>7.06</td>
<td>8.25</td>
<td>-3.772</td>
<td>&lt;.001***</td>
</tr>
</tbody>
</table>

* Mean by mean comparisons are performed using simple contrasts based on a generalized linear model (IBM Corporation 2012) with $\text{performance}_{\text{easy}}$ (performance$_{\text{diff}}$), i.e. the number of correct decodings (slider adjustments) performed in the decode task (slider task) in one period, as the dependent variable. An identity link-function, a robust covariance matrix estimator, and Satterthwaite (1946) degrees of freedom are specified. Compensation System (between-subjects), task Difficulty (within-subjects), precision (within-subjects) and sensitivity (within-subjects) are specified as independent variables.

Given the performance-based compensation system comparing $\text{performance}_{\text{diff}}$ for the low sensitivity easy task / low sensitivity difficult task level (mean task performance = 8.21; Table 2) to the high sensitivity easy task / low sensitivity difficult task level (6.37) shows that performance on the difficult task is significantly lower, when sensitivity on the easy task increases ($t = 4.78; p < .001$; two-tailed; Panel B in Table 3).
Figure 4: Performance on the Easy Task and Performance on the Difficult Task

Panel A: Sensitivity

<table>
<thead>
<tr>
<th></th>
<th>Fixed-wage Compensation System</th>
<th>Performance-based Compensation System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>Easy High Low Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>11.08, 10.79, 10.58</td>
<td>14.29, 12.54, 10.5</td>
</tr>
<tr>
<td></td>
<td>8.71, 9.07, 9.63</td>
<td>6.37, 8.21, 8.76</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult High</td>
</tr>
<tr>
<td></td>
<td>Easy Low Difficult Low</td>
<td>Easy High Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult High</td>
</tr>
<tr>
<td></td>
<td>Easy Low Difficult Low</td>
<td>Easy High Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
</tbody>
</table>

Panel B: Precision

<table>
<thead>
<tr>
<th></th>
<th>Fixed-wage Compensation System</th>
<th>Performance-based Compensation System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>Easy Low Difficult High</td>
<td>Easy High Difficult High</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult High</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy Low Difficult Low</td>
<td>Easy High Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
<tr>
<td></td>
<td>Easy High Difficult Low</td>
<td>Easy Low Difficult Low</td>
</tr>
</tbody>
</table>

*Variable definitions in Table 1 and 3. Columns and data values indicate performance for the easy task and performance for the difficult task for sensitivity (Panel A) and precision (Panel B). The blue column and the respective numerical value on the left side show performance_easy. The red column and the respective numerical value on the right side show performance_diff.
For the performance-based compensation system comparing $performance_{diff}$ for the low sensitivity easy task / low sensitivity difficult task level (8.21) to the low sensitivity easy task / high sensitivity difficult task level (8.76), performance on the difficult task increases, when sensitivity on the difficult task increases but the effect is not significant ($t = -0.83; p = .411$; two-tailed; Panel B in Table 3).

The results show that given the performance-based compensation system an increase in sensitivity on the difficult task increases performance for the difficult task but the effect is not significant, whereas an increase in sensitivity on the easy task significantly decreases performance on the difficult task.

**Effects of Precision and Task Difficulty on Performance given a Performance-based Compensation System**

Given the performance-based compensation system comparing $performance_{easy}$ for the high precision easy task / high precision difficult task level (mean task performance $= 12.61$; Table 2) to the low precision easy task / high precision difficult task level (11.83) performance on the easy task decreases significantly, when precision on the easy task decreases (t = 2.00; p = .046; two-tailed; Panel A in Table 3). Also, for the performance-based compensation system comparing $performance_{easy}$ for the high precision easy task / high precision difficult task level (12.61) to the high precision easy task / low precision difficult task level (12.88) there is no significant difference ($t = -0.68; p = .497$; two-tailed).

The results indicate that given the performance-based compensation system a decrease in precision on the easy task significantly decreases performance for the easy task, whereas a decrease in precision on the difficult task has no significant effect on performance for the easy task.

Given the performance-based compensation system comparing $performance_{diff}$ for the high precision easy task / high precision difficult task level (mean task performance $= 7.06$; Table 2) to the low precision easy task / high precision difficult task level (8.04) performance on the difficult task increases significantly, when precision on the easy task decreases (t = -3.00; p = .003; two-tailed; Panel B in Table 3). For the performance-based compensation system comparing $performance_{diff}$ for the high precision easy task / high precision difficult task level (7.06) to the high precision easy task / low
**precision difficult task** level (8.25) performance on the difficult task increases significantly, when **precision** on the difficult task decreases (t = -3.77; p < .001; two-tailed).

The results indicate that given the **performance-based compensation system**, both a decrease in **precision** on the easy task and the difficult tasks significantly increases **performance** for the difficult task.

### 4.4 Supplemental Analysis

Additional analyses (Table 4) were performed to examine the intrinsic and extrinsic motivation of the participants as well as the subjectively perceived effects of precision and sensitivity for the fixed-wage and performance-based compensation system.

The answer categories to the post-experiment questionnaire are on a seven-point Likert scale with 1 = strongly disagree and 7 = strongly agree.

The strength of intrinsic motivation was analyzed with the postexperimental statement: ‘I was motivated in every month to meet the expectations of my employer.’ Results do not differ significantly (Mann-Whitney test; z = -1.33; p = .183; two-tailed; Table 4) as the responses for both, the **fixed-wage compensation system** (mean = 5.25; median = 6.00) and the **performance-based compensation system** (mean = 4.57; median = 5.00) are high on average. Therefore, on average all participants were intrinsically motivated.

The strength of extrinsic motivation was evaluated with a pair of postexperimental statements (1) ‘My fixed-wage has motivated me in every month to provide high performance.’ for the **fixed-wage compensation system** and (2) ‘Variable pay in each month was an incentive for me to provide high performance.’ for the **performance based compensation system**. Results for the questions differ significantly (Mann-Whitney test; z = -4.92; p < .001; two-tailed; Table 4) between the **fixed-wage compensation system** (mean = 3.71; median = 4) and **performance-based compensation system** (mean = 6.11; median = 6). The results indicate that in accordance with expectancy theory the valence of variable pay is higher than the valence of a fixed-wage.
**Table 4: Responses to Postexperimental Questions**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Item</th>
<th>Fixed-wage compensation system</th>
<th>Performance-based compensation system</th>
<th>z-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intrinsic Motivation</strong></td>
<td>I was motivated in every month to meet the expectations of my employer.</td>
<td>5.25 {6.00} [1.92] (n = 28)</td>
<td>4.57 {5.00} [2.10] (n = 28)</td>
<td>-1.330</td>
<td>.183</td>
</tr>
<tr>
<td><strong>Extrinsic Motivation</strong></td>
<td>Fixed-wage compensation system: My fixed-wage has motivated me in every month to provide high performance.</td>
<td>3.71 {4.00} [1.84] (n = 28)</td>
<td>6.11 {6.00} [1.17] (n = 28)</td>
<td>-4.919</td>
<td>&lt;.001**</td>
</tr>
<tr>
<td></td>
<td>Performance-based compensation system: Variable pay in each month was an incentive for me to provide high performance.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>The price of a task has affected my behavior during the experiment.</td>
<td>3.86 {4.50} [2.05] (n = 28)</td>
<td>4.43 {6.00} [2.35] (n = 28)</td>
<td>1.407</td>
<td>.159</td>
</tr>
<tr>
<td>Precision</td>
<td>The non-controllable variations in the performance measures have influenced my behavior during the experiment.</td>
<td>3.14 {3.00} [1.82] (n = 28)</td>
<td>2.82 {2.50} [1.81] (n = 28)</td>
<td>-.712</td>
<td>.477</td>
</tr>
</tbody>
</table>

* Significance levels of 10% (two-tailed).
** Significance levels of 5% (two-tailed).
*** Significance levels of 1% (two-tailed).

* Means of the respective item (respectively, median, standard deviation and (number of observations)) are shown for the fixed-wage compensation system and performance-based compensation system. The answer categories to the postexperimental questionnaire are on a seven-point Likert scale with 1 = strongly disagree and 7 = strongly agree.

* The p-values result from Mann-Whitney tests comparing the two types of compensation system.

With respect to performance measure **precision**, the perceived effect of precision was examined with the statement: ‘The non-controllable variations in the performance measures have influenced my behavior during the experiment’. Results do not differ significantly as the responses for the fixed-wage compensation system (mean = 3.14; median = 3.00; Table 4) are not significantly higher compared to the performance-based compensation system (mean = 2.82; median = 2.5) (Mann-Whitney test; z = -.71; p = .477; two-tailed). All participants feel moderately influenced by precision.
5 Discussion and Conclusion

The main purpose of this study is to analyze the moderating effect of task difficulty on the effects of performance measure sensitivity and performance measure precision on effort allocation in a multi-task environment.

First of all, results are discussed for the fixed-wage compensation system. As results from the postexperimental questionnaire indicate, participants receiving a fixed-wage were highly motivated to meet the expectations of the employer, i.e. provide high performance with respect to an even (1:1) performance allocation. In line with this, results from the experiment show that sensitivity does not influence effort allocation under a fixed-wage. Moreover, as has been examined in additional analyses, a change in sensitivity on either task does not influence performance on either task. Thus, results for sensitivity are as stated by agency theory and expectancy theory. Moreover, given a fixed-wage, although participants do not adjust effort allocation when sensitivity on a task changes, they answer in the postexperimental questionnaire that they feel perceivably influenced by sensitivity. This apparent contradiction indicates that results for sensitivity support the assumption of Holmstrom and Milgrom (1991) that for a range of effort allocations an agent is indifferent and willing to follow a principal’s preferences, despite feeling perceivably influenced by sensitivity.

With respect to precision, results for the fixed-wage compensation system indicate that, when precision on the easy task decreases, effort allocation does not change. Performance on the difficult task doesn’t change either, whereas performance on the easy task decreases. The effect of precision on performance on the easy task is an unexpected result, as for a given fixed-wage there is no overall link between effort and outcome and hence precision should have no effect on performance. However, it can be assumed that participants derive positive valence from accomplishing the experimental task irrespective of performance-based monetary incentives. Consequently, a decrease in precision on the easy task, which has inherently high effort-performance expectancy, mitigates the link between effort and performance. Hence, the effort-performance expectancy and in turn the motivation of participants decreases and their performance decreases as well.

Under a fixed-wage compensation system, when precision on the difficult task decreases, more effort is shifted to the difficult task, contradicting both agency theory and expectancy theory. Consequently, performance on the easy task decreases. However performance on the difficult task does not increase, which can be attributed to task diffi-
culty. As Bonner and Sprinkle (2002) state, in settings like laboratory experiments, subjects are less likely to have the skills needed for difficult tasks than for easy tasks. If subjects are less likely to have the skills necessary for good performance in difficult tasks, then increases in effort allocation may not translate into performance increases. Furthermore, the results for effort allocation contradict Brüggen (2011). He finds for a multi-task environment with two identical tasks, with precision being low on one task, and with precision being high on the other task, that under a fixed-wage (and in absence of career concerns), agents allocate effort evenly between tasks. Prospect theory offers a possible explanation for effort allocated towards the difficult task in this study, when precision on the difficult task decreases. The experimental task is to achieve an even (1:1) performance allocation. Assuming participants have reference-dependent preferences and are loss averse (Kahneman and Tversky 1979, Sloof and van Praag 2010), if subjects have a performance target in mind for the difficult task, they consider performance below this target as a loss. Low precision on the difficult task, that is, a high variance of the performance measure noise term, substantially increases the chance of the performance measure’s value being below this target or even becoming negative. To increase the chance of a gain, that is, the performance measures’ value being positive or above the reference target, participants allocate slightly more effort towards the difficult task. However, the change in effort allocation is too small for participants to translate it into increased performance on the difficult task.

Thus, with respect to precision, findings do not support the assertion of Holmstrom and Milgrom (1991) that agents are indifferent between a range of effort allocations under a fixed-wage and follow a principal’s preferred effort allocation. In line with these results, participants answer in the postexperimental questionnaire that they feel perceivably influenced by precision. Overall, although participants seem to resist the temptation and do not react to performance measure sensitivity given the fixed-wage, they adjust their behavior when precision on a task changes.

Results for the performance-based compensation system are now discussed. As can be shown from the postexperimental questionnaire, participants receiving variable pay are also motivated to meet the expectations of the employer, i.e. provide high performance with respect to an even (1:1) performance allocation.

With respect to sensitivity, results show that participants allocate substantially more effort to a task measured with higher sensitivity. However, contradicting both agency
theory and expectancy theory, participants do not allocate relatively more effort to the easy task compared to the difficult task. With respect to task performance, when sensitivity on the easy task increases, performance on the easy task increases and performance on the difficult task decreases. Also, when sensitivity on the difficult task increases, performance on the difficult task increases (although not significantly) and performance on the easy task decreases. These results show that the predicted directions of the effects of sensitivity on effort allocation are in line with agency theory and expectancy theory. However, task difficulty has no moderating effect on the effect of sensitivity on effort allocation.

Under a performance-based compensation system, when precision on the easy task decreases more effort is allocated to the difficult task. When precision on the difficult task decreases, effort allocation does not change, that is, the change for the difficult task is less than the change for the easy task. These results are in line with expectancy theory and contradict agency theory. Consequently, when precision on the easy task decreases, performance on the easy task decreases and performance on the difficult task increases. When precision on the difficult task decreases, effort allocation does not change and accordingly performance on the easy task also does not change. However, performance on the difficult task increases, indicating an increase in effort intensity for the difficult task. This result contradicts expectancy theory and can also be attributed to loss aversion, as an increase in effort intensity reduces the chance of the performance measure of the difficult task becoming negative. In line with this, Sloof and van Praag (2010) examine the effect of performance measure precision on effort intensity in a single-task environment. They predict and find effort intensity to increase on a task, when it is measured imprecisely.

Results indicate that task difficulty moderates the effect of precision on effort allocation under a performance-based compensation system, as the effect of precision on effort allocation is significantly larger for a change in precision on the easy task compared to a change in precision on the difficult task. The result for the easy task is in line with Brüggen (2005), who indicates for performance-based monetary incentives that more effort is allocated to the task that is measured more precisely. Brüggen (2005) employs a two-measure performance-based compensation system with two identical tasks having equal difficulty, equal incentive weights, and equal sensitivity on each respective performance measure (both tasks are similar to the easy task employed in this study). On the other hand, Sloof and van Praag (2008) could not observe a change in
effort allocation in a simultaneous multi-task environment with two equal tasks, when precision of a performance measure changed.

Overall, results of this study show the complex interactions between performance measure characteristics and task characteristics on effort allocation. The implications for economic theory are twofold. First, in the linear agency theory model (LEN model), precision does not affect effort allocation under a given performance-based compensation system (Sloof and van Praag 2008, 2010). Including an expectancy factor in performance measurement models, as suggested by Sloof and van Praag (2010) or implementing a multiplicative noise term instead of an additive noise term (Christensen and Feltham 2008) could account for behavioral effects of precision. Second, the findings support the assertion of Schnedler (2006) that information regarding performance measure characteristics alone is not sufficient to predict an agent’s effort allocation, as task difficulty can influence the effects of performance measure characteristics in a multi-task environment. Hence, analytical multi-task models in performance measurement could analyze effects of performance measure characteristics while allowing tasks to have different marginal costs of effort. This implies for the design of optimal management control, information, and compensation systems that, besides performance measure characteristics, task characteristics have to be taken into account as well.

This study is subject to limitations that restrict the extent to which the findings can be generalized. As in all experiments, the choice of parameters influences results. With respect to sensitivity it is unlikely that different parameters would significantly change the findings and alter the conclusions of this study. With regard to precision, parameters were chosen for variations in performance measure noise to be sufficiently high for the low precision level to exceed a subjective ‘tactile threshold’ for each participant. However, noise was not exceedingly high so that the respective performance measure at the end of each round did not become completely random with respect to a subject’s effort.

Furthermore, subjects move through the two tasks sequentially, and the task order is not changed throughout the experiment. This choice was made to reflect the notion of Sloof and van Praag (2010) that when presenting tasks on a single screen subjects may simplify the situation, and aggregate the performance measure precision of both tasks which could lead to undifferentiated behavior with respect to precision. Nevertheless confounding order effects could appear, when participants associate the easy and difficult task with treatment and control conditions. To avoid possible effects of a loss in
concentration due to the close proximity in time in the sequential environment, a mandatory pause of six seconds was set up between the two tasks based on experience from a pre-test. However a loss in concentration cannot be ruled out completely.

Although both tasks employed in this study are simple production tasks, they might differ in task attractiveness. Bailey and Fessler (2011) find a significant three-way interaction between task complexity, task attractiveness, and compensation system on performance. However, they find no interaction effect between task complexity and task attractiveness and no significant main effect of task attractiveness to performance. Thus, task attractiveness only moderates the interaction effect of task complexity and compensation scheme and does not influence task performance directly. Task complexity as a construct subsumes task difficulty (Bonner and Sprinkle 2002). By analogy to the results of Bailey and Fessler (2011), as the hypotheses in this study are stated for a given compensation system, differences in task attractiveness between the easy and the difficult task are not expected to change the results of this study. However, future studies should control for other task dimensions in the postexperimental questionnaire.

Future studies could address these limitations and allow participants to alter the order of the tasks during each round. According to the categorization of Bonner et al. (2000), the two experimental tasks employed in this study are production tasks. Thus, different task types with varying difficulties could be employed sequentially and/or simultaneously to test the generalizability of the results with respect to task type. Further studies could also analyze whether the results apply for judgment and choice tasks as well as for problem-solving tasks.
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Budget Negotiation Structure, Fairness, and Agreement – An Experimental Analysis of Performance, Perception of Performance, and Reputation

Christian Meier / Robert Obermaier / Christine Selbitschka

Abstract

Budgets linked to performance evaluation and compensation influence subordinates’ performance and are regularly determined by employing negotiations between superiors and subordinates. In a budget negotiation, initial budget proposal and final authority to determine the budget influence subordinates’ fairness concerns, with fairness concerns being important antecedents of subordinates’ performance. Therefore, the first issue examined in this study is the effect of initial budget proposal and final authority on subordinates’ performance. The second issue analyzed is if superiors’ subjective performance evaluations differ from subordinates’ performance. It is examined as a third issue, whether negotiation agreement leads to a trade-off between accuracy and leniency when superiors assess subordinates’ reputation. To address these three issues, a real-effort laboratory experiment is conducted. Results show that subordinates’ performance is high, except for subordinates making the initial proposal and superiors having final authority. In this situation subordinates frame the negotiation outcome as an unfair loss and their performance decreases. Also, superiors’ perception of subordinates’ performance differs significantly from subordinates’ performance. This can be attributed to superiors evaluating subordinates’ performance based on their own preferences. Finally, for superiors’ assessment of subordinates’ reputation, a trade-off between accuracy and leniency is identified. Reputation is only positively related to subordinates’ performance, when negotiation agreement is low. This study contributes to an increased understanding of how social preferences affect incentive problems and assessment of reputation. Also, this study is the first to examine perceived performance and reputation from a superior’s perspective.
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1 Introduction

The use of budgets for performance evaluation and compensation comprises a major aspect of most organizations’ management control systems (Hopwood 1976). Budgets linked to performance evaluation and compensation become decision-influencing tools for motivating subordinates’ performance (Merchant and van der Stede 2012, Sprinkle and Williamson 2007). Moreover, budgets are often determined participatively by employing negotiations between a superior and a subordinate (Anthony and Govindarajan 2007, Umapathy 1987), with fairness concerns in budget negotiations being important antecedents of subordinates’ satisfaction with the budgeting-setting process and subordinates’ performance (Fisher et al. 2002a, Libby 2001, Lindquist 1995).

Two important aspects of the budget negotiation structure that determine subordinates’ fairness concerns are: (1) which party makes the initial budget proposal and (2) which party has final authority to determine the budget in case of a negotiation impasse.

The initial budget proposal constitutes a reference point relative to a final budget in a budget negotiation. Generally, reference points are important because other outcomes are compared to them and are evaluated in terms of this comparison, with a gain in a negotiation being perceived as fair, and a loss being perceived as unfair (Kahneman 1992). Prior research on two-party negotiations shows that negotiators tend to be highly affected by anchors (Kristensen and Gärling 1997, Whyte and Sebenius 1997, Ritov 1996, Thompson 1995, Kahneman 1992, Northcraft and Neale 1987) with negotiation outcomes being more strongly influenced by initial offers than by subsequent concessionary behavior (Neale and Bazerman 1991, Yukl 1974, Liebert et al. 1968).

Final authority appears to determine the subordinate’s framing of the budget-setting process (Rankin et al. 2008). Subordinates tend to frame a budget negotiation where a superior has final authority to determine the budget as a strategic interaction, where each party has egocentric fairness preferences and acts in his or her self-interest (Rankin et al. 2008, Thompson and Loewenstein 1992). Whereas a budget negotiation where a subordinate has final authority to determine the budget and hence to distribute the profit between himself and the superior, may rather be framed as a “resource allocation” or an “ethical dilemma” with reciprocal fairness concerns (Rankin et al. 2008, Falk and Fischbacher 2006, Camerer 2003).
As both initial budget proposal and final authority influence subordinates’ fairness concerns in a budget negotiation, with fairness concerns being an important antecedent of subordinates’ performance, the first issue examined in this study is, whether initial budget proposal and final authority influence subordinates’ performance. Research in managerial accounting analyzing how structural features of the budget-setting process affect incentive problems is fundamental for the design of management control systems (Lambert 2007).

Also, organizations regularly employ subjective performance evaluations of superiors to assess subordinates’ performance (Breuer et al. 2013). Subjective performance evaluation has been focus of several studies (Breuer et al. 2013, Maas et al. 2012, Bol 2011, Chang et al. 2008, Moers 2005, Prendergast 1999, Prendergast and Topel 1993). A central result of these studies is that subjective performance evaluations tend to be biased and can lead to an inefficient allocation of employees to tasks or jobs. Furthermore, managers tend to respond to their own incentives and preferences when subjectively evaluating performance (Bol 2011). Overall, results suggest that managers may fail to obtain or fully consider all information available for performance evaluation (Maas et al. 2012). Moreover, Bol (2011) shows that centrality bias negatively affects performance improvement, whereas leniency bias is positively associated with future performance, as it can improve perceived fairness and, in turn, employee motivation.


As another important aspect of participative budgeting, prior research has examined reputation concerns from the perspective of subordinates. Subordinates have fewer incentives to misrepresent private information when their reputation is based on output
and budget accuracy (Webb 2002). Also, reputation and ethical concerns significantly influence the level of budgetary slack they create (Stevens 2002). However, superiors’ assessment of subordinates’ reputation has not been examined so far. Theoretically, subordinates’ reputation, a criterion of managerial effectiveness, should be positively associated with their performance (Tsui 1984).

However, Breuer et al. (2013) find a trade-off between accuracy and leniency in subjective performance evaluations. Evaluations are more lenient the closer the social ties between supervisor and evaluated employee. In budget negotiations, agreement indicates cooperative behavior between a superior and a subordinate (Pruitt and Carnevale 1993). Also, superiors and subordinates who expect future negotiations act more cooperatively (Fisher et al. 2006). Thus, negotiation agreement should increase social ties in repeated interactions. Therefore, as a third issue, it is examined whether negotiation agreement also leads to a trade-off between accuracy and leniency when superiors assess subordinates’ reputation. It is important to examine social motives in managerial accounting, as social ties may lead to nepotism, so that superiors follow their personal social preferences and bias evaluation outcomes or fail to identify training needs of employees when they are judged too leniently (Breuer et al. 2013). Ultimately, analyzing social motives may help explain why certain procedures are observed in practice and may suggest changes in the design of managerial accounting procedures (Sprinkle and Williamson 2007).

To address these three issues, a real-effort laboratory experiment is conducted. Initial budget proposal and final authority are manipulated between-subjects and period is manipulated within-subjects. Furthermore, negotiation agreement and subordinates’ performance are measured between-subjects. The following research questions are stated: (1) Do initial budget proposal and final authority influence a subordinate’s performance? (2) Does a superior’s perception of a subordinate’s performance differ from a subordinate’s performance? And (3) do budget negotiation agreement and a subordinate’s performance influence a subordinate’s reputation?

Results show a significant interaction effect of initial budget proposal and final authority on subordinates’ performance. Subordinates’ performance is high, except for the situation where subordinates make the initial budget proposal and superiors have final authority. In this situation subordinates frame the negotiation outcome as an unfair loss and their performance decreases. Furthermore, results indicate that subordinates’ per-
formance is high despite a high budget level, when the budget negotiation is perceived as being fair. The results are consistent with subordinates having egocentric fairness concerns given superior final authority and reciprocal fairness concerns given subordinate final authority. Also, results indicate that superiors’ perception of subordinates’ performance differs significantly from subordinates’ performance, which can be attributed to superiors evaluating subordinates’ performance based on their own preferences. Finally, for assessment of subordinates’ reputation, a trade-off between accuracy and leniency is identified. Reputation is only positively related to performance, when negotiation agreement between a superior and a subordinate is low. Given high agreement, reputation is high irrespective of subordinates’ performance.

The contribution of this study is fourfold. First, this study contributes to an increased understanding of how social preferences affect incentive problems and assessment of reputation. Budget negotiation structure affects fairness concerns, an important antecedent of subordinates’ performance. Budget negotiation agreement affects social ties, with social ties being an impediment to accurate reputation assessment. From a theoretical perspective, these results are of particular interest for the development of analytical models of participative budgeting, which should incorporate social preferences for precise predictions of subordinates’ and superiors’ behavior. Second, besides analyzing subordinates’ performance as an objective economic measure of performance in a participative budgeting environment, this study is the first to examine perceived performance and reputation from a superior’s perspective as social-psychological measures. These measures are important because parties often do not have the quantitative data necessary to make precise judgments of a negotiation situation, that is, their understanding of the negotiation is based on their perceptions (Thompson 1990). Thus, social-psychological measures can complement objective economic analyses in the budget-setting process, as they allow analyzing if and whether perceptions differ from objective outcomes. Third, in examining the effects of budget negotiation structure on subordinates’ performance, this study contributes to the literature identifying how structural features of information, accounting, and compensation systems affect incentive problems, which is fundamental for the design of management control systems. Fourth, this study extends reference cognitions theory (Folger 1986) to participative budget negotiations. Reference cognitions theory has already been successfully applied to a non-participative budgeting setting (Libby 2001).
The remainder of this paper is structured as follows: The next section develops the hypotheses. The two subsequent sections describe the experimental design and results. The final section provides a discussion of the results including their implications and limitations.

2 Theory and Hypotheses

2.1 Setting and Incentives

The budgetary setting in this study is based on Fisher et al. (2006, 2002a, 2002b, 2000). A superior and a subordinate constitute a dyad (pair), which interacts repeatedly for a finite number of periods.

In each period a dyad determines a production budget through a budget negotiation. In a given period, a budget negotiation consists of a finite number of negotiation rounds, and a negotiation round consists of an initial offer and a counteroffer. At the beginning of each negotiation round, depending on which party is entitled to make the initial budget proposal, either the superior or the subordinate makes the initial offer, which is followed by a counteroffer of the other party. If an offer equals a counteroffer in a given negotiation round, this means that a dyad agrees on a budget, the budget negotiation in the given period ends, and the budget is set jointly. Otherwise the budget negotiation continues with the next round. If a dyad fails to agree during the finite number of negotiation rounds in the given period, there is a negotiation impasse and, depending on which party has final authority, either the superior or the subordinate determines the budget unilaterally. In each period, once the budget is set, a subordinate exerts effort on a task, the respective payoffs are determined, and both parties receive information on a subordinate productions’ performance and obtain their respective remuneration. With respect to the information environment, in the first period a superior only knows the performance capabilities of subordinates on average and does not know the performance capability of his particular subordinate. However, each dyad knows both compensation schemes from the beginning. The compensation schemes are as follows (Fisher et al. 2006, 2002a, 2002b, 2000):

\[
P_{subordinate} = \begin{cases} 
F & \text{if } X \leq B \\
F + A(X - B) & \text{if } X > B 
\end{cases} 
\]

\[
P_{superior} = \begin{cases} 
R(DX - F) & \text{if } X \leq B \\
R(DX - [F + A(X - B)]) & \text{if } X > B 
\end{cases} 
\]
where: $P =$ payoff for a period; $X =$ performance; $B =$ budget; $F =$ subordinate fixed wage; $A =$ subordinate piece rate per unit of production over budget; $D =$ profit, exclusive of agent compensation, per unit produced; and $R =$ superior’s percentage of firm profit.

The subordinate’s compensation scheme in equation (1) is a typical quota scheme based on the production budget (Bonner et al. 2000). A subordinate receives a fixed wage irrespective of performance until the production budget is reached. If a subordinate’s performance exceeds the budget, he receives a piece rate for each additional unit of output. Thus, a subordinate’s payoff is positively related to performance and negatively related to budget level (Fisher et al. 2000). The compensation scheme gives him an economic incentive to produce up to his performance capabilities for budgets below his performance capabilities, but gives him little if no economic incentive to exert effort when the budget is set above his performance capabilities (Fisher et al. 2002a). A subordinate maximizes his payoff, when the budget is minimized, i.e. is equal to zero.

The superior’s compensation scheme in equation (2) is a residual contract based on firm profit (Fisher et al. 2006, 2000). His payoff is positively related to both, budget level and subordinate performance. It is maximized in a given period, when the budget, a subordinate’s performance and a subordinate’s performance capabilities are equal. However, as a subordinate has only an economic incentive to produce up to his performance capabilities for budgets below his performance capabilities, from a superior’s perspective, the budget should not be determined above a subordinate’s performance capabilities. Thus, the superior faces a trade-off between his payoff and a subordinate’s motivation. A high budget level maximizes his payoff, but it needs to stay below a subordinate’s performance capabilities (Fisher et al. 2002a, 2000).

Overall, the compensation schemes in equations (1) and (2) lead to an interpersonal conflict. In a budget negotiation, a subordinate wants to negotiate a low budget and a superior wants to negotiate a high budget. Consequently, a subordinate (superior) generally will make a low (high) initial budget proposal. Accordingly, Fisher et al. (2000) provide empirical evidence that subordinates (superiors) take low (high) initial negotiation positions and then make concessions with respect to the final budget. However, both parties have an incentive to keep the budget level below a subordinate’s performance capabilities.
2.2 Effects of Initial Budget Proposal and Final Authority on Subordinates’ Performance

Traditional assumptions in economic theory are that individuals are rational expected utility maximizers with well-defined preferences that conform to the axioms of expected utility theory (e.g. Baiman 1990, 1982). They are motivated by self-interest only (Eisenhardt 1989) and their utility function consists of only their own wealth and their leisure.¹ They prefer increases in wealth and increases in leisure, and are assumed to exert no effort on a task, unless it contributes to their own wealth (Bonner and Sprinkle 2002). Under the assumption that an economic agent maximizes wealth, this standard reasoning suggests that, if the budget is below his performance capabilities, the subordinate exerts effort until his performance capabilities are reached and exerts no effort if the budget is above his performance capabilities, as effort is assumed to be costly (Fisher et al. 2006, 2002a, 2000). Moreover, a wealth-maximizing superior will set the budget close to a subordinate’s performance capabilities and a wealth-maximizing subordinate will minimize the budget level.

However, Fisher et al. (2000) assume that subordinates have fairness concerns and prefer a budget that is above zero but below their performance capabilities (Fisher et al. 2002a, Koford and Penno 1992, Miller 1992, Waller 1988). In contrast to standard economic reasoning and in accordance with fairness preferences, their empirical results show that when subordinates’ have final authority to determine the budget in a budget negotiation, the budget level is well above the minimum but below subordinates’ average performance (Fisher et al. 2000). In line with this, Fehr and Schmidt (2003) show that individuals prefer outcomes they perceive to be fair, even if these outcomes are costly in monetary terms. Additionally, prior research in experimental economics has shown that many individuals have social preferences, that is, their utility function consists not only of their own wealth, but also of the wealth of others (Fehr and Gintis 2007, Camerer 2003). Furthermore, economic fairness theories state that in addition to their preference for wealth, some people have a preference for fairness (Falk and Fischbacher 2006, Dufwenberg and Kirchsteiger 2004, Charness and Rabin 2002, Bolton and Ockenfels 2000, Fehr and Schmidt 1999, Levine 1998, Rabin 1993).

Prior research in experimental economics indicates that concerns for fairness and reciprocity motivate a substantial number of people (Falk et al. 2008). In experimental

¹ A recent analytical study presenting a theory of participative budgeting also assumes that managers are motivated by self-interest only (Heinle et al. 2014).
economics, Gächter and Falk (2002) show for repeated interactions in a gift exchange game that reciprocity and repeated game incentives have a considerable efficiency-enhancing effect on performance. Fehr and Schmidt (2004) conduct a two-task principal-agent experiment in which only one task is contractible. The principal can offer either a piece-rate contract or a voluntary bonus to the agent. Voluntary bonus contracts strongly outperform piece-rate contracts. Many principals reward high effort on both tasks with substantial voluntary bonuses. Agents anticipate this and provide high effort on both tasks. Again, this behavior contradicts standard economic reasoning but is consistent with fairness concerns. With respect to the budgeting process, economic theories of fairness and the related empirical evidence imply that a budget perceived as fair is attended by high motivation and performance, whereas a budget perceived as unfair decreases motivation and performance.

Referent cognitions theory (Folger 1986) states that decision-making procedures also play an important role in determining individuals’ fairness perceptions (besides outcomes). According to referent cognitions theory, in a situation involving outcomes allocated by a decision maker, resentment is maximized when individuals believe they would have obtained better outcomes if the decision maker had used other processes that should have been implemented. Thus, when individuals receive an unfair outcome, their judgments become inherently referential, i.e. they make comparisons between the outcome they receive and a reference point. A reference point constitutes an outcome they feel they should have received given their inputs relative to the inputs of others (Libby 2001, Adams 1965). If the reference point indicates an inequity between the outcome an individual receives and the outcome they feel they should have received relative to others, feelings of resentment result (Libby 2001).

Thus, referent cognitions theory suggests that the fairness of the process used to set budgets, i.e. procedural fairness, is at least as important as the budget level (Lindquist 1995, Lind et al. 1990). A fair budget-setting process increases commitment to the budget, which in turn increases effort and performance (Fisher et al. 2002a). The results of Fisher et al. (2002a) support the notion of procedural fairness and indicate that agreement in a budget negotiation indicates a fair process and increases subordinate performance, whereas performance is lower for a negotiation impasse. Likewise, Fisher et al. (2002a) find that even if superiors set the budgets below subordinates’ performance capabilities, subordinates view superiors imposing a budget following a failed negotiation as an unfair process, resulting in dissatisfaction with both the budget-setting
process and the resulting budget. These subordinates then are less committed to achieving their budgets and their performance is low.

In line with referent cognitions theory, the initial budget proposal can be interpreted as a reference point relative to the final budget. A reference point separates the domain into regions of desirable outcomes, i.e. gains and undesirable ones, i.e. losses. When an alternative is compared to the reference point, the comparison is coded in terms of the advantages and disadvantages of that alternative (Kahneman 1992). Therefore, in a budget negotiation, from the perspective of a subordinate, a final budget which is higher than the initial budget proposal will be perceived as a loss, and a final budget which is lower than the initial budget proposal will be perceived as a gain. In addition to their effect on the valuation of outcomes, reference points also affect negotiations by influencing judgments of what is fair or unfair (Kahneman 1992). In negotiations perceptions of fairness tend to be egocentric and negotiators recall more information about the situation that supports their own position compared to that of the other party (Thompson and Loewenstein 1992). Therefore, a gain in a negotiation will be perceived as fair, whereas a loss will be perceived as unfair (Kahneman 1992), i.e. from the perspective of a subordinate a final budget which is lower than the initial budget proposal will be perceived as fair, and a final budget which is higher than the initial budget proposal will be perceived as unfair.

In addition, final authority is an important determinant of the budget negotiation structure (Fisher et al. 2000), which appears to determine subordinates’ framing of the budget-setting process (Rankin et al. 2008). According to referent cognitions theory, an individual who is responsible for choosing his own level of outcomes cannot find fault with somebody else due to procedural reasons. On the other hand, reasons for challenging a procedure are more present when somebody else was responsible for decisions that led to the outcomes obtained, and referent cognitions theory predicts resentment of unfair treatment when unjustified procedures result in unsatisfactory outcomes (Cropanzano and Folger 1989).

---

2 Prior research has shown that negotiation outcomes are more strongly influenced by initial offers than by subsequent concessionary behavior (Neale and Bazerman 1991, Yukl 1974, Liebert et al. 1968). Also, Rubin and Brown (1975) note that early moves in negotiation are critical to constructing the parameters of the negotiation. Specifically, research on dyad negotiations suggests that negotiators tend to be highly affected by anchors in negotiation (Kristensen and Gärling 1997, Whyte and Sebenius 1997, Ritov 1996, Thompson 1995, Kahneman 1992, Northcraft and Neale 1987).
When a superior has final authority, in case of a negotiation impasse, he determines the final budget. Thus, according to referent cognitions theory, he is responsible for the budget and subordinates feel resentment of unfair treatment when an unfair budget negotiation leads to an unfair budget. In line with this, subordinates tend to frame a budget negotiation where a superior has final authority as a strategic interaction where each party acts in his or her self-interest (Rankin et al. 2008). In such a situation, negotiators’ judgments of fair outcomes are biased in an egocentric direction (Thompson and Loewenstein 1992) and the initial budget proposal constitutes a reference point relative to the final budget.

Also, according to referent cognitions theory, a subordinate who is responsible for choosing his own budget level cannot fault a superior on procedural reasons. Thus, subordinates may frame the situation with a subordinate having final authority rather as a “resource allocation” or an “ethical dilemma” (Rankin et al. 2008) than as a negotiation. If a subordinate has final authority, he is responsible to allocate the payoff between him and his superior depending on his individual fairness preferences and he will determine a budget which he believes to be fair. Moreover, conforming to referent cognitions theory (Folger 1986), when a fair budget level is determined, information about the process used to set the budget is unimportant to an individual’s motivation to achieve the budget level, i.e. when a subordinate has final authority the initial budget proposal no longer constitutes a reference point relative to the final budget.

The above discussion suggests that if a superior makes the initial budget proposal, in line with his incentives, he will set a high initial proposal. However, during the budget negotiation process, the superior will make concessions and the final budget will be lower than the initial budget proposal. Furthermore, if the superior has final authority a subordinate’s reference-dependent fairness preferences will be egocentric and during the budget negotiation he will perceive concessions from the superior as a fair gain.

---

3 For example, negotiators who are unable to reach mutually acceptable agreements blame their counterparty for the failure, whereas they usually attribute success to themselves (Brandstätter et al. 1983).

4 Also, from an economic perspective, the situation where subordinates have final authority can be compared to a dictator game, where one player, the “dictator,” divides an amount of money between himself and another person, the “responder” (Camerer 2003). In this game, a rational utility maximizing dictator, with self-interest only, will allocate the whole amount to himself. However, in several experimental studies dictators allocate to responders a significant amount of money, which can be attributed to reciprocity and outcome fairness concerns (Falk and Fischbacher 2006). These findings support reciprocal fairness concerns and are in line with participative budgeting studies, where subordinates with final authority consistently determine a budget significantly deviating from their payoff-maximizing optimum and distribute payoffs to superiors (Chow et al. 1988, Waller 1988, Young 1985).
Thus, he will perceive the negotiation as a fair process and exert effort up to his performance capabilities, irrespective of the budget level.

Now, if a subordinate makes the initial budget proposal, in line with his incentives, he will set a low initial proposal. However, during the budget negotiation process, the subordinate will make concessions and the final budget will be higher than the initial budget proposal. Furthermore, if a superior has final authority, a subordinate’s reference-dependent fairness preferences will be egocentric and during the budget negotiation he will perceive his concessions to the superior as an unfair loss. This unfair budget negotiation process demotivates him and even if the budget is set below his performance capabilities he exerts less effort than his performance capabilities. In line with this prediction, Libby (2001) shows for a nonparticipative budgeting setting that an unfair budget level determined under a fair budgeting process leads to higher performance than an unfair budget level determined under an unfair budgeting process.

Referent cognitions theory predicts that if a subordinate has final authority to determine the budget he is responsible for the budget and cannot blame a superior for an unfair process. Hence, he will frame the situation rather as a resource allocation than as a negotiation and the budget negotiation process becomes unimportant to him. Thus, irrespective of initial budget proposal, he will determine a budget below his performance capabilities, which he believes is fair, and exerts effort up to his performance capabilities. Accordingly, Libby (2001) finds that individuals which are assigned to a fair budget level perform equally well regardless of the fairness or the unfairness of the budgeting process employed. Overall, a subordinate’s performance is lowest when a subordinate makes the initial budget proposal and a superior has final authority, and approximately equal otherwise. The following hypothesis can be stated:

**H1**: If a superior makes the initial budget proposal, a subordinate’s performance will be high, irrespective of final authority. If a subordinate makes the initial budget proposal, his performance will be high, when he has final authority and low, when a superior has final authority.

### 2.3 Superiors’ Perception of Subordinates’ Performance

Negotiators typically do not perform a fully rational analysis of a negotiation situation either because the relevant information is not available, or because they ignore or distort information (Neale and Bazerman 1991). Therefore, negotiators' perceptions may differ substantially from objective economic analyses (Thompson 1990, Thompson and
Hastie 1990). Luft and Libby (1997) show in the domain of transfer pricing that because of self-serving biases, negotiating managers have different expectations regarding what constitutes a ‘fair’ transfer price. Also in transfer price negotiations, Chang et al. (2008) show that a loss frame, compared to a gain frame, exacerbates managers’ self-serving biases.

Furthermore, supervisors tend to distort subjective performance ratings by not sufficiently differentiating good from bad performance in their ratings. Two forms of compression are centrality bias and leniency bias (Prendergast 1999). Centrality bias refers to a practice where superiors offer all employees ratings that differ little from a norm. Leniency bias implies that superiors simply overstate the performance of poor performers. Both biases are well documented in prior research (Bailey et al. 2011, Bol 2011, Chang et al. 2008, Moers 2005, Lipe and Salterio 2000, Jawahar and Williams 1997, Thompson 1990). For example, Moers (2005) shows that managers exhibit a centrality bias, such that differences in employees’ performance are understated. Related experimental work suggests that in allocating discretionary bonus pools managers tend to allocate the bonus pool evenly or to rely too much on available accounting information (Bailey et al. 2011). Overall, these results show that managers regularly fail to obtain or fully consider all available information.

Bol (2011) further examines the determinants and performance effects of centrality bias and leniency bias. Her results indicate that managers tend to respond to their own incentives and preferences when subjectively evaluating performance. That is, they have incentives to keep the time and effort invested in the performance evaluation process at a minimum, circumvent conflicts, avoid harm to personal relationships, and restrict criticism (Bol 2011).

In the present study a dyad determines a production budget through a budget negotiation process in each period. Once the budget has been set the subordinate exerts effort on a task, the respective payoffs are determined and both parties receive information on subordinate production performance and their respective profit. This implies that (1) a superior’s performance judgments might be affected by self-serving biases due to gains and losses in the budget negotiation process and that (2) a superior might also respond to his own compensation scheme (see equation 2) and evaluates performance in accordance with his own profit. However, from an ex-ante perspective the direction of possible
performance evaluation bias can’t be predicted in this rich setting. Therefore, the following hypothesis is stated non-directionally:

**H2:** A superior’s perception of a subordinate’s performance differs from the respective subordinate’s performance.

### 2.4 Effects of Negotiation Agreement and Subordinates’ Performance on Subordinates’ Reputation

Many economic relations are long-term relationships and reputation plays an important role in repeated interactions (Gächter and Falk 2002). Reputation is a ‘characteristic or attribute ascribed to one person by another’ (Wilson 1985, p. 27) and is based on an individual’s performance and actions over a period of time (Dejong et al. 1985, Kreps and Wilson 1982). Gächter and Falk (2002) find for a gift-exchange game that reputation contributes to increased effort levels in a multi-period setting relative to a single-period setting. Accordingly, Tsui (1984) finds that the most reputationally effective managers tend to be more successful in their careers than the least reputationally effective managers.

In this study a superior and a subordinate interact repeatedly for a finite number of periods. In theory, a subordinate’s performance should be positively associated with a subordinate’s reputation (Tsui 1984). Thus, in a budget negotiation, being assessed by a superior, a high performing subordinate should receive a high reputation, whereas a low performing subordinate should receive a low reputation. However, previous empirical studies have shown that strategic behavior such as reciprocity is likely to arise when participants interact over multiple periods (Dopuch et al. 2001), which is attributable to expectation formation and reputation building (Schatzberg and Stevens 2008). Also, Maas et al. (2012) show that social preferences affect the incorporation of information into subjective performance evaluations. These findings indicate that reputation assessments can be affected by managers’ social preferences.

The assumption that a supervisor has both, an intrinsic preference for accurately reporting a subordinate’s performance and cares for the welfare of a subordinate, leads to a basic trade-off between accuracy and leniency in subjective performance evaluations (Prendergast 2002, Prendergast and Topel 1993). Evaluations are the more lenient, the stronger the supervisor’s social preferences are towards the evaluated subordinate. Breuer et al. (2013) find evidence for this trade-off and show that a subjective performance evaluation is biased when there is a close social proximity between a supervisor
and subordinates. In their study, employees in large groups receive worse subjective performance evaluations than employees in smaller groups, i.e. closer social ties lead to a leniency bias.

Austin (1980) examines individuals involved in a continuous relationship (college roommates) and strangers that distribute rewards for a task under conditions of either high or low performance. He predicts and finds that roommates overlook differences in performance and choose an equality distribution rule, whereas strangers choose equality when performance is low and merit when performance is high. The results suggest that a closer social proximity leads to a leniency bias with respect to distribution of rewards.

In budget negotiations, social proximity, i.e. the strength of the personal relationship between supervisor and subordinate, is assumed to increase with negotiation agreement. Negotiation agreement indicates cooperative behavior by both the superior and subordinate (Pruitt and Carnevale 1993). Also, people experience positive feelings when they reach an agreement (Izard 1977, Deci 1975) and repeated agreements lead actors to attribute their positive feelings to the relation (Lawler 1992). Furthermore, once established, cooperative relationships tend to persist (Pruitt and Carnevale 1993) and superiors and subordinates who expect future negotiations act more cooperatively (Fisher et al. 2006).

This suggests that in budget negotiations with repeated interactions an increasing rate of negotiation agreement is expected to be positively related to social proximity which leads to a trade-off between accuracy and leniency with respect to a superior’s assessment of a subordinate’s reputation. The following hypothesis can be stated:

**H3:** Given high agreement, a subordinate’s performance does not influence a subordinate’s reputation; given low agreement, a subordinate’s performance has a positive effect on a subordinate’s reputation.

### 3 Method and Design

#### 3.1 Experimental Design

To analyze the effects of initial budget proposal and final authority on subordinates’ performance and perceived subordinates’ performance from a superior’s perspective, this study employs a $2 \times 2$ (between-subjects) $\times 3$ (within-subjects) full factorial mixed experimental design. Final authority and initial budget proposal are manipulated between-subjects. The number of periods is manipulated within-subjects. To examine the
effects of subordinates’ performance and negotiation agreement on subordinates’ reputation, this study utilizes a $2 \times 2$ (between-subjects) $\times 3$ (within-subjects) full factorial mixed experimental design. Subordinates’ performance and negotiation agreement are measured between-subjects. The number of periods is manipulated within-subjects. Both experimental designs are based on the same subject pool.

### 3.2 Independent Variables

*Final Authority* is a manipulated independent between-subjects variable. It defines which party determines the budget level in case of a negotiation impasse. Either the superior has final authority (*Superior Authority*), or the subordinate has final authority (*Subordinate Authority*) (Fisher et al. 2000).

*Initial Budget Proposal* is a manipulated independent between-subjects variable. It determines which party makes the initial budget proposal in the budget negotiation. Either the superior makes the initial budget proposal (*Superior Proposal*), or the subordinate makes the initial budget proposal (*Subordinate Proposal*) (Fisher et al. 2000).

*Agreement* is a measured independent between-subjects variable. In each period *Agreement* equals 0 for a dyad when a budget negotiation ends in an impasse and 1 when it ends in an agreement. With three periods in the multi-period setting, *Agreement* is defined as the fraction of negotiation agreements relative to the maximum amount of possible negotiation agreements, and can thus take values of 0, 1/3, 2/3 or 1. To classify high agreement versus low agreement, a dummy variable is specified for agreement that equals 0 for *Low Agreement* and 1 for *High Agreement*, based on a median split of the measured variable *Agreement* (median = 2/3).

*Performer* is a measured independent between-subjects variable. *Performer* is defined as the average number of correct decodings performed by a subordinate during the three periods of the multi-period setting. To classify high versus low performers, a dummy variable is specified for performance that equals 0 for *Low Performer* and 1 for *High Performer*, based on a median split of the measured performance of a subordinate averaged on three periods (median = 57.17).

*Period* is a manipulated independent within-subjects variable. There are three periods in the multi-period setting.
3.3 Dependent Variables

*Performance* as a dependent variable is the number of correct decodings performed by a subordinate in the experimental production task in one period (Fisher et al. 2000).

*Perceived Performance* as a dependent variable is determined by asking a superior from a dyad in the postexperimental questionnaire to rate the performance of his respective subordinate. Superiors are asked to respond to the statement: ‘I am satisfied with the performance of my subordinate’ on a seven-point Likert scale anchored by ‘1 = strongly disagree’ and ‘7 = strongly agree’.

*Reputation* as a dependent variable is determined by asking a superior of a dyad in the postexperimental questionnaire to rate the reputation of his respective subordinate. Superiors are asked to respond to the statement ‘How high would you describe the reputation of your subordinate?’ on a seven-point Likert scale anchored by ‘1 = absolutely no reputation’ and ‘7 = very high reputation’.

3.4 Participants

In total, 120 students from a public university in Germany participated in the study. The mean age of participants was 22.53 years, with the youngest participants being 19 years old and the oldest participant being 32 years old. There were 90 female participants and 30 male participants. Superiors and subordinates were paired anonymously, creating a total of 60 dyads. As in other studies, which examine outcomes in participative budget negotiations (Fisher et al. 2006, 2002a, 2002b, 2000), the participants were undergraduates and graduate students. Students self-registered as participants in response to an invitation mail from the university’s laboratory. Participants took part in a computer-based laboratory experiment programmed and conducted with the software z-Tree (Fischbacher 2007). The laboratory consists of an experimenter cubicle and 20 cubicles, each with a computer. On average one session took 75 minutes.

3.5 Experimental Procedures

Experimental procedures have been adopted largely by Fisher et al. (2006, 2000) and consist of the following steps:

1. Participants gather in front of the experimental laboratory and draw a random number. This number corresponds to a respective cubicle in the laboratory and ensures a random assignment. When all participants are present, they enter the laboratory. Each
subject sits down at the assigned cubicle equipped with a laptop as well as a folder with the required decryption keys for the decode production task. Furthermore, printed copies of the instructions, a sheet of paper, and a pen are available. Cubicles are separated by partitions in order to disable communication between subjects. This controls for interpersonal factors and enables an anonymous budget negotiation.

2. After all subjects have entered the cubicles, the instructions are shown on the computer screen. Instructions tell participants not to communicate during the experiment, that anonymity is assured and that, if any questions come up, the experimenter can be addressed. In order to perceive themselves as subordinates or superiors, the experiment is framed in a firm context for participants. Participants receive information that they will work at their current workplace for one period. After the instructions the real-effort production task is explained. The production task is to decode letters into two-digit numbers. The number of correct decodings determines a subordinate’s performance. This decode task is similar to studies by Fisher et al. (2006, 2002a, 2002b, 2000), Stevens (2002), and Chow et al. (1988). Subsequently, each participant performs a 3-minute trial of the decode task, to ensure that the production task is understood (Fisher et al. 2000). Finally, each participant is told whether he acts as a subordinate or as a superior during the experiment.

3. Subordinates perform three 3-minute practice rounds to assess their performance capabilities. In each round each correct decoding is rewarded with 0.08 L€ (Laboreuro). All monetary amounts are denoted in this experimental currency. One L€ equals 45 Eurocent. Subordinates receive information about the number of correct, incorrect and total decodings after each practice round. Superiors also perform three 3-minute practice rounds to familiarize themselves with the task. However, to ensure that precise knowledge of their performance capabilities does not influence the budget negotiation process, superiors are neither paid nor informed about the number of correct, incorrect, and total decodings after each practice round (Fisher et al. 2000).

4. The two compensation schemes (Equation 1 and 2) are explained and illustrated using numerical examples. The parameters are fixed with $F = 1.00 \text{ L€}$, $A = 0.05 \text{ L€}$, $D = 0.08 \text{ L€}$ and $R = 100 \%$. In addition, it is explained that a superior is endowed with 1.00 L€ in each round to cover the fixed wage of the subordinate.

5. The budget negotiation process is described. Participants are informed which party makes the initial budget proposal and which subject has final authority. Moreover,
it is explained that in a given period the budget negotiation consists of 4 rounds and each round consists of one offer and one counteroffer. If a dyad agrees on a budget during the negotiation, i.e. in a given round an offer matches a counteroffer, the budget is determined jointly by agreement. If there is a negotiation impasse at the end of the budget negotiation process, either the superior or the subordinate determines the budget, depending on who has final authority.

6. To ensure that participants understand the instructions, forced manipulation checks of a general understanding of the compensation schemes and the budget negotiation process are performed. If a question is answered incorrectly, a participant is told the correct answer.

7. Superiors and subordinates receive information on the average performance of subordinates. Information on average performance is taken from a pretest. On average 50.0 letters were decoded correctly in the pretest.

8. Subordinates have to assess how many correct decodings they can perform in three minutes. This information is used to measure subordinates’ performance capability. Subordinates are reassured that the superior receives no information about their self-assessment. Nevertheless, subordinates are again asked, if they have given their self-assessment truthfully. If they answer with no, they may adjust their self-assessment. After the self-assessment, the budget negotiation begins. The initial budget proposal and a counteroffer are entered. An offer and a counteroffer constitute one round, with four rounds in total in one period. If an offer and a counteroffer match, this indicates agreement, the budget is set accordingly, and the negotiation ends. If a negotiation dyad fails to reach agreement within the four rounds of negotiation, the party who has final authority sets the budget. After the budget has been determined, the subordinate performs the production task. Finally both parties are informed about the amount of correct, incorrect and total decodings as well as their respective payoffs.

9. Participants are told that their workplace in the firm has changed and thus they interact with a new subject for three periods. This constitutes the multi-period setting with repeated interactions. Participants are informed that their role as superior or subordinate as well as final authority and initial budget proposal do not change and they remain the same during the three periods. Before the first budget negotiation of the multi-period setting begins, participants are asked manipulation checks about a general under-
standing of the new situation. Then, the new dyads interact for three periods, i.e. step 8 (above) is repeated three times (Fisher et al. 2006).

10. Subjects have to answer a postexperimental questionnaire. Finally, participants leave the experimental laboratory one by one and receive their respective payoff.

4 Results

4.1 Manipulation Checks

After the last practice round and after the single-period setting, participants are asked several questions regarding a general understanding of the experimental task and payoff. No participant can proceed unless all questions are answered correctly. If an answer is wrong, a help box appears on the screen explaining the correct answer. All participants succeed to proceed. Also, general task understanding is analyzed with the postexperimental statements: ‘I knew, what I had to do’ and ‘I did not understand something’. The answer categories to both questions are on a seven-point Likert scale anchored by ‘1 = strongly disagree’ and ‘7 = strongly agree’. The median value with respect to the first question is 7 and the median value with respect to the second question is 2. This indicates that participants had a high understanding of the experimental task on average.

4.2 Descriptive Statistics

To analyze the effects of Final Authority and Initial Budget Proposal on Performance and Perceived Performance, experimental cells are classified into four categories based upon (1) whether a superior or a subordinate has final authority in the event of a negotiation impasse and (2) whether a superior or a subordinate makes the initial budget proposal in the budget negotiation. Descriptive statistics for Initial Proposal\(^5\), Budget\(^6\), \(\Delta(\text{Initial} - \text{Budget})\)^7, Performance\(^8\), Perceived Performance and Superior Profit\(^9\) are reported in Table 1, Panel A.

---

\(^5\) Initial Proposal as a dependent variable is the initial budget proposal in a given period. Panel A in Table 1 shows the average value of Initial Proposal across the three periods in the multi-period setting.

\(^6\) Budget as a dependent variable is the final budget in a given period. Panel A in Table 1 shows the average value of Budget across the three periods in the multi-period setting.

\(^7\) \(\Delta(\text{Initial} - \text{Budget})\) is the difference between Initial Proposal and Budget. A positive value for \(\Delta(\text{Initial} - \text{Budget})\) indicates that the final budget is lower than the initial budget proposal; a negative value indicates that the final budget is higher than the initial budget proposal. Panel A in Table 1 shows the average value of \(\Delta(\text{Initial} - \text{Budget})\) across the three periods in the multi-period setting.

\(^8\) Panel A and Panel B in Table 1 show the average value of Performance across the three periods in the multi-period setting.
Table 1: Descriptive Statistics

**Panel A: Descriptive Statistics for Initial Proposal\(^a\), Budget\(^a\), \(\Delta\)(Initial - Budget)\(^a\), Performance\(^d\), Perceived Performance\(^d\), and Superior Profit\(^i\); Mean; [Standard Deviation]; (Number of Observations)**

<table>
<thead>
<tr>
<th>Initial Budget Proposal(^b)</th>
<th>Dependent Variable</th>
<th>Superior Authority</th>
<th>Subordinate Authority</th>
<th>Means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Proposal</td>
<td>58.44 [13.59] (n = 45)</td>
<td>52.73 [15.16] (n = 45)</td>
<td>55.59 [14.60] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Budget</td>
<td>51.82 [12.21] (n = 45)</td>
<td>32.44 [23.56] (n = 45)</td>
<td>42.13 [21.05] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>(\Delta)(Initial - Budget)</td>
<td>6.62 [ 7.78] (n = 45)</td>
<td>20.29 [21.55] (n = 45)</td>
<td>13.46 [17.51] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Performance</td>
<td>56.80 [12.59] (n = 45)</td>
<td>56.82 [10.53] (n = 45)</td>
<td>56.81 [11.54] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Perceived</td>
<td>6.07 [ 1.75] (n = 15)</td>
<td>3.80 [ 2.21] (n = 15)</td>
<td>4.93 [ 2.27] (n = 30)</td>
</tr>
<tr>
<td></td>
<td>Profit</td>
<td>4.18 [ 1.04] (n = 45)</td>
<td>3.28 [ 1.22] (n = 45)</td>
<td>3.73 [ 1.21] (n = 90)</td>
</tr>
<tr>
<td>Superior Proposal</td>
<td>Initial Proposal</td>
<td>35.42 [13.98] (n = 45)</td>
<td>34.16 [16.58] (n = 45)</td>
<td>34.79 [15.26] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Budget</td>
<td>54.98 [12.07] (n = 45)</td>
<td>38.51 [17.65] (n = 45)</td>
<td>46.74 [17.16] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>(\Delta)(Initial - Budget)</td>
<td>-19.56 [12.86] (n = 45)</td>
<td>-4.36 [ 8.97] (n = 45)</td>
<td>-11.96 [13.41] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Performance</td>
<td>47.58 [21.05] (n = 45)</td>
<td>61.02 [ 7.42] (n = 45)</td>
<td>54.30 [17.09] (n = 90)</td>
</tr>
<tr>
<td></td>
<td>Perceived</td>
<td>4.80 [ 2.11] (n = 15)</td>
<td>4.60 [ 1.80] (n = 15)</td>
<td>4.70 [ 1.93] (n = 30)</td>
</tr>
<tr>
<td></td>
<td>Profit</td>
<td>3.57 [ 1.54] (n = 45)</td>
<td>3.76 [ 0.79] (n = 45)</td>
<td>3.66 [ 1.22] (n = 90)</td>
</tr>
<tr>
<td>Subordinate Proposal</td>
<td>Initial Proposal</td>
<td>46.93 [17.94] (n = 90)</td>
<td>43.44 [18.35] (n = 90)</td>
<td>45.19 [18.18] (n = 180)</td>
</tr>
<tr>
<td></td>
<td>Budget</td>
<td>53.40 [12.18] (n = 90)</td>
<td>35.48 [20.92] (n = 90)</td>
<td>44.44 [19.29] (n = 180)</td>
</tr>
<tr>
<td></td>
<td>(\Delta)(Initial - Budget)</td>
<td>-6.47 [16.88] (n = 90)</td>
<td>7.97 [20.56] (n = 90)</td>
<td>.75 [20.11] (n = 180)</td>
</tr>
<tr>
<td></td>
<td>Performance</td>
<td>52.19 [17.86] (n = 90)</td>
<td>58.92 [ 9.30] (n = 90)</td>
<td>55.56 [14.60] (n = 180)</td>
</tr>
<tr>
<td></td>
<td>Perceived</td>
<td>5.43 [ 2.01] (n = 30)</td>
<td>4.20 [ 2.02] (n = 30)</td>
<td>4.82 [ 2.10] (n = 60)</td>
</tr>
<tr>
<td></td>
<td>Profit</td>
<td>3.87 [ 1.34] (n = 90)</td>
<td>3.52 [ 1.05] (n = 90)</td>
<td>3.69 [ 1.22] (n = 180)</td>
</tr>
</tbody>
</table>

**Panel B: Descriptive Statistics for Performance\(^d\), and Reputation\(^i\); Mean; [Standard Deviation]; (Number of Observations)**

<table>
<thead>
<tr>
<th>Agreement(^a)</th>
<th>Dependent Variable</th>
<th>Low Performer</th>
<th>High Performer</th>
<th>Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Agreement</td>
<td>Performance</td>
<td>43.52 [21.78] (n = 42)</td>
<td>64.21 [ 7.15] (n = 39)</td>
<td>53.48 [19.38] (n = 81)</td>
</tr>
<tr>
<td></td>
<td>Reputation</td>
<td>3.29 [ 1.49] (n = 14)</td>
<td>4.85 [ 1.41] (n = 13)</td>
<td>4.04 [ 1.63] (n = 27)</td>
</tr>
<tr>
<td>High Agreement</td>
<td>Performance</td>
<td>51.10 [ 7.69] (n = 48)</td>
<td>63.04 [ 4.80] (n = 51)</td>
<td>57.25 [ 8.72] (n = 99)</td>
</tr>
<tr>
<td></td>
<td>Reputation</td>
<td>5.00 [ 1.10] (n = 16)</td>
<td>5.00 [ 1.62] (n = 17)</td>
<td>5.00 [ 1.37] (n = 33)</td>
</tr>
<tr>
<td>Means</td>
<td>Performance</td>
<td>47.57 [16.26] (n = 90)</td>
<td>63.54 [ 5.93] (n = 90)</td>
<td>55.56 [14.60] (n = 180)</td>
</tr>
<tr>
<td></td>
<td>Reputation</td>
<td>4.20 [ 1.54] (n = 30)</td>
<td>4.93 [ 1.51] (n = 30)</td>
<td>4.93 [ 1.51] (n = 60)</td>
</tr>
</tbody>
</table>

\(^a\) Initial Proposal as a dependent variable is the initial budget proposal in a given period. Panel A shows the average value of Initial Proposal across the three periods in the multi-period setting.

\(^b\) Budget as a dependent variable is the final budget in a given period. Panel A shows the average value of Budget across the three periods in the multi-period setting.

\(^c\) Superior Profit as a dependent variable is the profit of a superior in a given period measured in Laboruero. Panel A in Table 1 shows the average value of Superior Profit across the three periods in the multi-period setting.
Table 1: Descriptive Statistics cont.

<table>
<thead>
<tr>
<th>Subjects Variable</th>
<th>Panel A</th>
<th>Panel B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$ (Initial - Budget)</td>
<td>Panel A</td>
<td>Panel B</td>
</tr>
<tr>
<td>Performance</td>
<td>as a dependent variable is the number of correct decodings performed by a subordinate in the experimental production task in one period. Panel A and Panel B show the average value of Performance across the three periods in the multi-period setting.</td>
<td></td>
</tr>
<tr>
<td>Superior Profit</td>
<td>as a dependent variable is the profit of a superior in a given period measured in Laboreuro. Panel A shows the average value of Superior Profit across the three periods in the multi-period setting.</td>
<td></td>
</tr>
<tr>
<td>Final Authority</td>
<td>as a manipulated independent between-subjects variable. It defines which party determines the final budget level in case of a negotiation impasse. This variable has two factor levels: (1) superior has final authority (Superior Authority) and (2) subordinate has final authority (Subordinate Authority).</td>
<td></td>
</tr>
<tr>
<td>Initial Budget Proposal</td>
<td>as a manipulated independent between-subjects variable. It determines which party makes the initial budget proposal in the budget negotiation. This variable has two factor levels: (1) superior makes the initial budget proposal (Superior Proposal) and (2) subordinate makes the initial budget proposal (Subordinate Proposal).</td>
<td></td>
</tr>
<tr>
<td>Reputation</td>
<td>as a dependent variable is determined by asking a superior from a dyad in the postexperimental questionnaire to rate the reputation of his subordinate. Superiors are asked to respond to the statement ‘I am satisfied with the performance of my subordinate’ on a seven-point Likert scale anchored by ‘strongly disagree’ and ‘strongly agree’.</td>
<td></td>
</tr>
<tr>
<td>Performer</td>
<td>as a measured independent between-subjects variable. Performer is defined as the average number of correct decodes performed by a subordinate during the three periods of the multi-period setting. To classify high versus low performance, a dummy variable is specified for performance that equals 0 for Low Performer and 1 for High Performer, based on a median split of performance averaged across the three periods in the multi-period setting (median = 57.17).</td>
<td></td>
</tr>
<tr>
<td>Agreement</td>
<td>as a measured independent between-subjects variable. In each period Agreement equals 0 when the budget negotiation ends in an impasse and 1 when the budget negotiation ends in agreement. With three periods in the multi-period setting, Agreement is defined as the fraction of possible negotiation agreements, and can take values of 0, 1/3, 2/3 or 1. To classify high agreement versus low agreement, a dummy variable is specified for agreement that equals 0 for Low Agreement and 1 for High Agreement, based on a median split of the measured variable Agreement (median = 2/3).</td>
<td></td>
</tr>
</tbody>
</table>

Also, to examine the effects of Agreement and Performer on Reputation and Performance, experimental cells are classified into four categories based upon (1) whether a dyad has low agreement or high agreement in the budget negotiations, and (2) whether the respective subordinate is a high or low performer. Descriptive statistics for Performance (averaged on Period) and Reputation are reported in Table 1, Panel B.

4.3 Hypothesis Tests

The SPSS generalized linear mixed model procedure\(^{10}\) (GENLINMIXED) is used to analyze the effects of the independent between-subjects variables Final Authority and

---

\(^{10}\) The generalized linear mixed model extends the general linear model in order that the dependent variable is linearly related to the independent factors and covariates via a specified link function. The generalized linear model covers widely used statistical models, such as linear regression and accordingly analysis of variance (ANOVA) for normally distributed responses, plus many other statistical models through its very general model formulation (IBM Corporation 2012).
Initial Budget Proposal, the independent within-subjects variable Period on Performance, the effects of the independent between-subjects variables Final Authority and Initial Budget Proposal on Perceived Performance. Specifically, four unique between-subjects cell means can be created for each Period – Final Authority with Superior Authority and Subordinate Authority, Initial Budget Proposal with Superior Proposal and Subordinate Proposal.

Because generalized linear mixed models are overall tests of effects of independent variables, additional follow up tests are performed to better understand the effects of Final Authority and Initial Budget Proposal. The descriptive statistics are depicted in Table 1, Panel A. The generalized linear mixed models as overall tests of the effects are shown in Table 2, Panel A and the detailed mean by mean comparisons are reported in Table 3, Panel A1 and Panel A2.

**Effects of Final Authority and Initial Budget Proposal on Subordinates’ Performance**

A generalized linear model analysis using Performance as dependent variable is performed (Panel A in Table 2). An identity link-function, a robust compound symmetry covariance matrix estimator for repeated measures, and Satterthwaite (1946) degrees of freedom are specified. Final Authority, Initial Budget Proposal and Period are specified as independent variables. Agree\(^{11}\) and Capability\(^{12}\) are specified as covariates to control for fairness effects of negotiation agreement and subordinates’ performance capabilities (Fisher et al. 2002a).

There is a significant main effect of Final Authority on Performance (F = 5.79; p = .028), no significant main effect of Initial Budget Proposal on Performance (F = 1.83; p = .196), and a marginally significant interaction effect between Final Authority and Initial Budget Proposal (F = 3.32; p = .095). There is no significant main effect of Period on Performance (F = .15; p = .866), no significant interaction effect between Final Authority and Period (F = 1.27; p = .333), no significant interaction effect between Initial Budget Proposal and Period (F = .22; p = .804), and no significant interaction effect between Final Authority, Initial Budget Proposal, and Period (F = 1.37; p = .307).

\(^{11}\) Agree is a measured independent between-subjects variable. Agree is a dummy variable, in each period Agree equals 0 when the budget negotiation ends in impasse and 1 when the budget negotiation ends in agreement.

\(^{12}\) Capability is a measured independent between-subjects variable. Capability measures subordinate performance capability in each period and is based on a subjects self-assessment of how many correct decodings he can perform in three minutes.
Table 2: Linear (Mixed) Models (GENLINMIXED)\(^a\) with Performance, Perceived Performance, and Reputation as Dependent Variables

### Panel A – Performance and Perceived Performance

| Source of Variation | Performance\(^b\) | | | Perceived Performance\(^c\) | | |
|---------------------|-------------------|---|-------------------|---|---|
|                     | df | F-Statistic | p-Value\(^e\) | df | F-Statistic | p-Value\(^e\) |
| **Factors**         |    |             |               |    |             |               |
| Final Authority (F) | 1  | 5.79        | .028**        | 1  | 6.24        | .015**        |
| Initial Budget Proposal (I) | 1  | 1.83        | .196          | 1  | .13         | .638          |
| F x I Interaction  | 1  | 3.32        | .095*         | 1  | 3.11        | .041**        |
| Period (P)          | 2  | .15         | .866          |    |             |               |
| F x P Interaction  | 2  | 1.27        | .333          |    |             |               |
| I x P Interaction  | 2  | .22         | .804          |    |             |               |
| F x I x P Interaction | 2  | 1.37        | .307          |    |             |               |
| **Covariates\(^f\)** |    |             |               |    |             |               |
| Agree               | 1  | 1.62        | .215          |    |             |               |
| Capability          | 1  | 13.5        | .006***       |    |             |               |

\(N = 180\)

### Panel B – Performance and Reputation

| Source of Variation | Performance\(^b\) | | | Reputation\(^d\) | | |
|---------------------|-------------------|---|-------------------|---|---|
|                     | df | F-Statistic | p-Value\(^e\) | df | F-Statistic | p-Value\(^e\) |
| **Factors**         |    |             |               |    |             |               |
| Agreement (A)       | 1  | 1.91        | .185          | 1  | 6.94        | .011**        |
| Performer (PF)      | 1  | 49.48       | <.001***      | 1  | 4.84        | .032**        |
| A x PF Interaction  | 1  | 3.56        | .077*         | 1  | 4.84        | .032**        |
| Period (P)          | 2  | .97         | .430          |    |             |               |
| A x P Interaction   | 2  | .74         | .516          |    |             |               |
| PF x P Interaction  | 2  | .52         | .620          |    |             |               |
| A x PF x P Interaction | 2  | .93         | .446          |    |             |               |

\(N = 180\)

\(N = 60\)

\(^a\) The generalized linear model extends the general linear model in order that the dependent variable is linearly related to the independent factors and covariates via a specified link function. The generalized linear model covers widely used statistical models, such as linear regression or analysis of variance, plus many other statistical models through its very general model formulation (IBM Corporation 2012). For definitions of independent and dependent variables, see Table 1.

\(^b\) Performance as a dependent variable is assumed to have a normal distribution. The link function is specified as identity, so that \(f(x) = x\). The dependent variable is not transformed (IBM Corporation 2012).

\(^c\) Perceived Performance as a dependent variable is assumed to have a normal distribution. The link function is specified as identity, so that \(f(x) = x\). The dependent variable is not transformed (IBM Corporation 2012).

\(^d\) Reputation as a dependent variable is assumed to have a normal distribution. The link function is specified as identity, so that \(f(x) = x\). The dependent variable is not transformed (IBM Corporation 2012).

\(^e\) Significance levels of 1 %, 5 % and 10 %.

\(^f\) Agree is a dummy variable, in each period Agree equals 0 when the budget negotiation ends in impasse and 1 when it ends in agreement. Capability measures a subordinate’s performance capability in each period and is based on a subject’s self-assessment of how many correct decodings he can perform in three minutes.
Table 3: Mean by Mean Comparisons

Panel A1: Mean by Mean Comparisons for Performance

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Comparison</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Std.Error</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Superior Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>56.79</td>
<td>56.80</td>
<td>2.48</td>
<td>-.00</td>
<td>.998</td>
</tr>
<tr>
<td>(2) Subordinate Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>49.71</td>
<td>58.39</td>
<td>3.77</td>
<td>-3.33</td>
<td>.014**</td>
</tr>
<tr>
<td>(3) Superior Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>56.79</td>
<td>49.71</td>
<td>4.11</td>
<td>1.73</td>
<td>.057**</td>
</tr>
<tr>
<td>(4) Subordinate Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>56.80</td>
<td>58.39</td>
<td>1.65</td>
<td>-97</td>
<td>.335</td>
</tr>
</tbody>
</table>

Panel A2: Mean by Mean Comparisons for Perceived Performance

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Comparison</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Std.Error</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Superior Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>6.07</td>
<td>3.80</td>
<td>.70</td>
<td>3.22</td>
<td>.002***</td>
</tr>
<tr>
<td>(2) Subordinate Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>4.80</td>
<td>4.60</td>
<td>.69</td>
<td>.29</td>
<td>.774</td>
</tr>
<tr>
<td>(3) Superior Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>6.07</td>
<td>4.80</td>
<td>.68</td>
<td>1.85</td>
<td>.069*</td>
</tr>
<tr>
<td>(4) Subordinate Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>3.80</td>
<td>4.60</td>
<td>.71</td>
<td>-1.12</td>
<td>.266</td>
</tr>
</tbody>
</table>

Panel A3: Mean by Mean Comparisons for Superior Profit

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Comparison</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>z-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Superior Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>4.18</td>
<td>3.28</td>
<td>-3.75</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(2) Subordinate Proposal</td>
<td>Superior Authority vs. Subordinate Authority</td>
<td>3.57</td>
<td>3.76</td>
<td>-1.07</td>
<td>.285</td>
</tr>
<tr>
<td>(3) Superior Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>4.18</td>
<td>3.57</td>
<td>-2.18</td>
<td>.029**</td>
</tr>
<tr>
<td>(4) Subordinate Authority</td>
<td>Superior Proposal vs. Subordinate Proposal</td>
<td>3.28</td>
<td>3.76</td>
<td>-1.84</td>
<td>.065*</td>
</tr>
</tbody>
</table>

Panel B: Mean by Mean Comparisons for Agreement and Performer

Panel B1: Mean by Mean Comparisons for Performance

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Comparison</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Std.Error</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Low Agreement</td>
<td>Low Performer vs. High Performer</td>
<td>43.52</td>
<td>64.21</td>
<td>4.22</td>
<td>-4.90</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(2) High Agreement</td>
<td>Low Performer vs. High Performer</td>
<td>51.10</td>
<td>63.04</td>
<td>1.93</td>
<td>-6.20</td>
<td>&lt;.001***</td>
</tr>
<tr>
<td>(3) Low Performer</td>
<td>Low Agreement vs. High Agreement</td>
<td>43.52</td>
<td>51.10</td>
<td>4.10</td>
<td>-1.85</td>
<td>.091*</td>
</tr>
<tr>
<td>(4) High Performer</td>
<td>Low Agreement vs. High Agreement</td>
<td>64.21</td>
<td>63.04</td>
<td>2.17</td>
<td>.54</td>
<td>.592</td>
</tr>
</tbody>
</table>

Panel B2: Mean by Mean Comparisons for Reputation

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Comparison</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Std.Error</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Low Agreement</td>
<td>Low Performer vs. High Performer</td>
<td>3.29</td>
<td>4.85</td>
<td>.54</td>
<td>-2.91</td>
<td>.003**ah</td>
</tr>
<tr>
<td>(2) High Agreement</td>
<td>Low Performer vs. High Performer</td>
<td>5.00</td>
<td>5.00</td>
<td>.46</td>
<td>.00</td>
<td>1.00</td>
</tr>
<tr>
<td>(3) Low Performer</td>
<td>Low Agreement vs. High Agreement</td>
<td>3.29</td>
<td>5.00</td>
<td>.47</td>
<td>-3.68</td>
<td>.001***</td>
</tr>
<tr>
<td>(4) High Performer</td>
<td>Low Agreement vs. High Agreement</td>
<td>4.85</td>
<td>5.00</td>
<td>.53</td>
<td>-0.29</td>
<td>.774</td>
</tr>
</tbody>
</table>
To further analyze the interaction of Final Authority and Initial Budget Proposal on Performance (Panel A in Figure 1) mean by mean comparisons (Panel A1 in Table 3) are performed with contrast analysis (Buckless and Ravenscroft 1990). The covariate for performance capability (Capability) is fixed at the mean of 53.7. Given Superior Proposal a mean by mean comparison shows no significant difference between Superior Authority (mean Performance = 56.79) and Subordinate Authority (56.80) with respect to Performance ($t = -.00; p = .998$). Given Subordinate Proposal a mean by mean comparison shows a significant difference between Superior Authority (49.71) and Subordinate Authority (58.39) with respect to Performance ($t = -3.33; p = .014$; one-tailed). Given Superior Authority a mean by mean comparison shows a marginal significant difference between Superior Proposal (56.79) and Subordinate Proposal (49.71) with respect to Performance ($t = 1.73; p = .057$; one-tailed). Given Subordinate Authority a mean by mean comparison shows no significant difference between Superior Proposal (56.80) and Subordinate Proposal (58.39) with respect to Performance ($t = -.97; p = .335$).

If superiors make the initial budget proposal, there is no significant effect of final authority on subordinates’ performance. If subordinates make the initial budget proposal, their performance is significantly higher when subordinates have final authority, compared to superiors having final authority. Generally, subordinates’ performance is high, except for the situation where subordinates make the initial proposal and superiors have final authority. Thus, the results support H1.
Figure 1: Effects of Final Authority and Initial Budget Proposal on Performance, Perceived Performance, and Superior Profit \(^a\)

Panel A: Performance - Final Authority × Initial Budget Proposal Interaction

Panel B: Perceived Performance - Final Authority × Initial Budget Proposal Interaction

Panel C: Superior Profit - Final Authority × Initial Budget Proposal Interaction
Given Superior Authority it is further analyzed whether the difference between initial budget proposal and final budget $\Delta(\text{Initial} - \text{Budget})$, is negative on average for Subordinate Proposal, indicating an unfair loss for subordinates. Furthermore, it is positive on average for Superior Proposal, indicating a fair gain for subordinates. Given Superior Authority a Wilcoxon signed-rank test indicates that $\Delta(\text{Initial} - \text{Budget})$ is significantly negative for Subordinate Proposal (mean = -19.56; $z = -5.76; p < .001$) and significantly positive for Superior Proposal (mean = 6.62; $z = 4.93; p < .001$). These results are consistent with concessionary behavior during budget negotiations (Fisher et al. 2000).

From a subordinate’s perspective, the negative sign for Subordinate Authority supports the notion of being perceived as an unfair loss, whereas the positive sign for Superior Authority supports the notion of being perceived as a fair gain.

Given Superior Authority descriptive statistics (Panel A in Table 1) indicate that the budget levels for Superior Proposal (mean = 51.82) and Subordinate Proposal (54.98) are close to the grand mean of Performance (55.56) and can thus be considered as high budget levels. Also, given Subordinate Authority it is additionally analyzed whether Budget is positive on average for Subordinate Proposal and Superior Proposal, indicating subordinates’ fairness concerns for superiors. Given Subordinate Authority a Wilcoxon signed-rank test indicates that Budget is significantly positive for both Subordinate Proposal (mean = 38.51; $z = 5.85; p < .001$) and Superior Proposal (mean = 32.44; $z = 5.72; p < .001$). These results are consistent with subordinates having reciprocal fairness concerns for superiors (Fisher et al. 2000).

**Superiors’ Perception of Subordinates’ Performance**

A generalized linear model analysis using Perceived Performance as the dependent variable is performed (Panel A in Table 2). An identity link-function, a robust covari-
ance matrix estimator, and Satterthwaite (1946) degrees of freedom are specified. Final Authority and Initial Budget Proposal are specified as independent variables.

There is a significant main effect of Final Authority on Perceived Performance (F = 6.24; p = .015), no significant main effect of Initial Budget Proposal on Perceived Performance (F = .13; p = .638), and a significant interaction effect between Final Authority and Initial Budget Proposal (F = 3.11; p = .041).

To further analyze the interaction effect of Final Authority and Initial Budget Proposal on Perceived Performance (Panel B in Figure 1) mean by mean comparisons are performed with contrast analysis (Panel A2 in Table 3). Given Superior Proposal a mean by mean comparison shows a significant difference between Superior Authority (mean Perceived Performance = 6.07) and Subordinate Authority (3.80) with respect to Perceived Performance (t = 3.22; p = .002). Given Subordinate Proposal a mean by mean comparison shows no significant difference between Superior Authority (4.80) and Subordinate Authority (4.60) with respect to Perceived Performance (t = .29; p = .774).

In line with the results for Performance, these results indicate that superiors’ performance perception differs from subordinates’ performance. Given Superior Proposal, Performance does not differ significantly between Superior Authority and Subordinate Authority (Panel A in Figure 1). However, given Superior Proposal, Perceived Performance is significantly higher for Superior Authority compared to Subordinate Authority (Panel B in Figure 1). Therefore, although on average Performance does not differ across these conditions, superiors perceive performance to be higher, when they have final authority. Also, given Subordinate Proposal, Performance is significantly lower for Superior Authority compared to Subordinate Authority (Panel A in Figure 1). However, given Subordinate Proposal, Perceived Performance does not differ significantly between Superior Authority and Subordinate Authority (Panel B in Figure 1). Again, although on average Performance differs across these conditions, superiors rate performance equally, when subordinates have final authority. Overall, these results support H2.

Superiors receive information on subordinates’ performance as well as their own payoff. Bol (2011) shows that managers tend to respond to their incentives and preferences when subjectively evaluating performance. In line with this, Pearson product-moment correlation coefficient indicates a strong relationship between Perceived Per-
formance and Superior Profit ($r = .607; p < .001$). Therefore an exploratory analysis based on non-parametric Mann-Whitney U tests is conducted to show how Perceived Performance is related to Superior Profit (Panel A3 in Table 3). Given Superior Proposal, Perceived Performance is significantly higher for Superior Authority (mean Superior Profit in Laboreuro = 4.18) compared to Subordinate Authority (3.28) (Mann-Whitney U; $z = -3.75; p < .001$). Given Subordinate Proposal, Perceived Performance does not differ significantly between Superior Authority (3.57) and Subordinate Authority (3.76) (Mann-Whitney U; $z = -1.07; p = .285$). This pattern parallels the results for Perceived Performance as described above (see Panel B and C in Figure 1) and can be interpreted as evidence that superiors respond to their own incentives when evaluating subordinate performance.

**Effects of Negotiation Agreement and Subordinates’ Performance on Subordinates’ Reputation**

The SPSS generalized linear mixed model procedure (GENLINMIXED) is used to analyze the effects of the independent between-subjects variables Agreement and Performer and the independent within-subjects variable Period on Performance and the effects of the independent between-subjects variables Agreement and Performer on Reputation. Specifically, four unique between-subjects cell means can be created for each Period – Agreement with Low Agreement and High Agreement, and Performer with Low Performer and High Performer. Additional follow up tests are performed to better understand the effects of Agreement and Performer. The generalized linear mixed models as overall tests of the effects are shown in Table 2, Panel B and the detailed mean by mean comparisons are reported in Table 3, Panel B1 and Panel B2.

**Performance**

Before examining the effects of Agreement and Performer on Reputation, it is analyzed whether Low Performers differ significantly from High Performers. Therefore, a generalized linear model analysis using Performance as the dependent variable is performed (Panel B in Table 2). An identity link-function, a robust compound symmetry covariance matrix estimator for repeated measures, and Satterthwaite (1946) degrees of freedom are specified. Agreement, Performer and Period are specified as independent variables.
There is no significant main effect of Agreement on Performance ($F = 1.91; \ p = .185$), a significant main effect of Performer on Performance ($F = 49.48; \ p < .001$), and a marginally significant interaction effect between Agreement and Performer ($F = 3.56$;
There is no significant main effect of Period on Performance (F = .97; p = .430), no significant interaction effect between Agreement and Period (F = .74; p = .516), no significant interaction effect between Performer and Period (F = .52; p = .620) and no significant interaction effect between Agreement, Performer, and Period (F = .93; p = .446).

To further analyze the interaction effect of Agreement and Performer on Performance (Panel B in Figure 2) mean by mean comparisons (Panel B1 in Table 3) are performed with contrast analysis. Given Low Agreement a mean by mean comparison shows a significant difference between Low Performer (mean Performance = 43.52) and High Performer (64.21) with respect to Performance (t = -4.90; p < .001). Given High Agreement a mean by mean comparison shows a significant difference between Low Performer (51.10) and High Performer (63.04) with respect to Performance (t = -6.20; p < .001). Results show that low performers have a significantly lower performance than high performers.

Also, it is analyzed whether low performers and high performers react differently to negotiation agreement (Panel B1 in Table 3). Given Low Performer a mean by mean comparison shows a marginally significant difference between Low Agreement (mean Performance = 43.52) and High Agreement (51.10) with respect to Performance (t = -1.85; p = .091). Given High Performer a mean by mean comparison shows no significant difference between Low Agreement (64.21) and High Agreement (63.04) with respect to Performance (t = .54; p = .592). This indicates that only low performers perform significantly lower, when budget negotiation ends with an impasse. High performers perform high, irrespective of budget negotiation outcome.

Reputation

A generalized linear model analysis using Reputation as the dependent variable is performed (Panel B in Table 2). An identity link-function, a robust covariance matrix estimator, and Satterthwaite (1946) degrees of freedom are specified. Agreement and Performer are specified as independent variables.

There is a significant main effect of Agreement on Reputation (F = 6.94; p = .011), a significant main effect of Performer on Reputation (F = 4.84; p = .032), and a significant interaction effect between Agreement and Performer (F = 4.84; p = .032).
To further analyze the interaction effect between Agreement and Performer on Reputation (Panel B in Figure 2) mean by mean comparisons (Panel B2 in Table 3) are performed with contrast analysis. Given Low Agreement a mean by mean comparison shows a significant difference between Low Performer (mean Reputation = 3.29) and High Performer (4.85) with respect to Reputation (t = -2.91; p = .003; one-tailed). Given High Agreement a mean by mean comparison shows no difference between Low Performer (mean = 5.00) and High Performer (5.00) with respect to Reputation (t = .00; p = 1.00). These results indicate that subordinates’ reputation does not differ between low performers and high performers, when the rate of agreement between subordinates and superiors is high. High performers only receive a higher reputation than low performers, when the rate of agreement between superiors and subordinates is low. Therefore, a trade-off between accuracy and leniency with respect to subordinates’ reputation is found and H3 is supported.

5 Discussion and Conclusion

This study addresses three issues associated with participative budgeting: effects of budget negotiation structure on subordinates’ performance, superiors’ perception of subordinates’ performance, as well as effects of negotiation agreement, and subordinates’ performance on superiors’ assessment of subordinates’ reputation.

Supporting referent cognitions theory, results show a significant interaction between initial budget proposal and final authority with respect to subordinates’ performance. Subordinates’ performance is high, except for the situation where subordinates make the initial budget proposal and superiors have final authority.

If superiors have final authority, in line with their incentives, final budget levels are high. Given superior final authority, if a superior makes the initial budget proposal, the mean difference between the initial budget proposal and the final budget is positive from a subordinate’s perspective, indicating a fair budget negotiation process, and accordingly subordinates’ performance is high. In contrast, given superior final authority, if a subordinate makes the initial budget proposal the mean difference between the initial budget proposal and the final budget is negative from a subordinate’s perspective, revealing an unfair budget negotiation process, and consequently subordinates’ performance is low. These results indicate egocentric fairness preferences and support referent cognitions theory, as a(n) fair (unfair) budget negotiation process leads to high (low) performance. Moreover, these findings contradict Fisher et al. (2000), who assume that
subordinates are likely to view a high initial budget proposal from superiors as unreasonable, and the resulting budget negotiation process and budgets as unfair. In contrast to Fisher et al. (2000), the results of this study suggest that subordinates assess the fairness of the budget negotiation in relative terms and view the initial budget proposal as a reference point relative to the final budget. These results support the view of subordinates having reference-dependent fairness preferences. Despite superiors’ high initial budget proposals, the difference between initial budget proposals and final budgets is significantly positive from subordinates’ perspectives, indicating a fair gain. In line with this, results show that subordinate performance is high.

The situation is different, when subordinates have final authority. First of all, results show that, if subordinates have final authority, budget levels are significantly higher than subordinates’ profit-maximizing minimum budget, but well below subordinates’ performance. Thus, in line with reciprocal fairness concerns, subordinates share a substantial amount of their payoffs with superiors. Furthermore, when a subordinate has final authority and a subordinate makes the initial proposal, the mean difference between the initial budget proposal and the final budget is negative from a subordinate’s perspective, indicating an unfair loss and an unfair budget negotiation process. However, despite the negotiation seeming unfair, in this situation subordinates’ performance is high. This supports referent cognitions theory in the sense that a subordinate who has final authority, and thus is responsible for the final budget in case of a negotiation impasse, does not blame a superior for an unfair process. Hence, the information about the process used to set the budget is unimportant, the initial budget proposal no longer constitutes a reference point, and a subordinate’s motivation and performance is high. Also, when a subordinate has final authority and a superior makes the initial proposal, the mean difference between the initial budget proposal and the final budget is positive from a subordinate’s perspective, indicating a fair budget negotiation process and subordinates’ performance is high.

The results of this study extend referent cognitions theory to budget negotiations and are in line with results of the nonparticipative budgeting setting from Libby (2001). Libby (2001) examines the effects of the fairness of both, budget level and budgeting process, on subordinates’ performance. In contrast to this study, the fairness of the budget level and the fairness of the budgeting process are manipulated at high (fair) and low (unfair) levels. Libby (2001) predicts and finds an interaction effect similar to the interaction effect in this study. When both, the budget level and the budgeting process,
are unfair, subjects' performance is lower than in all other conditions. When the budget level is fair, the fairness of procedures used to set the budget target has no apparent effect on subjects' performance. Moreover, the results of this study extend the findings of Fisher et al. (2002a) and indicate that budget negotiation structure is an important determinant of subordinates’ fairness perceptions and influences subordinates’ performance. Fisher et al. (2002a) show that negotiation agreement has a positive impact on subordinate performance as it indicates a fair budget negotiation process. Taken together, this implies that both, structural determinants of the budget negotiation and negotiation agreement, influence fairness concerns. Overall, findings provide support for fairness models and challenge the traditional assumption in economic theory that all individuals are expected utility maximizers motivated only by self-interest.

The second issue analyzed is the existence of potential bias of perceived subordinates’ performance from a superior’s perspective. An important issue, as identifying possible bias in performance evaluation can mitigate incentive problems (Bol 2011).

Results indicate that superiors’ perception of subordinates’ performance differs from subordinates’ performance. When superiors make the initial budget proposal, superiors’ perceived performance is significantly higher given superior final authority compared to subordinate final authority, whereas subordinates’ performance does not differ. However, if subordinates make the initial budget proposal, superiors’ perceived performance does not differ significantly between superior final authority and subordinate final authority although subordinates’ performance is significantly lower given superior final authority compared to subordinate final authority.

Further analyses show that the pattern of superiors’ subjective performance evaluations parallels the pattern of their profit. In line with Bol (2011) these results indicate that superiors may respond to their own incentives, when evaluating performance. Bol (2011) asserts that the personal costs associated with rating employee performance decreases the accuracy of performance ratings, indicating that subjective performance ratings are explained partly by managers’ incentives and preferences. However in her field study and in contrast to this study, managers’ subjective performance evaluations are rather based on employee performance, despite managers having the discretion to bias ratings. Thus, the different results might stem from additional factors influencing the likelihood of managers biasing their subjective performance evaluations in line with their incentives, which could be a fruitful avenue for further research.
The final issue examined in this study is the effect of subordinates’ performance and negotiation agreement on subordinates’ reputation. This issue is examined, as subordinate reputation plays an important role in participative budgeting (Stevens 2002, Webb 2002).

First of all, results show significant performance differences between individuals. Furthermore, negotiation agreement increases performance of low performers. However, negotiation agreement has no effect on performance of high performers. These results extend the findings of Fisher et al. (2002a), who also find a positive effect of negotiation agreement on performance but do not differentiate between low and high performers.

With respect to subordinates’ reputation, results show that, given high agreement between superior and subordinate, subordinates’ reputation, as being assessed by superiors, is high irrespective of subordinates’ performance. However, given low agreement, reputation is positively associated with performance. These findings indicate that negotiation agreement increases social ties, extend the results of Breuer et al. (2013) and Bol (2011), and indicate a trade-off between accuracy and leniency with respect to subordinates’ reputation. Breuer et al. (2013) provide empirical evidence that subjective performance evaluations tend to be lenient, when there is a close social proximity between a supervisor and subordinates. Bol (2011) shows that the strength of the employee-manager relationship increases centrality bias and leniency bias.

These results have several implications. First, designers of management control systems should take into account that budget negotiation structure can significantly affect subordinates’ performance. If a subordinate makes the initial proposal and a superior has final authority a subordinate is likely to perceive the budget negotiation as being unfair. Therefore, when considering a top-down budgeting approach, upper management should make the initial budget proposal in the budget-setting process, as employees perceive concessions from upper management as fair. Second, this study implies that without further specifying on which information a superior’s subjective performance evaluation should be based upon, the possibility is given that a superior chooses different reference points than those being intended, which increases the risk of adversely evaluating performance. Third, a performance-accuracy trade-off with respect to negotiation agreement can be identified. Low performers perform significantly higher, when negotiation agreement is high. However, when negotiation agreement is high,
their reputation rating is too lenient, leading to the above mentioned negative consequences. Nevertheless, leniency bias is also positively associated with future performance (Bol 2011). Disentangling these effects could be an avenue for future research.

This experimental study is subject to limitations that restrict the extent to which the findings can be generalized. First, the dependent variables perceived performance and reputation are based on items from the postexperimental questionnaire measured on a seven-point Likert scale. They must be interpreted with care, as the validity of Likert scale measurement can be compromised due to social desirability. However, the experiment was anonymous and offering anonymity on self-administered questionnaires should further reduce social pressure, and thus may likewise reduce social desirability bias.

The compensation scheme of superiors is a special case, since generally superiors in superior-subordinate relationships are not residual claimants, as most companies are multi-layered (Prendergast 1999). Nevertheless, this compensation scheme is adopted from Fisher et al. (2006, 2002a, 2002b, 2000) as it is well-established and comparable to prior empirical studies.

Furthermore, this study does not formally derive predictions or expectations of equilibrium behavior from an analytical model (Maas et al. 2012). Analytical accounting research has only just begun to develop participative budgeting models (e.g. Heinle et al. 2014) and relies on the standard wealth-maximizing assumption. Also, in the economics literature formal theories including fairness preferences have not been applied to budgetary settings. Therefore, in developing the hypotheses, this study relies on behavioral referent cognitions theory, regular empirical findings, and the intuition provided by recent economic fairness models (Falk and Fischbacher 2006). However, the results of this study suggest that future analytical models of participative budgeting should integrate social preferences into the utility function of subordinates.
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