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Abstract

Replacing fossil-fueled vehicles with Electric Vehicles (EVs) poses new challenges for power
distribution networks. Specifically speaking, the electrification of the mobility sector relies
on the ability to process and analyze information on when, where, for how long, or how
fast charging processes will take place. Nevertheless, such kind of information is typically
difficult to acquire or insufficiently predictable due to the dynamic nature of the system.
Also, the increasing adoption rate of the renewable energy sources, specifically the domestic
Photovoltaic (PV) systems, and the potentially associated grid defection scenarios will
significantly impact the cost and efforts required to operate the grid in terms of power quality
and demand-supply aspects. However, such emerging requirements have arguably not been
taken into account when the distribution grid was built originally. Besides, expanding the
distribution and transmission capacity is a very costly and lengthy process. Therefore, any
proposed solution should be cost-effective as well as environment-, grid- and user-friendly.
To this end, the advancements in Information and Communications Technology (ICT) are
increasingly adopted and applied. This thesis addresses the rapidly growing EV sector and
deals with the problems to overcome potential power quality degradation caused by the
challenges mentioned above.

Since time switch and radio ripple control as existing solutions in Germany are costly and
neither very effective nor scalable as it requires hardware retrofitting of existing public
Charging Stations (CSs), the primary focus of this work is the development of an appropriate,
standards-based, scalable, and smart charging solution of EVs. Such a solution can, in turn,
boost the usage of renewable energy by ensuring that the existing grid infrastructure
can operate within its permissible limits while maintaining acceptable levels of power
quality.

This work introduces a new definition of the concept, “grid-friendly EV charging”, where
the power demand of a CS is adjusted depending on the real-time status of a power grid. In
this regard, the conflicting concerns of stakeholders in an EV ecosystem are considered. For
example, a Distribution System Operator (DSO) does not want to reveal a lot of technical
details about the power grid or its status. Similarly, a Charging Service Provider (CSP)
wants to keep its clients happy without sharing the details of its business model with others,
namely, DSOs. For that sake, a distributed smart charging architecture is proposed in this
thesis. It is event-driven and responds in nearly real-time to unforeseen and critical grid
situations such as high/low voltage, congestion, phase unbalance, and harmonics. In that
regard, the publish/subscribe messaging pattern, used as a part of the architecture, enables
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an efficient and well-performing communication scheme among the different components.
Moreover, an indication mechanism about the different issues in a power grid is developed;
it adopts the traffic light model. It works as a black box to separate smart controllers for
each CS and configured only by the CSP. Smart chargers enable a smooth adjustment of
the charging power to avoid drastic changes in the grid state. To that end, two types of
intelligent controllers are developed and tested. While the first controller is inspired by the
fuzzy logic, the second one is inspired by the slow-start mechanism used in TCP to control
congestion in computer networks.

A simulative approach is applied to evaluate the solution, thereby, a topology of a real low
voltage grid with realistic load and generation profiles is used. Furthermore, a set of metrics
is defined regarding the main concerns of stakeholders: voltage, overloading, fairness,
the satisfaction of EV users and grid operator, as well as the grid-friendly behavior of a
CS/ EV user. The evaluation shows that the solution is able to guarantee a safe operation
of the grid. The proposed system can ensure a grid-friendly charging by sacrificing of a
small portion of user satisfaction, that sacrifice of a user is awarded via a points-based
reward system. Last but not least, the proposed distributed controllers are compared to
two other controllers: (1) a decentralized controller based only on sensing the local voltage
and (2) a very strict centralized controller focusing on grid-friendliness. The latter ensures
proportional fairness among users regarding the objective function of the optimization
problem solved in each simulation step. The distributed controllers are superior to the
decentralized controller in terms of grid friendly and fairness and converge in general to the
centralized one.
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1Introduction

EVs are becoming a more and more popular choice to fight climate change when it comes
to CO2-Emission. Although EVs are certainly promising means of tackling this problematic
issue, they also impose their concerns and challenges such as the lack of information on
when, where, for how long, or how fast the charging process of EVs will take place. With all
the innovations and developments - like an increasing number of EVs and a growing amount
of renewable energy sources - getting integrated into the grids infrastructure, electrical grids
nowadays are facing challenges they have been just not built for. Notably, new requirements
on low voltage distribution grids have to be fulfilled since the increase in EV penetration
brings another set of problems in terms of Power Quality (PQ) and congestion in the
different parts of distribution grids [1, 2, 3]. In this thesis, a grid-friendly solution using
EVs is presented. In Section 1.1, a definition of the concept “grid-friendliness” is introduced.
Thereafter, in Section 1.2, the motivations, challenges, and the thesis’ objective are stated.
Section 1.3 delineates the contributions of this thesis to the research area. Finally, Section
1.4 gives a structural overview of the remaining parts of this thesis.

1.1 Definition of Grid-Friendliness
Shen et al. [4] define three types of controllable loads in any power grid: (1) Passive loads
that can not inject power to the grid and can be interrupted or shifted, e. g., residential
loads such as fridges. (2) Active loads that can inject energy to the grid in comparison to
the passive loads, e. g., battery storage, and Vehicle-to-Grid (V2G). (3) Large controllable
loads that are in the connected-grid mode and include micro-grid, renewable energy, and
Virtual Power Plant (VPP). However, those loads are used by grid operators for local grid
stability measures1 in some cases as an alternative solution to costly grid enhancement. The
behavior of them would be adjusted to be more grid-friendly, so they operate in a manner
that supports electrical power grid reliability through demand response. Nowadays, it is
only a simple ripple control. Due to countless varieties of electronic devices, individual
consumption behaviors, and grid topologies, the determination of a grid-friendly situation
can be very different from a sub-grid to a sub-grid or even from a busbar to a busbar inside
the same grid. Generally, the quantifying of a grid-friendly behavior is missing, and the
price signal is the main factor in incentivizing end users.

1The operation of any power grid is subjected to very strict limits of PQ parameters (e. g., voltage and harmonics)
defined by norms and standards such as EN 50160 and ISO 6100. More details in Section 2.1.2
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Throughout this work, the grid-friendliness is defined as the sum of measurable reactions
of a controllable load on critical levels of PQ parameters. Those reactions can be seen
as positive, negative, and neutral in terms of stabilizing the grid. That requires a specific
mechanism to evaluate the situation in the grid and quantify the size of the required response
by controllable loads. However, those load reactions can be locally or remotely controlled
with three possibilities: (1) shifting the load only in time without changing the size, (2)
adjusting the load size without changing the time , and (3) switching off the load entirely for
a specified period. Regardless of the type of load control, it can be done either proactively
based on proper planning and prediction by the DSO or re-actively based on collecting
real-time data about PQ parameters in the grid. Further, three terms can be included in a
possible definition of the grid-friendliness regarding the authors of [5]. Those terms are
derived from the use case of distributed battery storage [6]:

1. Grid compatibility: The technology must meet the requirements of the grid operators
for quality, reliability, and safety to be considered compatible, namely, ISO 6100 series.
However, meeting these requirements is the responsibility of the manufacturer.

2. Usefulness for the grid: It includes the behavior of a load when it contributes actively
to the grid stabilization.

3. Usefulness for the system: A load is considered as useful for the system if it enables an
increase in the total flexibility of the whole energy system. For example, charging EVs
during the peak times of renewable sources not only increases the greenness of EVs
but also minimize the fluctuation in the residual load with high penetration of PVs.

In this thesis, the author focuses on the reactive grid-friendly behavior of a CS and excludes
the proactive one or the combination of both concepts discussed in other work [7, 8]?2.
Thereby, an intelligent charging algorithm can react to individual grid situations during a
charging process by controlling the charging power.

1.2 Motivation, Challenges and Objective
The EV Outlook 2019 [9] predicts that EVs will make up more than 80% of sales for new
buses by 2040, and just about 60% for Light Commercial Vehicles (LCVs). The growth of EVs
will have significant flow-on effects on other energy markets. Shifting transport from fuel to
electric technologies will result in a predicted increase in global electrical consumption by
6.8% by 2040.

However, as several European countries are expected to exceed the deployment targets,
the ratio of one publicly accessible charger per ten cars is likely to be achieved in 2020
[10]. Furthermore, the European Energy Performance of Buildings Directive (EPBD) makes
mandatory at least one-fifth of the parking places of new or renovated non-residential

2(?) means that the author contributed to aforementioned work.
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Figure 1.1.: Prediction of PV Adoption in Germany until 2025; Agents are homeowners and the
total number of agents in the model is ≈ 14k [12].

buildings to be equipped with conduits allowing the installation of chargers. On top of that,
any parking place with more than ten places should contain an installed charging point.
Regarding the new or renovated residential with more than ten parking places, the EPBD
mandates that all parking places need to be prepared with conduits for future chargers.
Hence, the number of installations of CS increases not only in Europe but also globally,
either public ones with a minimum charging capacity of 22kW or private(semi) fast charging
wall-boxes.

Beyond the EV adoption, many research studies depict that the adoption of small PV systems
will increase in the next ten years by the increasing price of kWh and the reduction of battery
and PV prices. Currently, those price changes are actually facts more than predictions. For
example, Alyousef et al. show in [11, 12]? via using an agent-based model that the adoption
rate could reach 28% and 15% in Germany and Ontario at the end of 2025, respectively,
which in turn will cause more stress on the distribution grid. In Figure 1.1, the impact of
the policy change on the total number of PV-adopting agents in Germany until 2025 can
be seen. Agents are homeowners that have a social network and exist in an environment
that can affect their decision and desires. The highest rate of adoption can be achieved by
combining an extreme increase of electricity prices [13] with reduced PV and battery prices
[14, 15].
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However, EVs are going to be more relevant for power systems than they have been in the
past. Except that we already have enough generation capacity3 so long as people avoid
charging on the on-peak times, which means, EVs could drive incremental needs for peak
power generation and transmission capacity with uncontrolled charging. That looks easy to
be achieved with peak demand or time of use tariffs or similar, but the reality is something
else. However, understanding the extent to which power systems could be impacted depends
on the total annual electricity demand of EVs, the impact of daily charging patterns on load
profiles and the location of power levels used for charging.

Heretofore, infrastructure dimensioning [16, 17] has been adopted by DSOs as a guaranteed
solution for those emerging requirements. Thereby, a compromise between the invest-
ment/operating costs and the cost of supply interruption is considered where the regularity
presses towards better operational conditions, as depicted in Figure1.2. That dimensioning
has been based on worst-case conditions in all cases. Nevertheless, such a procedure is no
longer attractive from an economic and technical point of view because of the variability
and unpredictability of EV loads. In particularly, State-of-the-art 22 kW charging power
[18] by far exceeds the 4 kW estimate for a residential grid connection in central Europe.
Consequently, more on-line monitoring and even active interventions during grid operation
will be necessary to maintain critical boundary conditions such as line voltages and assets
loading within safe limits. A recent study from E.ON in 2019 4 shows the need of €400 per
EV in average as an enhancement of E.ON’s distribution grids if we want to achieve 100%
EV share within the next 25 years, namely, 6.5 million EVs [19] . That includes the required
cost for upgrading the different grid elements, specifically, transformers and cables. The
study above also shows that optimizing the charging load using ICT can save up to 50% of
the cost.

As a result, smart approaches that make use of available excess capacities of the grid elements
can help to reduce grid connection costs, mainly, for the expected large number of private
(semi) fast charging wall-boxes. Therefore, smart techniques of charging management are
a necessity to help for a smooth transition of a high EV penetration in the coming years.
To meet the emerging requirements and consider the complexity of the EV ecosystem, as
will be discussed in Section 2.2.1, the following design requirements(challenges) have to
be taken into account to guarantee a wide-deployed, efficient, and stakeholder-satisfying
solution:

R1) Realizing grid-friendliness: The primary concern of CSPs is the satisfaction of their
customer, the sacrificing of that satisfaction even partially because of being grid-
friendly has to be awarded by DSOs. Therefore, any smart solution has to realize a
reward system reflecting the definition of grid-friendliness stated in Section 1.1.

3Particularly with the increasing rate of PV adoption in this context.

4E.ON is a German electric utility. It runs one of the world’s largest investor-owned electric utility service
providers.
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Figure 1.2.: Fundamental Relationships Between Quality and Costs [20]

R2) Enhancing power quality: Voltage maintenance is an essential factor in any power grid
since a stable operation of the power grid units can be ensured by only guaranteeing
a sufficient supply voltage according to EN 50160 [21]. Demand controlling could
counteract possible voltage fluctuations in some cases. It is often suggested to be used
as an economical alternative for grid enhancement. Thus, a crucial goal in the design
of a control mechanism for charging EVs is to maintain the voltage level in the allowed
boundaries locally at the CS or other critical points in the grid.

R3) Maintaining grid reliability: The authors of [22] show the impact of the new tech-
nologies such as Distributed Generation (DG) and EVs on the life of assets of the
distribution systems. Since those emerging technologies have not been considered
in the design of the traditional power system, they cause overloading of the assets.
Without protective relays, that are designed to mitigate the overloading of feeder lines
and transformers, many outages are introduced due to uncontrolled loads such as EV
charging. In this regard, the proposed system has to control the charging operation to
maintain the same level of system reliability.

R4) High utilization: The fees on the number of kWh transferred through DSO grids
represents a significant part of the DSO revenue. Consequently, a DSO would like to
maximize the utilization of the distribution system as it implies better expenditure
management. Without EV smart charging solutions, this maximization will be hard
or even impossible. Hence, the DSO sets some thresholds to be satisfied and not be
passed during the charging times. Those thresholds allow the DSO to achieve the
maximum gain in terms of operating conditions.
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R5) Separation of concerns: Due to the different interests of the involved actors in the EV
charging ecosystem, the indication of the power quality issues and the controlling of
the CSs have to be separated. From the perspective of CSPs, the indication process of
the grid status is a black box, which is configured by DSOs depending on the individual
characteristics of each low voltage grid. However, the DSO does not want to share
information about the network, neither its topology nor operating conditions, with any
external actor. In contrast, the CSP configures smart actuators according to its business
model. Additionally, such separation enables engagement of different controllable
loads in the system via responding to the indication signal regarding their technical
capabilities, e. g., reactive power control through PVs.

R6) Fairness and quality of service: From the point of view of an operator, the quality of
service is an essential aspect in keeping the customer satisfied and thus diminishing
churn. Hence, numerous mechanisms are introduced for quality of experience driven
networks resource management with the purpose of maintaining quality above a
certain threshold for every user; a challenge arises in terms of a fair allocation of
available resources among users.

R7) Scalability: With an expected increasing number of EVs, more CSs will be integrated
into low voltage grids. It includes not only public ones but also private (semi-) fast
charging wall-boxes. The proposed system has to deal with a large number of active
CSs. Hence, a distributed solution could be necessary for any widely adopted solution.

R8) Low communication overhead: CS does not have an impact on all PQ parameters
measured at different Measurement Points (MPs) through the grid. Therefore, the
transferred data over the communication channel should be kept as small as possi-
ble. The messaging pattern among the different components in the system adopts a
“publish/subscribe” paradigm to support the scalability and loose coupling.

R9) Robustness: The overall system is expected to be robust against the failure of the
signaling network.

R10) Interoperability: The advantages of open standards-based smart charging solution
are flexibility and wide deployment. Open standards allow easy integration of many
different hardware and network provider into the system. For example, when you
install Open Charge Point Protocol (OCPP)-compliant charging stations, you are free
to select the smart solution that meets your needs.

R11) Concurrency/Synchronization: A smart solution has to support a kind of timing
management among the active smart controllers in order to avoid unnecessary simul-
taneous reactions.

To the best of the author’s knowledge, an appropriate solution deals with all the challenges
mentioned above is missing, as will be discussed in Chapter 2. Such a smart charging
architecture is the primary goal of this thesis. Hence, the author introduces in this work a
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novel, standard-based, and distributed smart charging architecture that helps in maintaining
the power quality of the grid. The proposed architecture complies with five design criteria.
First, it is scalable in terms of the number of involved CSs. Second, it considers not only
local power quality issues but also global ones. Third, it guarantees a smooth charging
process. Fourth, it adopts modular design to guarantees a separation of concerns of the
main stakeholders. Finally, it is applicable in reality. Three main assumptions are made
in the context of this work: (1) an EV battery can be charged at any rate less than the
maximum amperage rating of its charger. (2) Overload or voltage issues can be detected
within a few cycles of its occurrence before the invocation of protection mechanisms. Hence,
it gives the controlling mechanism the chance to reduce/increase the transient EV loads.
(3) Neither CSs nor EV users are malicious in terms of exposing the power system to
risk.

1.3 Contributions

In the following, the contributions of this thesis are briefly listed:

C1) A new definition of the grid-friendliness: The concept of the grid-friendliness is
defined in a new way as the sum of the measurable reactions of a controllable load
on critical situations in the power grid. Those reactions are systematized as: positive,
negative, and neutral. Consequently, a point-based award system is proposed for the
sake of awarding or penalizing the individual reaction of a CS.

C2) A classification of the existing smart charging approaches: This thesis classifies
the different strategies of EV charging management, focusing on the algorithmic
way of controlling and scheduling the active charging operations. The classification
enables an in-depth analysis of each smart charging class, showing its pros and cons.
Hence, a real-time charging control has an advantage over the charging scheduling
in terms of responding to unforeseen issues in the grid. Moreover, the distributed
solutions have the upper hand over the centralized and decentralized ones in terms of
either communications efficiency or considering the different conflicting concerns of
stakeholders in a composite EV ecosystem.

C3) Investigating and analyzing the main factors for developing a smart charging
approach: In this thesis, the main five design factors of an intelligent charging
solution are extracted and discussed, namely, the direction of power flow, stakeholder
precedence, mobility pattern, charging mode, and application domain. The different
factors are used as an input for designing and testing the proposed solution in this
thesis.

C4) Formulating the problem of grid-friendly smart charging as a linear and fair op-
timization problem: a CS, like any other load in the grid, has its own impact on
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different grid parameters, namely, voltage, overloading, and phase imbalance. Theo-
retically, the load of any CS can be adjusted by setting the active power and reactive
power for the sake of keeping the grid operating within the allowed boundaries. In
this thesis, the different means of controlling EV charging system are analyzed not
only theoretically but also by using simulation. Four different means are identified:
location, real power control, power factor correction, and phase balancing. The goal
behind that is understanding the different abilities of a CS to support PQ in distribution
grids. Subsequently, the problem of providing a fair and grid-friendly charging service
is formulated as a linear optimization problem. Thereby, the optimization problem has
six decision variables, representing active and reactive power on three phases, with an
objective function of providing a fair charging service among the active CSs. For that
sake, proportional fairness is adopted. Moreover, typical power flow constraints are
used in addition to specific constraints about both the local voltage at the CS and the
remote one at critical points in the grid. Finally, an extra constraint considering phase
imbalance is included.

C5) A novel notification mechanism for events in the distribution grid: The proposed
notification mechanism provides information about not only the congestion but also
about other grid issues, i.e., power quality. The notification signals have three colors:
red, yellow, and green. Similar to a traffic light, those colors point out critical, warning,
and stable situations, respectively. A normalized value within [-1,1] is tagged with
each signal to determine the size of the required reaction to move the grid back
to a stable situation. While (-1) corresponds to either a complete shutdown of the
charging process or a reduction to the minimum required power in order to be able
to control the EV later, the value (+1) represents the maximum power capacity of
the CS. The notification mechanism introduced in this work uses a hierarchical logic,
so it prioritizes the local conditions over the remote ones. Moreover, it considers the
different importance among the grid elements; for example, the transformer is more
critical than a fuse or a cable in the grid since it represents a single point of failure.
Using such a mechanism enables hiding the details of the power grid, so the DSO
shares no critical information about its grid with other stakeholders.

C6) A novel distributed grid-friendly smart charging architecture: The main chal-
lenges of any intelligent charging architecture are: (1) dealing with a massive amount
of high-resolution real-time data from MPs, (2) increasing number of CS either pri-
vate or public, (3) conflicting concerns and business models of the different actors
in the EV ecosystem, and (4) the different technical specification of EV. Hence, a
distributed smart charging architecture is described and included in this work; it takes
into consideration those challenges, and others described in detail in Section 1.2.

C7) Two smart-charging controllers: Based on the proposed notification mechanism,
two smart controllers for adjusting the used charging capacity are developed. Both
controllers are evaluated using realistic EV data and compared with decentralized
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and centralized controllers. Furthermore, Power Hardware In the Loop (PHIL) test is
carried out by one controller to show the applicability of such a solution in the field.
The two controllers are:

C7.1) A Finite State Machine (FSM)-Smart Charger (SC): The charging operation
is described as a set of different states. Some of them represent the grid status
as critical, not critical, and optimal. Other states reflect the user concern in
terms of the State of Charge (SoC). The transition between these states is based
on the notifications coming from the grid. The controller guarantees a smooth
change of used power capacity, thereby, two kinds of transitions among states
are implemented: slow linear ones among non-critical states and fast polynomial
among the critical states; more details in Section 4.5.1

C7.2) A SC inspired by the congestion mechanism of Transmission Control Proto-
col (TCP): Based on the similarity of the congestion problem in TCP and the
demand controlling in the distribution grid discussed in details in Section 4.5.2
and in literature [23, 24, 25], an EV smart charger inspired by the TCP-Reno
Slow Start (SS) mechanism is developed. It uses a discrete charging rate similar
to the Congestion Window (Cwnd) in TCP. Thanks to a notification mechanism
proposed by the author, the smart controller mimics the different reactions of the
TCP congestion mechanism on events occurring in the communication network,
namely, time out, crossing the thresholds, and duplicated ACKs. Respectively, the
TCP-like SC imitates the different approaches of the congestion mechanism: SS,
Congestion Avoidance (CA), and Fast Re-transmit and Recovery (FRR).

1.4 Thesis Structure
The thesis is structured as follows (cf. Figure 1.3): Chapter 2 lays the foundations for a
comprehensive understanding of the power system structure, power quality, electric vehicles,
and the current and future developments with respect to the Smart Grid and power quality. It
also addresses previous work from the context of EV charging management and its technical
objective, design factors, and a classification.

Chapter 3 discusses the two existing EV charging systems, namely, on-board and off-board
chargers. Additionally, the possible means that can be used for supporting power quality
in the grid are analyzed. Hence, six control parameters are identified, including active
and reactive power on all phases. A simulative approach is applied for understanding to
what extent the impact of a CS propagates through the distribution grid. Furthermore,
an optimization problem is formulated and discussed, describing a possible grid-friendly
behavior of CS operation.

In Chapter 4, a distributed smart charging solution is introduced, the main com-
ponents are described and discussed including a novel indication mechanism in the
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low voltage grid, event-driven data collection of real-time data, and two smart con-
trollers.

Chapter 5 performs the potential analysis with respect to the main concerns of grid operators
and end-users using a set of defined metrics. Moreover, the practical applicability of the
proposed architecture is discussed.

In Chapter 6, main outcomes and results of this thesis are summed up. Additionally, possible
future work directions are given.
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2Background and Related Work

This chapter is split into two main parts: the first discusses the history and development
of power grids towards the currently emerging Smart Grid. In this section, a major focus
is on the PQ; therefore, its technical meaning in power systems and how the Smart Grid
can help to that end is analyzed. The second explains the concept of the EVs; thereby, the
different types of electric drive vehicles are explored briefly. Furthermore, the EV charging
process is clarified from the physical connection to the different kinds of coordination.
Since the main subject of this thesis is the smart charging, the main factors of smart
charging and the classification of existing charging management approaches are stated.
The chapter ends with a discussion regarding the main PQ parameters that are going to
be considered in this work besides the main reasons behind adopting a distributed smart
charging solution.

2.1 Electrical Power System

2.1.1 Developments and Structure
The road to our existing Alternating Current (AC) power system has been very long. The
English physician William Gilbert (1544-1603) was the first to use the term ’electric’ which
is a derivation from the Greek word for amber (ηλεκΓρoν). After groundbreaking electro-
physical discoveries in the beginning and the mid of the 18th century (e.g. by Alessandro
Volta, Michael Farraday, and James Clark Maxwell), the first commercial power system was
a Direct Current (DC) lightning system (Pearl Street station) developed by Thomas Edison in
1882. Thereby, the concept of power sold as a metered commodity is introduced. Ironically,
the success of Edisons original lighting system in some ways proved its undoing or, rather,
its forced modification. The demand for electricity and the rapid distribution of industrial
electric motors soon led to the need to build ever-larger power plants and transmit that
power over greater distances. The DC-system was ill-suited to meet these new demands.
That was mainly due to the fact that with increasing the distance from the generator, higher
supply current is required. Thus, the line losses in a DC system increase, practically, a direct
result of applying Ohms’s law.

The emerging requirements of the power system at that time - particularly the different
voltage levels and the long transmission distance - led to adopting an AC system signifi-
cantly advanced by Nikola Tesla and promoted by George Westinghouse. The AC enables
decoupling of the transmission and the distribution of electricity since its physical properties
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Figure 2.1.: Power Grid with Different Voltage Levels
(created by Philipp Danner / CC BY SA 4.0)

allow carrying out the transmission at a higher voltage but at lower currents, which in
turn reduces the losses considerably. Apart from those advantages, AC was not without
problems of its own, however. AC power flow is subject to both magnetic (inductive) and
electrostatic (capacitive) effects, which cause power loss because of the proximity effect
[26].

AC based systems finally became the world standard being implemented in different
fashions but mainly with a frequency of either 50 or 60 Hz [27]. Thus, the current
power grid became a very complex system that consists of many interconnected net-
works composed of generators, transformer substations, transformers, cables, and electrical
loads.

In Principle, the power is generated by large power plants (600 -1700 MW) located far
away from the consumption locations. It is transported via a network of ultra-high and
high voltages to be distributed to individual grid areas and consumers through distribution
networks. However, there are four different voltage levels according to IEC 60038 [28], as
depicted in Figure 2.1: ultra-high voltage, high voltage, medium voltage, and low voltage.
However, DG enables the production of electricity near the consumption place, the different
distributed energy resources are generally interconnected directly to a distribution provider’s
electric system.
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2.1.2 Power Quality

PQ can be defined in different ways depending on the context [29]. On one hand, the utility
(supplier) sees it as the ability of a system to function as intended in terms of availability
and performance. On the other hand, manufacturers see it as the characteristics enabling
the proper working of the equipment. Both utilities and manufacturers define PQ taking
customer’s perception into account, thereby, failing of the system to deliver the designated
service due to a problem with the aspects of the power is considered as an inferior or
unstable PQ. Characteristics of the power supply in a distribution grid such as supply
voltage1, current, harmonics, and frequency should stay within acceptable ranges according
to the EN 50160 and IEC 60038 standards; Table 2.1 depicts some of common ranges.

Parameters Supply characteristics

Frequency (averaged over 10 s) ±1% for 99.5% of a week
Voltage magnitude (RMS) ±10% for 95% of a week

Rapid voltage changes (flicker) Plt ≤ 1 for 95% of a week 2

Supply voltage dips duration < 1s, depth <60%
Short voltage interruptions (≤ 3 Min.) Few hundreds/year, 70% of them < 1 s

Supply voltage imbalance Up to 2% for 95% of a week

Table 2.1.: Supply Characteristics of the Main PQ Parameters in a Low-Voltage Grid According to
EN 50160

Figure 2.2 illustrates the main concepts of voltage in terms of PQ as fol-
lows:

• The Root Mean Square (RMS) of the voltage (U): It is the square root of the time

average of the voltage squared; U(RMS) =
√∑T

t=1(Ut)2

T

• The nominal voltage of the system Un: It is the generic operating parameters for a
given electrical system by which a system is designated or identified.

• The amplitude of the supply voltage UA: It is the peak value of the sine-wave of the
voltage.

• The voltage dip: An unexpected decrease of the supply voltage followed by speedy
recovery of the voltage, particularly, the recovery time has to be between 10ms and
1min. If the voltage changes do not reduce the supply voltage to less than 90% of Un,
they are not considered as dips.

1According to the standards IEC 60038, the supply voltage is the line-to-line or line-to-neutral at the point of
common coupling.

2Long term severity (Plt) calculated from a sequence of 12 short term severity (Pst) values over a two-hour
interval [30].
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• The supply interruption: It is the case when the voltage at the supply terminal is lower
than 1% of Un.

One further main PQ issue in the power grid is harmonic distortion. It is defined as a
deviation of the current or voltage waveform from a perfect sinusoidal shape. Any equipment
with non-linear characteristics (e. g., CSs or EVs see [31, 32]) can introduce current or
voltage distortions into the system. Harmonic content or Total Harmonic Distortion (THD)
is the relative contribution of higher-frequency harmonics compared to the base frequency.
Vibration, buzzing, or other distortions in motors and electronic equipment, as well as
losses and overheating in transformers, are direct results of harmonic in equipment that is
sensitive to the waveform [33]. For harmonics regulation, the IEC 61000-3-2 standard [34]
is established.

Heretofore, PQ issues are estimated to cost industry and commerce in the European Union
(EU) around 10 billion€ a year, whereas expenses on preventive expenditure account
for less than 5% of this [35]. Harmonic distortion, blackouts, dips, or sags represent
the main power quality problems from the point of view of their business interruption
potential.

It is worth mentioning that various European countries have additional rules beyond EN
50160, which provides only general limits for PQ. The national authorities believe in the
insufficiency of EN 50160 to represent the typical conditions appropriately. Therefore,
Germany has the national standard VDE 0100 for example, while Poland, Italy, and the
United Kingdom have their own standards as well.

U

UA

1.1UA

0.9UA

 (RMS)
     (RMS)

     (RMS)

Voltage dip, Δt > 10 ms 

t

Short supply interruption 
Δt < 3 mins 

U(RMS)

Range of the supply voltage variations, 
during 95% of the supplying time 

Figure 2.2.: Illustration of Voltage Dip and a short supply interruption according to EN50160 [30]

2.1.3 Smart Grids and Power Quality
The Smart Grid is defined as an electrical grid comprising a variety of operational and energy
control, including smart meters, smart appliances, renewable energy resources, and energy
efficiency resources [36]. So by analogy, just like the Internet is the networking of people,
the Smart Grid is the networking of things that generate, distribute, and transmit energy. Ac-
cording to the European initiative envision [37], the Smart Grid must be flexible, accessible,
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reliable, and economically efficient. These features can be enabled by installing automation
and monitoring technologies at the distribution level, which facilitate system status to be
captured in local and regional settings and allow the DSO to detect and fix imminent outages
sooner than before and rapidly confine fault areas [38].

The ICT infrastructure allows a flow of information that has never existed before the Smart
Grid. Thus, the power grid can also support self-healing with detection, isolation, and
probable corrections of faults [39].

The Smart Grid comprises several elements that help utilities to deliver better quality power
to miscellaneous consumers, e. g., Advanced Metering Infrastructure (AMI) and technology
on the distribution grid that facilitates to control voltage and Power Factor (PF)3. AMI
is one of the most critical components of the Smart Grid, which provides bidirectional
communication between smart meters and utilities. However, smart meters are advanced
electric meters that provide more information about the power delivered to consumers4, e.g.,
what the actual voltage delivered to a household is. Before smart meters, the configurations
of grid equipment are set by the DSOs based on voltage readings at an electric substation
and engineering estimates of what that would imply for actual voltage at each consumption
node. thereby, the voltages are often set “unnecessarily” higher to ensure that the last
load node on a feeder line does not receive voltage below Un ± 10%, according to EN
50160. Whereas, a more efficient and accurate supply of power is enabled through actual
information on voltage, which allows in its turn an optimization of the voltage for every
customer using Smart Grid technology.

2.2 Electric Vehicles
EVs are one of the emerging technologies that are counted on to minimize the carbon
footprint of the transport sector hand in hand along with the usage of Renewable Energy
Source (RES). Researchers expect impressive results in that direction endorsed by the
fact that electric motors are very efficient energy converters (85%) in comparison to a
combustion engine (30%) [40].

However, the term EV is very generic and hides many types behind it; therefore, it must be
clarified within the context of this work. To that end, any vehicle using electrical energy
partially or entirely for moving is called Electric Drive Vehicle (EDV). As depicted in Figure
2.3, they can be distinguished in supply line bound vehicles like trains, or trams, and grid-
independent vehicles. The latter includes: (1) vehicles powered completely or significantly
by direct solar energy via PV cells, (2) pure electric vehicles using chemical energy stored in
rechargeable battery packs, (3) hybrid vehicles using an additional energy source besides

3Power factor measures how much of the electricity delivered is actually usable by customers.

4Typically, the installation and interconnection of more expensive and advanced measurement devices, Phasor
Measurement Units (PMUs), is designed by electrical engineers at a substation or at a generation plant.
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Figure 2.3.: Classification of Electrical Drive Vehicles, Adapted from [38, 41]

the electrical storage element. Though, this work focuses on the second type, “Battery
Electric Vehicles”, which needs installation of public or private CSs to provide them with the
required energy from the grid.

EVs provide some exclusive benefits; for example, they are very responsive and have
outstanding torque since their motors react quickly. Furthermore, they are often more
digitally connected than conventional vehicles, and the maintenance cost of these cars has
come down as well. Apart from those specific benefits, EVs have some general advantages
according to [42]:

• No local emission, which is beneficial for urban areas.

• Less noise pollution with speeds under 30 km/h since they are quieter and drivers
experience less stress.

• Representing potential storage and demand flexibility for the power grid, which leads
to more integration of RES.

Although the evidence of the advantages has become very clear, there are also some
drawbacks as well:

• Range anxiety.

• Very expensive because of battery technology. Batteries of almost all EVs have an
8-year warranty [43].
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• Recharging points are not available everywhere and still in the roll out stage.

• Charging times are usually too long in comparison to the refueling time of conventional
vehicles.

• EVs represent additional and relatively big loads in the power system, notably, in
the distribution grid, which in turn cause new challenges to the grid operators, e. g.,
voltage instability, increased peak demands, and overloading of transformers.

2.2.1 Ecosystem of Electric Vehicles

Many different actors (Stakeholders) do exist in the EV ecosystem as depicted in Figure
2.4, directly and indirectly increasing the complexity of such a system. Throughout this
section, the concepts should be held as generic and clear as possible, without defining
business models or realistic system integration or implementation. Next, the main actors
are described:

1. EV (User): A private person who owns an EV with(out) adopting the sharing mobility
model. (S)He needs to register by an e-Mobility Service Provider (eMSP) to be able to
use its public CSs. The fundamental role of this actor is to drive from A to B and give
information about the trip to the eMSP, e. g., driving distance, and time of availability.
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2. eMSP: It grants access for EV users to the charging infrastructure by issuing a RFID-
card. Thus, it handles all communication and billing of EV users.

3. Energy Management System: It is a logical function that optimizes energy consump-
tion based on grid signals, market environment, contracts, and device minimum
performance standards. It can be a part of the CS management system operated by the
Charging Station Operator (CSO) or the home/building energy management system.

4. CSO: It might own and operates CSs. Its responsibilities probably extend to contain
the operation of parking spots and granting physical access to them. The management
of CSs is carried out by implementing communication protocols such as OCPP5 and
IEC 61850 [44], which enables, in its turn, to collect the required data for billing.
However, these roles of eMSP and CSO are not separated in all markets; they are filled
in by the same party so-called CSP in some countries.

5. DSO: It is operating in the medium and low voltage power grid and is responsible
for distributing electricity to end-users in a reliable way. Furthermore, it is assumed
to be able to provide information about the different sections of its grid, e. g., 24-
hours forecast of available power capacity or real-time data. An example of such
a communication is given in the Open Smart Charging Protocol (OSCP) standard6.
Thereby, the CSO proposes a set of charging profiles7 to an EV to select from. The
CSO builds those profiles based on capacity forecasts provided by the DSO through
OSCP messages, energy tariffs, and the business model of the CSO.

6. Energy Supplier (ES): The ES buys energy from the market or via direct contracts and
sells it to the end consumers. As an exception from the EU unbundling legislation
package, for small utilities, the ES may also be an energy producer, namely, an owner
of a small renewable system. The ES provides the CSO with energy tariffs for a
predefined time horizon.

7. e-Mobility Clearing House: It is responsible for enabling the roaming service through
establishing an open and neutral service for making the charging activities accessible
between different operators. For example, It provides eMSP by global charge point
information via communication with CSOs.

In addition to this relatively big number of different stakeholders in this immature market,
a variety of different technical integration and standards is observed as outlined in Figure
2.5. Smart charging is now adding another layer complexity to a highly complex ecosystem.

5https://www.openchargealliance.org/

6https://www.openchargealliance.org/protocols/oscp-10/

7Charging profile is defined regarding the specifications of OCPP 2.0 as time depending profile containing
information about the maximum charging capacity and the used phase that can be used by the CS during a
certain time slot
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Figure 2.5.: Non-exhaustive Overview of Existing Standards in EV Charging

2.2.2 EV Charging

To recharge, EVs must be typically connected to the power grid. Such integration has
two dimensions: first, the physical connection of the EV to the power grid, and second,
the charging coordination in order to guarantee a smooth charging operation without any
negative impact on the grid [45, 46]

The physical connection is carried out through Electric Vehicle Supply Equipment (EVSE) or
shortly CS that provides a range of heavy-duty or special connectors that conform to the
variety of standards. There have been a variety of different connector types and charging
modes. Mostly they map the geographical area requirements of the vehicle being run or
manufactured in. For example, those developments were influenced in particular by the
unique voltage characteristics of the U.S. power grid and the European network. As a result,
there are two dominating standards: SAE J1772 and IEC 62196.

“Charging can be performed in different modes and with different types of connectors. In
addition, there are different power levels that are specified for the respective charging
modes. Charging modes refer to the specifications and the infrastructure employed for
charging. The modes also specify charging currents and, therefore, the power that can be
used for a given system voltage . The charging power determines the impact the demand of
the EV has on the grid.” [38]. As depicted in Table 2.2, the available power ranges between
1.8 and 43.6 kW. The EU standard outlets and residential connections allow charging of the
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EV at rates up to 11.1 kW. Higher powers are restricted to the public and dedicated private
charging stations with powers from 11.1 to 43.6 AC, or 50kW DC.

Charging
Mode

Charging
Levels

Charging
Plug

Voltage
[V]

Phase
[#]

Current
[A]

Power
[kW]

1, 3

EU Standard CEE 7/Type 2 230 1 16 3.7
EU Semi-Fast Type 2 230 1 32 7.4
EU Semi-Fast Type 2 400 3 16 11.1
EU Semi-Fast Type 2 400 3 32 22.2
EU Fast Type 2 400 3 63 43.6

1, 2 US Level 1 Nema 5-20/Type 1 120 1 15 1.8
2, 3 US Level 1 Type 1 240 1 30 7.2

4
US Level 3 DC CHAdeMO/Type 4 50-500 - 100 50
EU Fast DC Type 2 Combo 500 - 140-200 100

Table 2.2.: Overview of Charging Modes, Levels, Plugs and their Specifications, Values for cosφ = 1
[38]

In general, EV charging can be performed in the following three ways:

1. Uncontrolled Charging (UC): refers to a scenario where charging of EVs is not
controlled by any mechanism. That can also be referred to as a dumb charging
strategy where EV is charged continuously from the time it is plugged in till the charge
is complete, for example, as soon as the user arrives home [47]. The charging starts
as soon as the car is connected to the socket, like any other electrical equipment.
Concerns of the grid operator are not taken into account as electric cars typically
charge with maximum power to achieve a high SoC by the end of the charging cycle8.
This type of charging during peak hours leads to increased grid stress, particularly into
distributions networks. Uncontrolled charging of EVs can lead to several problems in
terms of grid stability and cannot be continued with the increasing EV penetration in
the grid in the near future.

2. Plain load shifting: To avoid the problems of uncontrolled scenario, strategies like
charging the EVs during designated off-peak hours of the day are usually applied. This
method works to some extent in shifting the load to off-peak hours, but it might result
in a new peak with an increasing number of EV adoptions [48]. Time switches and
ripple control implemented commonly in Germany are examples of his straightforward
approach. While time switches just switch off the charge point during envisaged
peak times of the grid, the radio ripple control is sending a signal via the power line,
which is then read by a specific device which switches off the power supply to the
charge point. This type of charging can be considered as a preliminary smart charging
strategy.

8Precisely, the battery management system determines by itself the required power as soon as the EV is
connected.
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3. Advanced Smart Charging: The simplest and straightforward definition of intelligent
charging is applying any kind of control through the charging operation unlike uncon-
ditional charging. Thereby, the power availability of the grid and the distributions of
resources with consideration of both grid stability and user satisfaction [49] are taken
into account. There are two possibilities for its realization: (a) The open-loop where
the charging is controlled using price signals, which can be considered or ignored by
the customer. (b) The closed-loop where the charging is controlled using price and
technical signals in relation to a combination of constraints such as overload risk. The
solution proposed in this thesis adopts the second option.

However, different kinds of smart charging approaches (including a and b) enable EVs to
provide flexibility to the power grid as depicted in Figure 2.6
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Time-of-Use Pricing without 
Automated Control

Basic Control (on/off)

Unidirectional Control
(V1G)

Bidirectional Control
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Flexibility low high
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Figure 2.6.: Flexibility enabled by EV Smart Charging (Source IRENA [50])

2.2.3 Main Factors of EV Smart Charging
Intending to increase the EV penetration in order to reduce the carbon footprint of the
transportation sector [51], researchers focus on EV smart charging as a solution for making
EVs more attractive to customers. Every smart charging approach has to be clear on its
objectives. Hence, it is crucial to distinguish among the different design factors through
developing new intelligent charging strategies. In the following section, the main design
factors depicted in Figure 2.7 are highlighted.

A. Direction of Power Flow
The direction of the power flow is an essential factor to be considered when designing a
smart charging algorithm. The power flow can be either unidirectional or bidirectional.
While a vehicle can only fill up its battery by charging through the former, the vehicle
can also feed in a portion of the stored energy back to the grid for other purposes by the latter.

A.1 Unidirectional: It is the traditional method of charging, the so-called Grid-to-
Vehicle (G2V) or (V1G), where the power flows from the power grid to the rechargeable
batteries of EVs like any other electric load, thereby, the vehicle is charged enough to be
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used for the next trip. Since the charging demand is seen as a relatively big and extra load
in the distribution grid in comparison with the other loads, smart charging algorithms are
applied to facilitate the network operation without any concrete difficulties because of the
limitation of grid resources.

A.2 Bidirectional: The algorithm incorporates control strategies for both charging
and discharging of vehicles. There are different kinds in bidirectional charging like
Vehicle-to-Home (V2H), Vehicle-to-Building (V2B), Vehicle-to-Vehicle (V2V), and V2G.
While EV batteries can be used as a power source by individual EV owners at home either
during outages or on the purpose of reducing household load by V2H [52, 53], V2V [54]
facilitates the electricity exchange among a group of EVs in a community. Thus, it helps to
keep the power reserve within the community and to reduce the grid load. V2G [55] is the
most common bidirectional charging where the exchange of electricity is between grid and
EV.

Despite the advantages of Vehicle-to-X (V2X) technology, such as supporting an efficient
integration of renewable energy [56] and a seamless operating of power grids in terms of
PQ [57, 58], it still requires improvements in the market for commercial use. Furthermore,
a suitable incentivizing program for the EV owner is necessary in order to encourage
ignoring the rapid battery degradation due to frequent charge and discharge activities
[59]. It is worth mentioning that many of the proposed G2V smart charging approaches are
structured in such a way that it is enhanced to incorporate V2X charging in the future.

B. Stakeholder Precedence
As described in Section 2.2.1, there are four main stakeholders involved in an ecosystem
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of EVs: grid-relevant actors (DSO and ES), CSPs, and EV users. Clearly, all of them have
conflicting goals; thus, a smart charging approach shall be a balanced compromise of all
requirements and goals. To clear the main objectives of a proposed solution, the designer
has to contemplate the precedence of each actor. There are three possible focus points for
the precedence factor:

B.1 Grid: Smart charging schemes [24, 60, 61] are built with the focus on miti-
gating grid-related concerns due to the high EV penetration. The main grid-related
challenges are load flattening, PQ concerns, economic costs, resource availability, safety
concerns, and supply-demand management. However, grid-oriented strategies can attend
to user-satisfaction by adopting incentive schemes as a reward to the users for their
contribution towards maintaining stable PQ in the grid.

B.2 EV-related service provider: Any actor in between an EV user(s) and the
power grid belongs to a this set of actors, e. g., EV aggregator, residential EV fleet operator,
and CSP. Since such an actor is an intermediate actor, it intends to balance both user
and grid requirements in order to reduce the installation, operational, and maintenance
costs. Furthermore, the service providers aim to maximize their profit by selecting an
optimal charging strategy for the connected EVs, wherein the utilization of the charging
infrastructure increases the profit increase as well by exploiting the incentives introduced by
the grid operator.

B.3 End-user: The developed approaches in this category [62, 63, 64, 65] focus
on delivering satisfying charging energy to the user, e.g., meeting the user demand by
maximizing the available charging energy taking into consideration the primary grid
constraints. However, delivering complete user satisfaction during charging can be a
challenging task due to the various financial, infrastructural, and grid constraints. The
main issues related to the user are minimizing charging costs, driving range, security,
battery properties, higher SoC, and short waiting times. The user satisfaction level can
be measured based on how well the strategy tends to the user concerns mentioned
above.

The authors of [66] review and discuss thoroughly different charging controlled strategies
with respect to the concerns of the grid, service provider, and user. Although finding a
balance between the user and the grid is a common goal and intention of all approaches,
most of them usually tend to lean towards one more than the other. As a result, the
precedence criterion is vital, as it helps to set a clear goal on what aspects of charging will
be given more importance and what parameters are considered.

C. Mobility Pattern
By developing a smart charging solution, real scenarios for simulation are required in order
to show the usability of the solution in real life. Considering the different mobility aspects
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such as dynamic arrival/departure times give an opportunity to researchers for generating
such real scenarios on one hand. On the other hand, it increases the complexity of the
problem formulation. According to [67], there are two possibilities for modeling the EV
mobility for the simulation sake:

C.1 Static: The EV is considered as a fixed load for a certain time. The EV stays
plugged in the CS for the whole considered time duration and the temporal factors are
ignored completely [24, 60, 68, 69]. The static assumption is not realistic, but it helps in
studies to get an idea of how the algorithms work and the main parameters needed to
formulate the problem definition.

C.2 Dynamic: The researcher considers any sort of mobility traits by the strategy
design and evaluation. There are two possibilities for studying the dynamicity of the mobil-
ity patterns: (1) The different information of EVs such as individual arrival/departure time
is assumed to be available beforehand through either user’s input or forecasting methods
[70]. (2) It is assumed that no prior knowledge is at hand, and the arrivals/departures of
EVs are unpredictable besides other information such as initial SoC and required energy
[71, 72, 73, 74]. Although the first option is unrealistic in many cases; nevertheless, it is
used to focus on understanding the core methodology and parameters.

D. Mode of Charging
There are two ways to provide an EV with the required energy, namely, direct charging by

connecting the EV to an energy supply equipment and swapping the near-empty EV battery
for a full one at a Battery Swapping Station (BSS).

D.1 Direct Charging: As mentioned in Section 2.2.2, the EV can be charged via
either AC or DC by using a single phase or three phases. The charging time is in the ranges
from 6-24 hours depending on the capacity of EV battery by slow charging (up to 11 kW).
The charging with up to 20 kW reduces the charging time to 2-8 hours. The DC charging
method is used to charge EVs rapidly (up to 100 kW) in 10-30 minutes [46]. This kind of
charging is usually found at commercial places or gas stations.

D.2 Battery Swapping: This is the fastest method for the EV user as it provides an
immediate charging solution. It is especially popular among public transport like electric
taxis or buses. The research on the challenges of battery swapping is less common when
compared to direct charging [75, 76]. While there are obvious advantages of this method
for an end user, efficient use of stored batteries at the BSS can act as storage devices,
provide V2G facilities, and make renewable source a reliable alternative. However, smart
charging strategies are also relevant for the BSS to control charging or discharging of the
stored batteries [77, 78, 79].
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E. Application Domain
Developing a smart charging architecture needs dimensioning of the segment of reality

for which the architecture is designed. The size and technical specifications of the studied
system play a significant role in designing and deploying the solution. There are four
possible application domains where the smart charging approach can be applied:

E.1 Regional/Sectional: The solution is applied by the utility to the whole low
voltage grid (or a bigger section of the grid). The solution maintains simultaneously
multiple parking lots, CSs, and wall boxes [60, 80, 81].

E.2 Public: Smart charging schemes applied individually on scenarios of public EV
service providers like CSs, parking lots, multiplex, etc. [72, 82].

E.3 Residential: Strategies for controlling the charging of residential community,
or building EV management are designed [64, 83, 84].

E.4 Private: The controlling strategy is applied only on the installed system at the
households, namely, wall boxes [85, 86].

Hence depending on the objective of a particular smart charging architecture, the control
strategies can be implemented at different levels of the distribution grid. Some research
work considers multi-level architecture, which involves EV charging control strategies to be
present at one or more levels [87, 88, 89, 90].

2.2.4 A Classification of Charging Management Approaches
Charging management includes strategies that focus on the algorithmic way of controlling
and scheduling all controllable active EV charging operations in parallel. There are many
pilot projects on charging management and numerous research efforts every year for
developing efficient and smart approaches. This section focuses on the classification of G2V
approaches9. Since the classification is built from algorithmic point of view, it does not take
into account the infrastructural, communication, or storage costs. Sub-classes in charging
management strategies are explained below.

A. Time Scheduling
Time scheduling is a strategy where an algorithm decides a charging plan for either an EV
or a set of EVs. However, a simple charging plan in terms of scheduling is a set of binary
decisions, whether to charge an EV or not. It can be extended to include information
about the charging’s start and stop times, charging locations, and charging rate. Apart
from that, the main objective of time scheduling is shifting the load to off-peak hours in
order to fill the overnight valley of the power grid load curve along with satisfying user

9The same classification is valid for V2X, it can be extended in the same way.
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requirements. Time scheduling can be implemented in different ways; on one hand, the
schedule decision can be made either centrally or distributively. On the other hand, it can be
either pre-operational/day-ahead scheduling or real-time/decisive scheduling. The different
kinds are explained in the next sections.

A.1 Centralized Time Scheduling: It is a type of scheduling where the charging
schedule of EVs is directly determined at the central aggregator. The aggregator
function is usually either placed at a CSP or performed by an EV fleet operator to the
subscribed EV owners. However, two possibilities of carrying out the scheduling are stated
next:

• Pre-operational Scheduling: This kind of scheduling [70, 91, 92] usually assumes a
static scenario of EVs. The aggregator calculates a day-ahead charging schedule of
EVs based on the EV charging demands and historical information. EV information
such as driving pattern, arrival/departure, and charging properties of the EV are used
by the aggregator to forecast the EV load or the energy consumption of future trips.
The information mentioned above can be obtained not only through prediction but
also by direct inputs from actively participating or subscribed users. Other information
such as conventional load and electricity prices can also be predicted/calculated by
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the DSO and ES or the central aggregator itself. There are numerous prediction and
energy analysis studies proposed in research work [93, 94, 95].

However, the EVs are assumed/expected to follow this schedule motivated by incentive
or reward schemes [96, 97]. Thus, the charging schedule can be seen as a recom-
mended optimal schedule for EVs to minimize the cost of EV charging rather than a
hard restriction [62, 83, 98].

• Real-time Scheduling: The adaptive scheduling algorithms [74, 82, 99, 100] go
under this category in terms of considering the dynamic change of the ecosystem
parameters, e.g., the arriving/departing of EVs and the violating of grid constraints.
For example, in [83], though the aggregator pre-schedules charging time in advance,
the charging priority of plugged-in EVs are calculated by aggregator in real-time. EVs
are selected to charge according to the priorities values, and if the target load is
reached, EVs with the low priority are scheduled to charge in the next time-step.

A.2 Distributed Time Scheduling: The concept of distributed scheduling is that the
schedule decision is the combined effort of higher and lower entities in the system [87, 88].
In this type of time scheduling, though the schedule of charging times is decided by EV
users or at CSs - to charge or to be idle for each scheduling interval of a connection period -,
the computational presence of higher entity in the system is essential to decide on the final
charging schedule. For example, the waiting time at a CS or an energy cost value based on
the total load demand is calculated and sent back to the end entities to re-evaluate their
decision [101]. A game-theoretical approach is used to obtain a near-optimum charging
schedule for the day by each EV charger [102, 103]. This schedule decision, similar to
centralized scheduling, can be performed pre-operational/time-ahead or in real-time.

B. Charging Control
By approaches classified under this category, the distribution of power resources among

the EVs being charged is regulated in real-time based on a grid or EV-related factors,
unlike time-scheduling. There are plenty of charging control strategies in the literature.
They are differentiated through the efficiency and the studied use case. To the best of
the author’s knowledge, the research under this classification usually follows real-time
strategies. Nevertheless, the control strategies can be classified into three categories [38]
based on the location where the majority (entire) of the charging decision is carried out,
namely, centralized, decentralized, and distributed.

B.1 Centralized Charging Control: These approaches involve maintaining a master-slave
relationship, where the central unit has control over the end nodes of the network, usually
EVs. It is the most common control strategy and has been studied by many research work as
a method to incorporate coordinated EV charging [62, 63, 64, 69].

Here, a central aggregator or a central intelligent unit holds the sole responsibility of calcu-
lating optimum charging power for all connected EVs. The aggregator can be maintained by

2.2 Electric Vehicles 27



the utility (DSO) or CSP. The centralized structure of the smart charging infrastructure also
depends on the size of the problem under consideration, hence positioning of the central
unit (discussed in Section 2.2.3) can be in multiple locations in the power distribution grid,
e. g., multiple parking lots.

The aggregator, wherever positioned, has to have the highest level of knowledge regarding
its child elements to monitor and control the charging process. Bidirectional communication
between elements of the power grid and aggregator is necessary. For example, an EV
aggregator collects information from the EVs regarding various charging parameters, such
as maximum charging rate, charging period, arrival/departure time, expected SoC, battery
type, etc. depending upon the parameters used in their algorithm. Most of the research
work assumes this knowledge is held at the aggregator with negligible communication delay
using communication technology.

While the centralized approaches would be an easy and convenient strategy for the
controlled charging of EVs, they are unreliable due to the existence of a single point
of failure. Moreover, they have scalability issues because of the high communication
requirements as well as computation time, which is not practical for a large fleet. Finally,
users are not comfortable to hand over their charging control and trip information to an
aggregator [38].

B.2 Decentralized Charging Control: It includes strategies where complete con-
trol of the EV charging process is solely at the lowest node, namely, CS/EV. The
decentralized charging control is predominantly price-based mechanisms [104]. The
charging power and time are decided at EV to minimize the charging price and maximize
the SoC at the same time. Hence the charging control is entirely independent. While the
electricity price is made known to the EV users via an ES, other information such as user
preferences and battery properties are known and available locally at the Database (DB) of
the local node. In a strictly decentralized approach, each end node makes its controlling
decision despite other end nodes in the ecosystem; however, it can be enhanced by adding
price calculation strategies at higher levels to solve grid-related concerns [105, 106, 107,
108]. It is safe to assume that most decentralized charging control is mainly user-oriented;
nevertheless, some approaches consider the local voltage as the only indicator of the grid
status in order to alter the used power capacity[23].

B.3 Distributed Charging Control: It can also be termed as a hierarchical coordi-
nation strategy. There is an EV aggregator or a higher unit, which does part of the
computation, and other end nodes. In other words, the work of the charging decision is
neither the sole responsibility of a higher unit nor independently decided by the end nodes.
That requires multiple entities in the architecture to work together to calculate an adequate
charging power. However, the higher unit can do a calculation of either a service-price or an
indicator of the situation at the grid, e. g., congestion signal [24, 61] and peak-shaving
[109]. The communication among the higher and lower entities can be unidirectional [24,
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65, 81], or bidirectional [109, 110]. For example, authors of [109] propose an approach
where an EV sends its charging decision back to the higher unit.

In contrast to the centralized control, EVs need not share their information with the aggrega-
tor or among themselves preserving their privacy, which in turn means, the upper-level node
needs not to reveal its own sensitive information. The distributed control can be perceived as
the combination of centralized and decentralized approaches. It is recognized that they are
similar to the centralized methods by the presence of an aggregator or higher computational
unit, but retaining the control at the end node makes them closer to the distributed ones.
Another advantage is that there is no single point of failure, hence distributed control is
more reliable and robust, also scalable as the integration of additional agents do not require
significant changes to the overall system.

2.3 Summary and Discussion

Heretofore, DSOs have the responsibility to meet the requirements of PQ (see Section 2.1.2)
in their low and medium voltage networks. Due to the increasing installation of CSs and
RESs, such a task becomes more challenging. Especially, the PQ parameters of a feeder
line can change noticeably due to unexpected and unusually high loads. Furthermore,
the location of that load plays a significant role; the closer to the transformer, the less
relevant PQ impact on other consumers connected to other feeder lines, as will be seen in
Chapter 3.

Load adjustment is used by DSOs to counteract some PQ-relevant issues in the distribution
grid, specifically, voltage control. It has been mostly performed on relatively big loads
such as CSs. Unfortunately, load control cannot affect all different aspects of the PQ since
they are too volatile and short-lived. For example, harmonics introduced by the rectifier
of one or multiple CSs/EVs, flickers, and short-term voltage drops in the range of 100
ms to 300 ms. Additionally, EN 50160 determines the boundaries to comply with as the
average values of ten minutes or two hours. Hence, the short-term flicker does not violate
these boundaries since it is a voltage deviation in a time interval of much less than one
second. Due to these reasons, load control is determined as a strategy for long-term voltage
regulation.

As contrary to the high and medium voltage grids, one phase connections can be found in
the low voltage grid, which in turn causes the appearing of voltage imbalance because of the
unequal loads on the single phases. In general, public CSs are connected via three phases;
nevertheless, the number of used phases depends on the technical specification of either the
EV or the CS. For example, a Renault ZOE can be charged with only 10 Ampere by using a
domestic single phase socket. Still, it also supports also 3-phasing fast-charging up to 32
Ampere. Hence, an appropriate approach deciding about the used phase and the used power
could help to mitigate voltage unbalances as we will see in Chapter 3.
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The stabilization of the frequency of the public AC power systems is mainly the job of the
Transmission System Operators (TSOs) and balancing groups. While a higher grid frequency
indicates a lack of demand (plus losses) in comparison to the feed-in, lower frequency points
to the contrary, hence, a load control at a large scale could provide an additional mean in
order to stabilize the frequency. Although the regulation of the charging power to react to
the current frequency situations is feasible, this large scale orchestration of CSs is out of the
scope of this thesis.

Smart techniques of charging management are a necessity to help in a smooth transi-
tion of a high EV penetration in the coming years. To that end, charging management
should go hand in hand with infrastructural advancements such as AMI and RES integra-
tion, which in turn supports the successful adoption of e-mobility as the future form of
transport.

Time scheduling strategies focus on shifting the load in time to manage the charging demand
of EVs with the objective of the valley-filling of the power grid load curve. Most scheduling
strategies rely on predicting strategies based on historical data. Hence, the time scheduling
carries a major disadvantage as the user behavior is irregular, and assumptions about
the user-related uncertainties can bring down the performance of the strategies. Though
some real-time scheduling strategies do not depend on the predicted data [111], time
scheduling strategies, in general, do not focus on the charging rate modification. Hence,
charging control strategies give potentially more flexibility to the grid operator in order to
overcome in real-time the emerging issues such as congestion of the grid elements and PQ
issues.

Among charging control strategies, many studies adopt centralized approaches that possess a
distinct disadvantage of being a single point of control. Extensive communication overhead,
costs, scalability are some of the limitations of centralized strategies. Furthermore, a
coordinated control at different levels of a hierarchical distributed system such as the power
grid becomes infeasible with centralized control, as discussed in [112]. Decentralized
charging control theoretically overcomes the aforementioned problems by making the EVs
take complete control of charging, so the problem size is reduced to just one unit. There
might be an imbalance in the orientation of the architecture as the pure decentralized
strategies do not adequately heed to the grid-related concerns [113]. Assuming the pricing
scheme is fixed, it suffers again from prediction errors.

Additionally, decentralized approaches either depend only on local grid data at the CS or
assume all the necessary grid data is available locally at the controller. While the former
assumption is not enough to reflect the grid status completely, the latter ignores the fact of
data lacking from the distribution grids. In contrast, the distributed charging control follows
a hierarchical control strategy, where both grid and user-related concerns are accounted
as it retains the control at different points in the power system. The computational load
is distributed among the active participants, which reduces the stress on the aggregator or
upper entities. Data and control are partly localized, addressing the data privacy concern
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of users. Furthermore, the EV charging ecosystem contains multiple actors who prefer to
share information about their assets as little as possible, specifically the DSO about the low
voltage grid. Therefore, distributed approaches are likely the best solutions to keep the
communication among the actors as low as possible and to separate the different concerns
of ecosystem actors.

Most existing distributed solutions focus on calculating the price signal on the higher nodes,
e. g., aggregator. Some of them ignore the complexity of the power grid entirely and
assume an indication of a power grid status is given or calculated in a centralized way.
That calculation considers either the voltage or the congestion in the grid. A sophisticated
indication mechanism is required where more PQ parameters can be integrated easily.
Further, an efficient communication scheme for exchanging required data among the
software components is a priority to reduce the cost and delay as well. To the best of the
author’s knowledge, all smart approaches do not take into account the little incentives
right now but focus only on the overall economic benefit for society, which unfortunately
is not yet reflected in the regulatory regimes. Heretofore, a reward system incentivizing
a grid-friendly behavior of a consumer is missing, so a realization of such a scheme is a
valuable benefit of any solution, as depicted in Table 2.3, where the second column (R1)
contains only (x). Moreover, Table 2.3 shows the big focus on solving the congestion
problem in power grid (columns R3 and R4) while voltage issues are little addressed (R2)
since considering them adds more complexity to the studied system. Furthermore, most of
the related work sees the management problem of EVs charging only from an algorithmic
perspective, therefore, applicability concerns such as interoperability are completely ignored.

Ref. R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

[80] x x Ø Ø Ø Ø Ø x x x Ø
[114] x x Ø Ø Ø Ø Ø x x x Ø
[115] x x x Ø Ø x Ø Ø x x Ø
[116] x Ø Ø Ø x Ø Ø x x x Ø
[117] x x Ø Ø x x Ø x x x Ø
[118] x x Ø Ø x Ø Ø x x x Ø
[119] x x Ø Ø x Ø Ø Ø Ø x Ø
[120] x Ø Ø Ø Ø x Ø Ø Ø x Ø
[121] x x x Ø Ø Ø Ø Ø x x Ø
[122] x x x Ø x Ø Ø Ø Ø x Ø
[123] x Ø Ø Ø Ø x Ø Ø x x Ø
[124] x Ø Ø Ø Ø Ø Ø Ø Ø x Ø

Table 2.3.: Analysis of Selected Articles According to Design Requirements Mentioned in
Section 1.2

Based on the previous discussion, a novel distributed grid-friendly smart charging architec-
ture is proposed in this thesis, which considers the real-time conditions of the grid by using
an event-driven architecture to collect data. Additionally, the approach applies a smooth
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change of the charging power capacity to avoid drastic grid state changes. Inspired by Inter-
net, the architecture is based on a novel notification mechanism in smart grids. It informs the
control units about both the overloading of the grid elements (specifically the transformer
and feeder lines) and the voltage magnitude at specific points in the grid, e. g., at a CS or
critical points in the grid. Although the architecture supports only the V1G paradigm, it can
be extended to V2G one. Last but not least, it takes into account the different condition on
each power phase so a kind of phase balancing is enabled.

Next, the means of controlling PQ via CSs are discussed not only theoretically but also via
simulation.
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3Means of Controlling Power Quality using

EV Charging Stations

In the context of electric circuits, an electrical load is a component in which the current
is transformed into other forms like heat, light, work, etc. From the circuit perspective, a
load is defined by its impedance, which comprises Resistance (R) and a Reactance (X)1.
From a physical standpoint, loads are seen as the electrical characteristics of individual
devices.

Through considering a load as being defined by its impedance, any low voltage grid can
contain three basic types of loads:

• Resistive loads: They consist of any heating element such as lights and toasters. It
draws current in the same proportion with the apply voltage.

• Inductive loads: Electrical motors are the main parts of these loads; fans and vacuum
cleaners are two examples of many. In a purely inductive load, voltage leads the
current in an AC system, so a delay or phase shift of the maximum, minimum, and
zero points occurs. Hence, an inductive load consumes reactive power.

• Capacitive Loads: They include energy stored in materials and devices, such as
capacitors. No devices are assorted as a stand-alone capacitive load in the way light-
bulbs are labeled resistive, and air conditioners are categorized inductive. In contrast
to the inductive loads, the current leads the voltage in capacitive loads.

Loads are typically modeled in an aggregated way in the broad context of power systems.
So “load” may denote to an entire household, a city block, or all customers within a
given area. Consequently, the term load has attributes beyond impedance which relate
to aggregate behavior, such as demand timing, from the perspective of electrical utili-
ties.

The focus of this chapter is a public EV charging system as an emerging and non-trivial
aggregated load in the distribution grid. It consists of electric elements with different
characteristics; hence, it cannot be classified as one of the aforementioned pure types.
Therefore, a closer look at the architecture of an EV charging system is taken in Section 3.1.
Wherein, the different possible control parameters of a CS are discussed in detail theoretically

1According to [33], the electrical resistance is the property of a material or electric device to resist the flow of
direct current through it, while the electrical reactance is is the property of a device to influence the relative
timing of an alternating voltage and current due to that element’s inductance or capacitance.
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and by simulation in Section 3.2. Consequently, a formulation of an optimization problem
describing a grid-friendly operation of a CS using the identified parameters is introduced in
Section 3.3.

3.1 EV Charging System
Technically, all charging systems withdraw AC current from the grid and convert it to DC
current at an appropriate voltage for charging the battery. However, any EV charging system
consists of two main components: CS and the EV charger; Figure 3.1 exemplifies how
the key functions of an AC charging system are implemented2. The CS just supplies the
vehicle with the energy, usually in the form of a high voltage AC or DC supply. Thus, CSs
don’t normally have the electrical elements that must convert the electrical energy into a
form, which can be used directly on the battery, namely, the rectifier3, power control unit,
and converter. While charging functions are entirely contained within the vehicle for the
so-called “on-board” AC charger, they are split between the CS and the vehicles for the
so-called “off-board” DC charger.
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Figure 3.1.: EV charging System: on-board vs. off-board charger
Inspired by https://www.mpoweruk.com/infrastructure.html

By analyzing the components of an EV charging system in Figure 3.1, there are theoretically
several different control parameters that can help to maintain the quality of power. Never-
theless, the current hardware and communication protocols, such as OCPP is still limited to
active power control only and, in the best case, on different phases by OCPP 2.0. Some of
those parameters are listed below:

2The illustration is based on the standard SAE J1772, however, it is still suitable for clarifying the main
components of any EV charging system.

3While rectifiers convert AC to DC, converters can convert also DC to AC or DC from one voltage level to
another.
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1. Charging Station Location: As the authors of [125] state, improper positioning and
sizing of CSs can lead to a negative impact on the distribution system, particularly an
increase in network power losses, line congestion, and more degradation in voltage
profile. The high number of researches in the literature about this problem reflects its
importance for not only the grid operators but also CSPs on the purpose of the fast
adoption of EVs [126, 127, 128, 129]. However, the actual impact depends not only
on the distance to the transformer but also on fixed lines characteristics, surrounding
loads, and generators. As a result, the location of a CS can only be considered as a
passive way of controlling the power quality during grid connection planning.

2. Real Power Control (P ): A public CS with 50 kW (≈ two 22 kW AC charging
operations in parallel) can potentially bring the grid to its physical limits, resulting in
grid congestion and voltage problems. Hence, a reduction of the charging power for
a certain time can help regarding those concerns. Furthermore, a CS with variable
demand is an optimal consumer of the installed PV output in the low voltage grids
during peak PV supply, specifically, with huge numbers of installed PV peak power.

3. Power Factor Correction (PFC): Similar to the configurable PV inverters [130, 131],
a CS can assist the power grid theoretically in regulating the ratio of reactive power
(Q) at a particular grid location. Such functionality is related to developing a more
advanced rectifier system embedded either in DC CSs or built-in the EVs for AC
charging; see Figure 3.1. So to maintain voltage stability, the rectifier can either
consume the reactive power from nearby devices to deal with the voltage rise or
increases locally injected reactive power to meet the voltage drop. However, PFC will
enhance the electrical efficiency and longevity of inductive loads when appropriately
sized. But it may also have harmful side effects on sensitive industrial equipment
(e. g., harmonics) if not treated by qualified, experienced professionals.

Although ISO 151184 supports adjusting the P and Q at the car rectifier (AC charging)
by negotiating respective parameter configurations, existing CSs in the market do
not provide an interface for such functionality through well-known communication
standards.

4. Phase Balancing: The European power transmission and most of its distribution grid
are operated as a three-phase system. Unbalanced phases usually occur because of
variations in loads on phases. Because of their relatively high power demand, public
CSs are commonly supplied by using three phases as well. Via providing different load
levels on the three phases, it is assumed that DC CSs can decrease phase imbalance at
the grid connection point or in the whole low voltage grid [132]. Additionally, the
voltage imbalance can be improved locally with a balancing factor. Still, the same

4ISO 15118 is an international standard defining a V2G communication interface for bi-directional charging/dis-
charging of electric vehicles.
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balancing factor does not guarantee the reduction of voltage imbalance on other nodes,
more details in Section 3.2.4).

After this theoretical discussion of the main potential CS parameters, a simulation analysis
is introduced next, in which the impact of changing the values of the different parameters
at different points in the grid is shown.

3.2 Simulative Study of the Local Adjustment of CS
Parameters in a Low Voltage Grid

The main goal of this section is understanding to what extent the impact of CS propagates
through the distribution grid. To that end, not only the different values of P and Q of a CS
have been tested but also install locations.

3.2.1 Simulation Setup
The simulation is carried out using the power simulation tool PowerFactory from “DIgSI-
LENT”5. PowerFactory provides three main options for simulations:

• Static: The conventional load flow simulation is an example since it presumes that
the active and reactive power demand are constant values independent of the actual
voltage magnitude at the corresponding bus. Thereby, the load is modeled as a
constant impedance.

• Dynamic: In reality, the demand of the various kinds of residential, commercial, and
industrial loads is a function of the system voltage and frequency. So in voltage-
dependent loads, the current is a polynomial function of the actual voltage on the
respective node. The standard load flow simulation in PowerFactory applies a constant
power load model, thereby, it varies the impedance on change of input voltage, either
the load flow voltage or the rated voltage, to keep the power constant. If the voltage
dependency of loads is taken into account, it can seriously influence the results of
the load flow and power flow simulations. It also affects the dynamic behavior of the
system [133].

• RMS simulation: It is a tool that can be used for analyzing the dynamic behavior of a
system in the time domain, particularly in terms of voltage and frequency. By default,
the loads are set to be modeled as static in RMS simulation. RMS simulation allows
importing the (P , Q) values for each load for a predefined period from a file. However,
PowerFactory applies a constant power model., but the rated voltage is used since the
voltage dependency is not considered in this case.
In order to achieve realistic results, both the voltage dependency of busbars and varying

5https://www.digsilent.de/en/powerfactory.html
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Figure 3.2.: Test Distribution Grid

power demand of the loads have to be taken into account. Thus, instead of using
general load elements from the PowerFactory library for each industry, household, and
PV generator, a separated composite model is created [134]. Each model consists of
three standard single-phase loads connected to one bus; each representing a phase.
The connection of the loads is phase-to-neutral. Other components are a neutral bus,
data file, measurement devices, and a calculation block. The voltage measurement
devices are connected to the buses (including neutral) to obtain the actual voltage
magnitude values for each simulation step. The time-series data file contains the
input values of P and Q for each phase with a resolution of one second. Thus, the
impedance is recalculated using the measured voltage magnitude on each step of the
dynamic simulation so that the load voltage dependency is taken into account.
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Figure 3.3.: Line voltage drop analysis (starting at the low-voltage side of the transformers terminal

Using the composite models mentioned above, a low-voltage distribution network located in
a small city in Germany is implemented. It consists of a single 2-winding transformer with
a high voltage side of 20 kV and a low voltage side of 0,4 kV; 54 buses (nodes) including
22 buses representing industries, 19 buses representing households, and three buses for PV
systems. The nominal frequency of the system is 50 Hz. The transformer rating is 0,4 MVA.
The schematic illustration in Figure 3.2 depicts the distribution of the industrial loads, PVs,
and households in the grid. Finally, it is assumed that PV inverters do not perform any kind
of PFC.

Three kinds of 24-hour profiles are fed into the simulation: realistic household load profiles,
load profiles of “Bundesverband der Energie- und Wasserwirtschaft e.V” (BDEW) for indus-
tries [135], and real generation profiles for the PV systems. While the profiles of households
provide active and reactive power per phase, BDEW profiles provide only values of active
power. Hence, the value of PF and its type (lagging or leading) remained uncertain and
assuming it is required. Since industries typically have inductive loads, a PF of 0.95 lagging
is used. Moreover, the used three-phase profiles create a load imbalance among the different
phases in the simulated grid.

Since the major focus is on the impact of EV charging on the grid, the simulation time is
fixed to a two-hours charging operation through the most critical time on a winter working
day. It is between 17:00 and 19:00, where the voltage level at the different grid nodes
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reaches its lowest value without active EV charging, and the transformer load is at its peak.
An analysis of the line voltage drop of the grid (starting at the terminal of the transformer
on the low-voltage side) is performed and depicted in Figure 3.3. Since time-variant profiles
used for the simulation, line voltage drops of the grid are dynamic and depend on loads of
all connected instances. Therefore, it is not possible to define a node that has the highest
voltage drop for the whole day. Hence, the line voltage drop analysis has been performed
for the point in time where the transformer faces the highest load, which is at 62880 s =
17:28. As can be seen in the result (Figure 3.3), node 11 with a line distance of 366 m from
the transformer is facing the highest voltage drop for this point in time. Therefore, it is
considered as a critical point in this grid as well as its feeder.

3.2.2 Assessing the Impact of the CS Location and Real Power (P )
In order to assess the role of the CS location on the voltage deviation, three different
locations for installing the CS are chosen; (1) close to the transformer, (2) middle of
a critical feeder line in terms of voltage drop - highly loaded cable at the beginning of
the critical feeder-, and (3) at the end of the non-problematic feeder. Furthermore, the
maximum consumed power of a CS is varied among three values 22 kW, 44 kW, and 88 kW,
which corresponds to a single charging process with a type 2 plug, two, and four parallel
charging processes, respectively. As depicted in Figure 3.4, the voltage deviation is nearly
increasing linearly with the amount of attached power with small differences on the three
phases because of the different attached loads at the separate feeder. While the CS located
close to the transformer has minimum voltage deviation, the one in the middle of the critical
feeder suffers much higher than another at the end of a different feeder line due to highly
loaded cable at the beginning of the critical feeder. Worth of mentioning, the voltage drop
on electrical feeders depends basically on two parameters: the impedance of the feeders
and the current flowing through the feeders.

3.2.3 Assessing the Impact of the Power Factor Correction

At the same three locations mentioned above, the previous experiment is repeated with
alternating the PF to investigate the impact of PFC at CS. To that end, an equal power
factor is used in all three phases, while three different values (1.0, 0.9, and 0.8 leading) are
tested. Figure 3.5 shows the voltage deviation at several nodes and busbars only on phase A
since the other two phases yield similar results. The effect of PFC is evident in the scenarios
where the CS is close to the transformer and at the end of the feeder. Charging with a PFC
even reduces the maximum voltage deviation on phase A against to not charging at all.
Otherwise, the voltage deviation is improved slightly at the critical location. But it is not
reaching the voltage level in the “not charging” scenario. Furthermore, experiments show
an improving effect of PFC on the voltage imbalance. The highest effect is visible at the
middle of the feeder location since the most significant difference in the voltage deviation
on phase A can be observed there.
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Figure 3.4.: Maximum Voltage Deviation at a CS (under-voltage): Different power and location

3.2.4 Assessing the Impact of Phase Balancing

In contrast to the simple power reduction with an equal power distribution across phases,
a carefully adjusted balancing factor might be useful for keeping the CS power output
at a higher level, which in turn may contribute to the correct distribution of the overall
system load among phases. For example, if one phase is overloaded with three-phase CS,
the power can only be reduced on this single phase, and it is not necessary to reduce the
power on other phases. Otherwise, the power reduced on this overloaded phase can be
shared between the two other phases as long as hardware limitations for each phase allow
that.

In reality, the possibility of total power Ptotal distribution across phases is different from
Ptotal

3 . Rather it depends on the capacity of each line, e.g., if a CS’s maximum power is 44
kW, each of three phases is commonly limited to transmit 44

3 kW plus some margin. Within
this margin or in the case when the power supplied to the EV is less than maximum CS
power, it is possible to vary a balancing factor. Assuming the required charging capacity
is 35 kW (or 35 kVA with unity PF) and phase C is overloaded; hence, the power on this
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Figure 3.5.: Effect of PFC on the Voltage Deviation at Different Locations

phase must be reduced so equal distribution is no more valid in order to use the required
capacity.

However, the “Voltage Symmetry” metric measures the symmetry in a percentage of the
three-phase voltages. On one hand, voltage symmetry is defined as the ratio of the negative
sequence voltage component to the positive sequence voltage component regarding the
IEC 61400-21 standard. On the other hand, it is a hundred times the absolute value of the
maximum deviation of the line-neutral voltage from the average voltage on a three-phase
system divided by the average voltage regarding IEEE 112 standard. For sake of simplicity,
the latter definition is used to calculate the balanced power used on each phase P φ

balanced, as
depicted in Equations (3.1). This set of equations is applied in each time step (t) to calculate
the power for the next time step (t+1).

Uavg(t) =
∑

φ∈{a,b,c} Uφ(t)
3

P φ
balanced(t) = P φ

imbalanced(t) + P φ
imbalanced(t)U

φ(t) − Uavg(t)
Uavg(t) where φ ∈ {a, b, c}

(3.1)

In order to test the effect of load balancing on voltage imbalance, a 44 kW CS is connected
in the middle of the critical feeder line at Busbar 3 in Figure 3.2. The simulation time is
only two minutes, where the voltage imbalance and voltage deviation are obvious and high,
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as seen in Figure 3.6. Additionally, a unity PF is assumed and a balancing factor at each
simulation step based on Equation (3.1) is applied. Hence, the voltage deviation changes
differently on each phase, so the maximum voltage imbalance is even smaller than one in a
scenario without any installation of a CS, as depicted in Figure 3.7. That is because power
is shifted from the initially more loaded phase B (during the considered time) to the less
loaded phases A and C.
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Figure 3.6.: Voltage Imbalance Factor at Busbar 3 (No CS Installed)

The effect of phase balancing on different nodes is easy to see in Figure 3.7; it varies and
does not have the same local effect on other critical nodes of a system. That is due to
different load properties on each phase other nodes might have, and the applied balancing
mechanism at CS connected to Busbar 3 changes the resulting loading on other nodes
causing an increased/decreased voltage imbalance.

Based on this simulative study, three main facts about the possible effects of CS pa-
rameters are derived and used as a basis for developing a grid-friendly smart charging
solution. These are:

1. The optimal configuration of CS parameters varies with its location.

2. The impact of a CS is not only local but can propagate to neighboring nodes and
even to distant parts of the grid, e. g., PF and real power adjustment.

3. With a load balancing approach, voltage imbalance can be improved locally with
a well-chosen balancing factor but the same balancing factor does not guarantee
the reduction of voltage imbalance on other nodes.
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3.3 Grid-friendly Operation of a Charging Station

As it has been seen via simulations in previous sections, an optimal configuration of CS
parameters depends on a set of naturally dependent factors, e.g., the amount of reactive
power (Q) in the system, load on each phase, and the physical limitations of grid lines that
determine the actual voltage deviation and voltage imbalance. Furthermore, it is shown that
the initial PQ parameters on each phase at each individual grid point may vary. Additionally,
the impact of the CS is not only local but propagates to some extent to other parts of the
grid. As a result, charging control becomes a challenging task because of the complicated
and dynamic nature of the power system. However, researchers used to formulate this kind
of problems as an optimization problem where the different constraints of the system are
taken into consideration and searching for the optimum mostly be done in a centralized
way [136, 137].

In the next sections, an optimization problem for finding the optimal values of a CS’s
charging parameters is investigated. Thereby, the individual configuration of the active (P )
and reactive power (Q) of a CS is assumed to be technically doable on the fly during the
charging process via a smart controller. First, a linear approximation of the unbalanced
distribution grid is stated to simplify the problem formulation. For that sake, all required
variables are described in Table 3.1.

Variable Definition Range

Un Nominal voltage of the system ∈ R+

N Number of buses in the grid except CSs buses ∈ N
{csi} Set of CS buses -
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Variable Definition Range

φ Phases index ∈ {a, b, c}
πn Unique parent bus of bus n -
Cn Set of children buses of bus n -
Pn Subset of phases of bus n ⊆ {a, b, c}
un Vectors of voltage magnitude for all phases of bus n ∈ R3

+
qn Vectors of reactive power for all phases of bus n ∈ R3

pn Vectors of active power for all phases of bus n ∈ R3

s0 Vectors of apparent power for all phases of transformer ∈ R3
+

sR
0 Vectors of rated apparent power for all phases of transformer ∈ R3

+

Lij Distribution line connecting a pair of buses (i, j) -
ZLij The related phase impedance matrix of line Lij ∈ C3×3

Z0, Z+, Z− Zero-, positive-, and negative-sequence impedance ∈ C
PLij Vector of active power flows on all phases of line Lij ∈ R3

QLij Vector of reactive power flows on all phases of line Lij ∈ R3

SLij The complex power flows on all phases of line Lij ∈ R3

S Set of active CSs in the system -
xcs Total Active power consumed by a CS ∈ R+

pa
cs, p

b
cs, p

c
cs Active power consumed by a CS on phases A, B, and C ∈ R+

qa
cs, q

b
cs, q

c
cs Reactive power by a CS on phases A, B, and C ∈ R

Mcs Maximum physical capacity of a CS ∈ R+

ImbalanceU
cs Voltage imbalance factor at a CS ∈ R+

ω1, ω
φ
2 , ω3 Weights of the multi-objective function ∈ R+

λmin
cs , λmax

cs Thresholds for voltage constraint at a CS ∈ R+

λimb Threshold for voltage imbalance at a CS ∈ R+

λT Threshold for transformer apparent power ∈ R+

K Set of critical points (buses) defined by the DSO ⊆ {1..N}
Ωφ

k Weights of voltage objective for critical point k ∈ R+

λmin
k , λmax

k Thresholds for voltage constraint at critical point k ∈ R+

Table 3.1.: Description of Variables in Section 3.3

3.3.1 Modeling Unbalanced Distribution Grids

It is assumed that the CS is connected to a radial distribution grid comprising of N + 2
buses indicted by n ∈ N0 := {0, 1, 2, .., N} ∪ {cs} and phases indexed by φ ∈ {a, b, c}. The
transformer bus numbered by n = 0. Every non-feeder bus n ∈ N has a unique parent bus
indexed by πn. The distribution line connecting a pair of buses (i, j) is denoted as Lij . For
bus n, let also Cn denote the set of its children buses, and Pn ⊆ {a, b, c} the subset of its
phases. A linearized grid model proposed in [123, 138] is adopted here to simplify the
formulation of our problem using a three-phases AC model.
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Let un, qn, and pn be respectively the 3-dimensional vectors of voltage magnitude, reactive
power injection, and active power injection for all phases of bus n, e.g., {ua

n, u
b
n, u

c
n}. For

line Lij , let ZLij ∈ C3×3 be the related phase impedance matrix. Furthermore, PLij and
QLij are defined as the vectors of (re)active power that flows on all phases of line Lij . If
line losses are relatively small (i.e. ZLn .Lij << SLij where SLij is the complex power flows
on all phases of line Lij) and voltages are roughly balanced in terms of angle, i. e., the
voltage of different phases differs in angle by ≈ 120◦ [138], the linearized multi-phases
power flow model reads:

pn =
∑

k∈Cn

PLnk
− PLπnn n ∈ {0..N} ∪ {cs} (3.2a)

qn =
∑

k∈Cn

QLnk
−QLπnn n ∈ {0..N} ∪ {cs} (3.2b)

u2
πn

− u2
n = Re{Z∗

Lπnn(PLπnn + jQLπnn)} n ∈ {0..N} ∪ {cs} (3.2c)

where

•

ZLπnn =

∣∣∣∣∣∣∣∣
Z0 0 0
0 Z+ 0
0 0 Z−

∣∣∣∣∣∣∣∣
Where Z0, Z+, and Z− are the zero-sequence, the positive-sequence and the negative-
sequence impedance of line Lπnn respectively.

• Z∗
Lπnn = diag(A) × ZLπnn × diag(A)

• A = [1 α α2]T

• α = e−j 2π
3

• (x) denotes the complex conjugation.

• For most typical operating conditions, the disparity in angles of the voltage phasors at
two buses i and j connected by a Lij is less than 10-15 degrees. It is sporadic ever
to see such angular separation exceeding 30 degrees. Thus, it is assumed that the
angular separation across any transmission line is “small”. Moreover, one might be
tempted to accept the approximation that the sine function goes to zero with small
angles. Therefore, only the real part is considered in Constraint (3.2c).

• If not all phases are given, power injection, flow vector, and phase impedance matrices
are zero-padded.

• For holding the voltage Constraint (3.2c), the entries of un are arbitrarily set to the
corresponding entries of uπn when un is linked with non-existing phases.

• In order to linearize the voltage Constraint 3.2c, it is assumed that vector un and uπn

contain the squared voltage magnitudes.
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3.3.2 Problem Formulation

Since it is assumed that the smart controller can vary the PF as well as the active power
on each phase at the CS, six configuration parameters of a CS are considered as decision
variables {pa

cs, p
b
cs, p

c
cs, q

a
cs, q

b
cs, q

c
cs} of a multi-objective problem. Firstly, the total active

power used by the CS, xcs = pa
cs + pb

cs + pc
cs, has to be maximized by minimizing the

difference between the maximum physical capacity of the CS, Mcs, and xcs. Since the
departure of EVs from homes and public CSs is non-deterministic, it is reasonable to assert
that EV owners are greedy and prefer to finish charging their EVs as soon as possible to avoid
range anxiety and long waiting time. Secondly, the RMS value of the voltage on each phase
φ ∈ Pcs at the CS (uφ

cs) is as possible close to the nominal voltage of the system Un = 230
V. Worth mentioning that the total reactive power, qa

cs + qb
cs + qc

cs, consumed or injected
by the CS plays a significant role regarding this objective. Thirdly, an additional objective
regarding the voltage imbalance is that ImbalanceU

cs = 100max|Uφ
cs−Uavg |

Uavg
(according to IEEE

112 standard) should be minimized. These objectives are normalized and weighted by
ω1, ωφ

2 , and ω3 ∈ R+. The selection of weight values depends on the main concern of the
designed controller.
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Figure 3.8.: The Voltage at Busbar 1 in Two Cases: no CS installed and 44 KW CS installed

However, this kind of problems are termed as Many-objective Optimization Problems
(MaOPs) since the number of objectives grows beyond three. These problems are classified
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as intractable with regards to both time and space [139], which means they possess a degree
of complexity that is not solvable. In other words, they are generally not possible to be
solved precisely, rather solving an approximation to the actual problem or finding a local
optimum are applied. Moreover, the use of Pareto dominance, which is the corner-stone
of Multi-Objective Problems (MOP) algorithms, becomes ineffective since the solutions in
these higher-order spaces no longer dominate one another. Additionally, adding a non-
linear AC power flow model6, which describes the power flow through each distribution
line, makes the problem more complicated. As a result, the linearized multi-phases power
flow stated in Equations (3.2) is used to simplify the problem. Thus, the stated problem
described in Formulae (3.3) becomes a continuous linear problem with negative values
of decision variables since it is assumed that the CS can both inject and consume reactive
power. However, negative and positive values of active power at the CS is also possible if
V2G technology is considered. Since this thesis focuses only on V1G, no negative values
of variables (pa

cs, p
b
cs, p

c
cs) are possible. For clarity, it is avoided to mention the constraints

regarding the network operating limits (see Section 2.1.2) in Equations (3.2), namely,
voltages.

min
pa

cs,pb
cs,pc

cs,qa
cs,qb

cs,qc
cs

ω1
Mcs − xcs

Mcs
+

∑
φ∈Pcs

ωφ
2

|Un − uφ
cs|

Un
+ ω3 Imbalance

U
cs

subject to xcs = pa
cs + pb

cs + pc
cs

xcs ≤Mcs

pn =
∑

k∈Cn

PLnk
− PLπnn ; n ∈ {0..N} ∪ {cs}

qn =
∑

k∈Cn

QLnk
−QLπnn ; n ∈ {0..N} ∪ {cs}

u2
πn

− u2
n = Re{Z∗

Lπnn(PLπnn + jQLπnn)}; n ∈ {0..N} ∪ {cs}
(3.3)

Based on the simulation results in Section 3.2, the impact of a certain load is locally
concentrated, but it can be distributed to other nodes on the same feeder line or a near
feeder. Therefore, the objective function in Formulae (3.3) can be extended to include a new
objective(s) regarding the voltage at a critical point(s) k ∈ K ⊆ {0, .., N} predetermined by
the DSO. That objective(s) is weighted by Ωφ

k as follows.

min
pa

cs,pb
cs,pc

cs,qa
cs,qb

cs,qc
cs

ω1
Mcs − xcs

Mcs
+

∑
φ∈Pcs

ωφ
2

|Un − uφ
cs|

Un
+

∑
k∈K

∑
φ∈Pk

Ωφ
k

|Un − uφ
k |

Un
+ω3Imbalance

U
cs

In reality, the DSO has no ambition to keep the voltage close to Un as much as possible since
it is not required, according to EN 50160 and other standards. Otherwise, the particularities
of each connection point in the distribution grid could reflect the need to keep the voltage

6The problem is non-linear because the power flow into load impedance is a function of the square of the
applied voltages.
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higher than a certain threshold to avoid a big voltage drop at the end of the feeder line.
For example, the voltage at busbar 1 in the grid illustrated in Figure 3.2 is always higher
than Un even when installing 44 KW CS, as depicted in Figure 3.8, since it is very close to
the transformer. As a result, the objectives of the voltage deviation minimization can be
replaced by a set of constraints. Similarly, the voltage Imbalance objective can be replaced
by a constraint as well. Hence, the optimization problem described in Formulae (3.3) can
be reformulated as follows:

min
pa

cs,pb
cs,pc

cs,qa
cs,qb

cs,qc
cs

Mcs − xcs

Mcs

subject to xcs = pa
cs + pb

cs + pc
cs

xcs ≤Mcs

pn =
∑

k∈Cn

PLnk
− PLπnn ; n ∈ {0..N} ∪ {cs}

qn =
∑

k∈Cn

QLnk
−QLπnn ; n ∈ {0..N} ∪ {cs}

u2
πn

− u2
n = Re{Z∗

Lπnn(PLπnn + jQLπnn)}; n ∈ {0..N} ∪ {cs}

λmin
cs Un ≤ ucs ≤ λmax

cs Un

λmin
k Un ≤ uk ≤ λmax

k Un; k ∈ K

ImbalanceU
cs ≤ λimb

(3.4)

Moreover, the DSO would like to avoid the congestion of distribution branches and transform-
ers since persistent overloading could cause damage to conductors, overheat transformers,
and degrade their insulation. Thus, the apparent power flows through a branch or a trans-
former have to be smaller than a certain percentage of the rated apparent power of it (sR).
For simplicity, we include only one constraint about the most important point of the grid,
namely, the transformer:

s0 < λT sR
0 ; λT , s0, s

R
0 ∈ R3

+

However, the modified optimization problem described in Formulae (3.4) includes only
one objective, which can be replaced by maximizing the charging power xcs instead of
minimizing the difference. In other words, a utility of greedy EV owners by their charging
rate xcs is defined. That utility function measures the satisfaction of EV owners, which is
proportional to the rate at which his/her EV is charged.

By considering multiple active chargers csi ∈ S installed in the low voltage grid, the
main objective of the formulated problem becomes not only grid-friendliness, but also
fair allocation of the available capacity of the network among the active CSs. Authors
of [140] discussed multiple fairness criteria based on the global objective function of the
optimization problem. In this thesis, the notation of proportional fairness is adopted in a
similar way to the authors of [24]. According to the authors, this kind of fairness is the only

48 Chapter 3 Means of Controlling Power Quality using EV Charging Stations



one that provides a scale-invariant Pareto optimal solution and conforms to the axioms of
fairness specified in game theory. Additionally, it is achieved if the value of a global objective
function is maximized, which is the sum of the logarithm of the utility functions log(xcsi).
This function is infinitely differential, increasing, and strictly concave on its interior domain.
As a result, the optimization problem is modified as follows:

max
xcsi ,qa

csi
,qb

csi
,qc

csi

∑
csi∈S

log(xcsi)

subject to xcsi = pa
csi

+ pb
csi

+ pc
csi

; csi ∈ S

xcsi ≤Mcsi ; csi ∈ S

pn =
∑

k∈Cn

PLnk
− PLπnn ; n ∈ {0..N} ∪ S

qn =
∑

k∈Cn

QLnk
−QLπnn ; n ∈ {0..N} ∪ S

u2
πn

− u2
n = Re{Z∗

Lπnn(PLπnn + jQLπnn)}; n ∈ {0..N} ∪ S

λmin
csi

Un ≤ ucsi ≤ λmax
csi

Un; csi ∈ S

λmin
k Un ≤ uk ≤ λmax

k Un; k ∈ K

ImbalanceU
csi

≤ λimb csi ∈ S

s0 < λT sR
0

(3.5)

The proposed problem presents an increased computational complexity, which is mainly
caused by two factors. The first corresponds to the inherent network non-linearities7. The
second is the size of low voltage networks. As a consequence, conventional optimization
approaches can be inadequate because of the local maximum solutions. In contrast, heuristic
or meta-heuristic techniques are considerably time-consuming and cannot be applied in
real-world conditions [141]. However, solving such a problem by a centralized entity can
provide proof about the con(di)vergence of the proposed system in Chapter 4. Next, a
simplified version of the proposed problem is discussed.

3.3.3 Case Study
One typical approximation used by researchers in the domain of power systems is assum-
ing that the system is completely balanced, not only in terms of voltage angle but also
of magnitudes. Thus, a single-phase system is considered instead of a three-phase one.
Such an approximation simplifies the problem but ignores the role of a CS in minimizing
the voltage imbalance in the grid ultimately. Based on the fact that both CS and com-
munication protocol support neither the reactive power control nor the loads balancing
among the phases nowadays, the respective objectives (constraints) can be disregarded in
this use case. There are, however, strong arguments in favor of active power control (P )
[142]:

7The linear approximation described in Section 3.3.1 deals with this point partially.
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• Contrary to grid reinforcement and On Load Tap Changer (OLTC)-like technologies, it
does not involve additional CAPital EXpenditure (CAPEX) cost; In Section 5.1.4.1, a
comparison between OLTC-based solutions and SC-based solutions is stated.

• Due to the high R/X ratio of low voltage lines, one kvar of reactive power in a low
voltage network has an impact itself much smaller than the one of one kW of active
power. Hence, the effect of active power P on voltage is usually many times stronger
than the effect of reactive power Q in distribution grids.

• Contrary to reactive power control and OLTC-like technologies, active power curtail-
ment allows current constraints (overloads) to be resolved, not just voltage problems.

Additionally, only one critical point is considered instead of |K |8. Thus, the simplified version
of the optimization problem can be described as Formulae (3.6).

max
xcsi

∑
csi∈S

log(xcsi)

subject to xcsi ≤Mcsi ; csi ∈ S

pn =
∑

k∈Cn

PLnk
− PLπnn ; n ∈ {0..N} ∪ S

qn =
∑

k∈Cn

QLnk
−QLπnn ; n ∈ {0..N} ∪ S

u2
πn

− u2
n = Re{ẐLπnn(PLπnn + jQLπnn)}; n ∈ {0..N} ∪ S

λmin
csi

Un ≤ ucsi ≤ λmax
csi

Un; csi ∈ S

λmin
0 Un ≤ u0 ≤ λmax

0 Un

s0 < λT sR
0

(3.6)

Where ZLij is the complex impedance of the line Lij , which is a vector sum of the reactance
(X) and the resistance (R) in the complex plane.

λmin
csi

λmax
csi

λmin
0 λmax

0 λT Mcsi

0.97 1.03 0.97 1.03 0.375 22 kW

Table 3.2.: Values of the Main Parameters in Formulae (3.6)

The simplified problem is similar to Optimal Power Flow (OPF) problems introduced by J.
Carpentier for the first time in 1962 [143]. It is one of the most challenging optimization
problems in power system engineering. The goal of OPF is to find the optimal setting of a
given power system that optimizes the objective function of a system, such as a system loss,
bus voltage deviation and total generation cost subjected to a set of constraints, particularly

8More than one critical points can be considered, but that would increase the computation time without any
actual addition in such a small grid.
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power flow equations, and operating limits [144]. However, the convergence and the
computational time of OPF are questionable when it is applied to large scale systems
[145] because of the non-linearity of the power flow equations. In the literature, plenty
of approximations of an OPF model are proposed to improve the performance of any OPF
solver, e.g., Linearized AC OPF model [146], quadratic AC OPF model [147] and DC OPF
model [148].

The complexity and approximation of such a problem are out of the scope of this work since
they are thoroughly studied in the literature. Hence, a linear OPF model is just adopted to
find a solution for the case study described in the next paragraph.

In the grid illustrated in Figure 3.2, four CSs with capacities of 22 kW installed in four
different locations: two close to the transformer at busbar 1, one at Node 8, and one at
Node 11 that was defined as a critical point in terms of voltage. It is assumed that the four
CSs are active for the whole simulation time with their maximum capacities 22 kW. Three
scenarios are adopted to show how a centralized controller can adjust the used charging
power to keep the voltage and the transformer load in the predetermined boundaries. (1)
Uncontrolled charging operations (UC), (2) no active charging operations (Baseline_Min),
and (3) controlled charging operations (SC) via centralized controller solving the problem
stated in Formulae (3.6) in each simulation step. The different parameters are defined in
Table 3.2. A simulation of a one day runs and the optimal solution is calculated for each
step based on the status of the grid in the previous step, i. e., the different values of loads
and generation units in the grid. The goal of this case study is to show that the formulated
problem is solvable. The computation time of the solution is not a part of this discussion.

The initial analysis of the results shows that roughly the periods between 8:00 - 12:00 and
between 16:00 - 20:00 are peak hours in the day, where the load in the grid is high. It is
resulting in a voltage drop greater than 3% (voltage thresholds) and overloading at the
transformer even during the Baseline_Min scenario. During this time, SC restrains from
further adding the CSs loads to the grid by reducing the charging power at each CS to a
minimum value (it is assumed to be 1.3 kW in this case). Thus, avoiding further strain on
the situation of the grid. As the algorithm supports only V1G, the degraded power quality
during the peak hours cannot be compensated by the SC.

As depicted in Figure 3.9, the transformer crosses the threshold for 72.2% of the day during
the Baseline_UC scenario. The centralized SC prevents the transformer from overloading
completely. The effect of the overloading constraint appears clearly during the afternoon be-
tween 12:00 and 15:00, where the SC fills the valley in the transformer load in Baseline_Min
without violating the voltage constraints.

Comparing the voltage level at the critical node in the SC scenario to the baseline scenarios is
depicted in Figure 3.10. As seen in the graph, the centralized algorithm controls CS demands
in such a way that the voltage level is among the thresholds during the off-peak times.
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Figure 3.9.: Apparent Power at the Transformer

Unlike the overloading, the voltage sticks to the voltage in the scenario Baseline_Min during
the on-peaks times. Otherwise, the voltage tries to be closer to the minimum threshold,
λmin

csi
Un ≈ 224 V , as much as possible since it means more consumption, i. e., more load

causes a higher voltage drop.

As the proportional fairness is a part of the objective function in the stated problem in
Formulae (3.6), Figure 3.11 shows the active power of all four CSs and the overall utilization.
Within the time range, 00:00 - 07:00, when the low voltage at the critical point results in
reducing the used capacity at the CS installed there, the CSs at non-critical locations can
charge nearly with their maximum charging power. The first clear collaboration between
CSs appears between 06:30 and 08:30. After that, starting at 09:00, all CSs react and
reduce their charging power accordingly to the minimum value since no solution can keep
the voltage at the critical point within the predefined thresholds. Therefore, the minimum
values are used. The consumed energies by CS1, CS2, CS3, and CS4 are 259.33, 177.66,
264.53, and 238.47 kWh respectively. It is worth mentioning that the installation place of a
CS plays a significant role in deciding the amount of allocated power since the realization
of voltage constraints depends notably on the surroundings loads and the distance to the
transformer.
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Figure 3.10.: Voltage Level at the Critical Node

3.4 Summary
In this chapter, the influence of a single three-phase CS on PQ in a distribution grid is
studied, particularly, voltage deviation and voltage imbalance. Various study cases are
analyzed via simulations of charging processes using a realistic grid model; thereby, it is
assumed that a CS has a configurable rectifier and charging parameters can be potentially
changed “on the fly” (during the charging process) depending on the actual PQ state in
the grid. The simulation shows that the impact of a CS is not only on the local bus, but it
can propagate to other buses of the system. Furthermore, the load balancing approach can
improve voltage imbalance locally (only magnitude) with a certain balancing factor but does
not guarantee the reduction of voltage imbalance on other nodes.

Finally, an optimization problem concerning a CS’s parameters has been formulated that
can be configured during the execution of a charging operation. The optimization problems
can find the best possible solution for a CS’s configuration parameters taking into account
both power quality and the fairness among the active CSs. The drawback of this solution is
the time complexity because of the required power flow analysis on each iteration. However,
a linear model of the power grid is used to relax the problem.

Nevertheless, the centralized solutions are not very attractive for both the grid operator
(namely, DSO) and the CSP, since it needs a total share of knowledge among the actors.
Furthermore, they are computationally exhausting in a large scale scenario. Additionally,
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the DSO should be able to collect data from every single bus and connection point in the
grid, which involves many risks such as privacy, cost, and communication infrastructure.
Therefore, a distributed solution considering most of these requirements is required and
proposed in the next section.
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4Distributed Grid-Friendly Smart Charging

Architecture

Publication References1:

• A. Alyousef, D. Danner, F. Kupzog, and H. De Meer. “Design and Validation of a Smart
Charging Algorithm for Power Quality Control in Electrical Distribution Systems.”
ACM e-Energy ’18

• A. Alyousef, D. Danner, F. Kupzog, and H. De Meer. “Enhancing Power Quality
in Electrical Distribution Systems Using a Smart Charging Architecture.” Energy
Informatics, 1(1):28 2018

• A. Alyousef and H. de Meer. “Design of a TCP-like Smart Charging Controller for
Power Quality in Electrical Distribution Systems.” ACM e-Energy ’19.

Let us consider an abstract system, which generates some output and whose states evolve
under the influence of two types of inputs, namely, the control variables and the disturbances
(either observed or unobserved). In general, the control goal is commonly to get the system
output to follow the desired trajectory. Consequently, two main categories of control systems
are identified:

• Open-loop control: Also known as a non-feedback system. Thereby, the value of
control variables is set irrespective of the values of both disturbances and system
output. Therefore, an open-loop system is supposed to obey its input command or
setpoint independent of the final result.

• Closed-loop control: Also known as a feedback control system. Thereby, the value
of the control variable is chosen dependent on the output of the system. Whereby,
some portion of the output is returned to the input to form part of the system reaction.
Those systems allow automation in many of industrial and environmental settings, and
regulate processes in Industrial Control Systems (ICSs) such as Supervisory Control
And Data Acquisition (SCADA) and Distributed Control Systems (DCSs).

1The research work from these papers that is included in the thesis was carried out and documented by the
author of this thesis.
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Figure 4.1.: Closed-loop System with Performance Optimization [150]

In system theory [149], it is assumed that a closed-loop system of a discrete-time model with
performance evaluation and optimization has the data flow illustrated in Figure 4.1. Here
the output of the system is used to evaluate some function g(), which defines a performance
measure for the system over a time interval. It is also sometimes referred to as performance
metric or cost function.

The power grid, as one of those complex systems, is classified in most of the literature as
a dynamic and time-varying system. It is used to apply a discrete-time model to analyze
and design smart solutions of the power grid by using discrete load and generation pro-
files, e.g., power flow analysis. In this chapter, a distributed grid-friendly smart charging
architecture is introduced using the scheme of the closed-loop system. The performance
evaluation of this proposed system measures the grid-friendly behavior of a charging sys-
tem and the satisfaction of the main stakeholders as well, namely, DSO, CSP, and EV
user.

The chapter starts with introducing the traffic light model as the main idea of the proposed
system, and then, the system is described in general. Afterward, a detailed description of
each part of the proposed architecture is stated,including an event-driven data gathering
mechanism, a notification mechanism in distribution grids, and two smart controllers for
controlling the charging power at CSs.

4.1 Traffic Light Model
The BDEW proposes a roadmap [151] for a realization of smart grids in Germany to ensure
stability and efficiency through the flexibility of both the networks themselves and their
users. This roadmap introduces the concept of the traffic light model to the smart grid,
which “governs the fundamental interaction between market and network based on system
conditions of green, amber(yellow), and red”. This concept aims to describe the energy
market in which DSOs or TSOs may demand local and temporal flexibility, depending on
their network situation (amber phase). The authors of [152] describe the traffic light
concept in more detail, and the preliminary design of the amber state is proposed. However,
DSOs calculate present and forecast status of their network segment and allocate one of the
three traffic light phases as follows:
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• Green - Market Phase: No critical network situations exist and no intervention of the
DSO in the market.

• Amber - Interaction Phase: Potential or actual network shortage/surplus in the de-
fined network segment exists, so the DSO utilizes the flexibility offered by market
participants to mitigate the damage.

• Red - Network Phase: The DSO must intervene directly to remedy the direct risk to
the stability of the system.

The authors of [153, 154] propose an implementation of the yellow state based on forecasts.
In the case of a predicted power quality problem, the market mechanisms are used to buy
flexibility for this time window. An updated version of the traffic light concept is introduced
in [154], which may be used by the DSO to control Demand Response (DR) units. The
proposed approach depends on information from power flow calculation based on the joint
load schedule of DR units and the residual loads.

The proposed approach in this thesis can be seen as an implementation of the amber state
of the traffic light model, as mentioned earlier, which depends on real-time conditions
and extends the current amber state by adding several new states within it by predefined
thresholds. In this way, the flexibility introduced by the e-mobility sector can be used
more efficiently, considering the requirements of both the grid and the running charging
processes.

4.2 System Proposal
The author proposes a system in which a public CS can react immediately to different events
happening in a distribution grid in terms of overloading the assets and the degradation of
power quality, more specifically, voltage drops on a feeder line. The reactions of each CS are
independent of other CSs and might based (only) on the current state of the grid, regardless
of the reactions of the other existing CSs in the system. The proposed mechanism complies
with three crucial design criteria. Firstly, it needs to be scalable in terms of the number of
involved CSs. Secondly, it is based as much as possible on locally available data at the CS,
such that it can even react in case there is a communication problem with the monitoring
mechanism of the grid. Third, it separates the concerns of CSPs and DSOs. Hence, the
proposed architecture is distributed and located on the actuator side, which is the CS in our
case.

In order to monitor the power quality, it is essential to measure voltage, current, frequency,
harmonic distortion, and waveform at different points of the grid [155]. In this work,
a monitored point is referred to as a MP. In this regard, power quality is indicated by
Grid State Indicators (GSIs), e.g. the voltage level or loading of grid elements, such as
the transformer or feeder lines. Furthermore, these GSI classes are computed/measured
directly at MP in real-time, e. g., calculation of RMS values, or are computed using multiple
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measured GSIs values at different MPs, e. g., the minimum voltage on an individual feeder
line.

As the proposed architecture enables the response to different power quality issues in nearly
real-time, a data stream in high resolution is required (e. g., in a 3 seconds interval). On one
hand, real-time handling of big data streams requires a data processing architecture that
needs to be generic, scalable, and fault-tolerant [156]. On the other hand, the measured
GSIs values are most interesting when they are beyond a certain threshold, e. g., the voltage
is higher or lower than ± 10% of the nominal voltage [21]. In the architecture shown in
Figure 4.2, an event-driven streaming service is assumed, like Apache Kafka [157], to be
existing as real-time data handling for events from the power grid [158, 159, 160]. These
events are triggered by MPs due to unusual GSIs values2 and sent to the Kafka cluster, e. g.,
using cellular networks or dedicated Internet access.

However, the collected GSIs values are forwarded to controller components, that are located
at CSs. The responsibility of these controllers is to indicate the present status of the low
voltage grid and to choose appropriate actions in order to mitigate stress on the power
grid arising from emerging power quality issues. As depicted in Figure 4.2, power quality
estimation is performed by a component called PQ-Indicator, which responds to triggered
events from Kafka. For example, in case of voltage fluctuations that refer to degradation
of the power quality, it estimates the power quality gradually, then, asks the so-called SC
to decrease/increase the charging rate in order to counteract the voltage fluctuation and,
hence, improve power quality.

The output of PQ-Indicator is a power quality indicator, called PQ-Indic. It is a fuzzy
indicator defined within the range of [−1, 1], and it adopts the traffic light model. Within
this normalized range, (-1) corresponds to either a complete shutdown of the charging
process or a reduction to the minimum required power in order to be able to control the
EV charging later. In contrast, the value (+1) represents the maximum power capacity
of the CS. The smart charger applies a smooth or drastic change on the used charging
power capacity depending on the value of PQ-Indic. However, the reason behind separating
power quality indication and control logic is due to the different interests of the involved
parties. From the CSP perspective, the PQ-Indicator is a black box, which is configured
by the DSO depending on the characteristics of each low voltage grid individually, e. g.,
applying different thresholds for voltage boundaries. In contrast, the CSP configures the SC
according to its business model.

One of the main requirements of this architecture is the continuous limitation of the charging
power capacity at a CS during a charging process. That is possible with OCPP in version 1.6
that defines the communication between SC and CS. In version 2.0 [161], CSs and charge
points support smart charging profiles. These profiles can set constraints to the maximum
amount of power (by defining external profiles at a high stack level) that is delivered during

2Time-driven approach can be applied instead of event-driven one
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Figure 4.2.: Schematic Smart Charging Architecture

the charging transaction and enable dynamic charging profiles for smart charging purposes.
Hence, CSs are able to react to specific behaviors directly without further control signals.
According to OCPP 2.0, CSs can handle different types of charging profiles: ChargingSta-
tionMaxProfile, TxProfiles, and ChargingStationExternalConstraints. Those different profiles
are stacked and used by their prioritized stack level. The Composite Schedule combines the
different profile types by calculating the minimum in each time interval. Furthermore, the
concept of using such charging profiles is seen as a promising direction for better power
planning of charging processes in the future since these profiles are generated based on the
power constraints of both the vehicle and the grid.

The proposed system does not require us to predict SoC or EVs mobility. In that regard,
the connection point of the CS is considered instead of a single connector. The CS is able
to contribute to any events of the grid as long as one charging connector is active. The
total demand of the CS (aggregated of all connectors) can be controlled every few minutes.
However, a fair or proportional distribution can be used for coordinating the available
capacity at the connection point among the active connectors. As a result, quick response to
changes in the distribution grid due to fluctuations in uncontrolled loads is possible since
neither prediction models of EV arriving rate nor charging behavior of the end-users is
required.

4.3 Measurements and Event-driven Architecture
According to [162], there are two distinct data classes in smart grids:

1. Operational data (GSIs) which is the electrical data of the grid that represents real
and reactive power flow, voltage, etc.
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2. Metering usage data which is associated with energy consumption.

Smart Meters (SMs), sensors, and PMUs are the main sources of that data collected in the
form of time-series with various granularity depending on a specific control objective and
application [163]. For example, while a SCADA system collects data every 25 s, an AMI
system collects data every 1-15 minutes. This data can be either saved in the memory card
of the MP3 for further analysis or transferred in real-time via communication channels for
using them as an input for any kind of smart grid solutions. The transmission has to be
reliable, privacy protected[164], effective in terms of data size, and well beneficiary-oriented.
Thereby, the data flow within a smart grid comprises three steps:

1. Data gathering: The locally collected data can be either fetched or pushed periodically
or triggered by certain events.

2. Data processing: Analytic models can be used to extract extended information from
the raw gathered data. Enhancing the knowledge about grid behavior and supporting
control decisions are the main advantages of such further processing.

3. Data utilizing: The collected data is beneficial in the following both cases: (1) building
advanced prediction models [165] and (2) implementing real-time smart grid solutions
supporting grid stability.

However, utilities face a great number of challenges from strategy to performance in data
management, particularly, management of massive data volume. Thus, new paradigms of
metering are required to reduce the cost of storing and processing such a vast quantity of
data. For example, the energy metering is typically time-based metering where a regular
time interval is defined to measure the energy values. Simonov and et al. proposed in
[166] an event-based energy metering. Their approach is based on recognizing specific
events, occurring in the power consumption pattern, that modify the previous trend of
evolution of the consumption, and transmitting the energy resulting between these events.
Likewise, operational data is generated by monitoring the grid in a time-driven approach
and the transition to an event-driven scheme similar to Generic Object Oriented Substation
Event (GOOSE) in standard IEC 61850 [167], particularly in the distribution grid, is rational
to address the following challenges for a DSO:

• Unfortunately, the lack of the infrastructure or data analysis skills to deal with all data
collected impedes a full use of it by utilities. Furthermore, only the abnormality of
grid behavior is essential in terms of controlling and overcoming grid issues of power
quality [168].

• The issues arise from big data in terms of processing, transmission, and storing.

3In the context of this work, MP is used to represent all possible measuring devices.
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• The event-driven scheme can enable the “publish/subscribe” messaging pattern in
order to keep the transmitted data over the communication channel as small as
possible. The rationale behind that is that the reliability and quality of power supply
can be increased by controlling selected flexible assets whose controllable parameters
are different, e.g., active power and reactive power. For example, it is unrealistic to
expect help from currently installed CSs in the market regarding harmonics issues,
since only the active power control is feasible technically, neither harmonics or reactive
power control is supported.

Figure 4.3 depicts a possible implementation of the aforementioned event-driven data
collector by using two open-source techniques: Apache Kafka and Akka streams [169].
Apache Kafka is a well-known distributed streaming platform that provides a scalable and
resilient event store. It is used to build reliable and real-time data pipelines to transfer
data between systems or applications. The events are stored in topics for which multiple
producers and consumers may exist. However, to enable efficient real-time processing of
these data streams, the reactive streams [170] initiative comes into play, e. g., Akka streams.
It provides a standard for asynchronous stream processing, with non-blocking back-pressure.
That means that the consumer(s) should not be overwhelmed by the producer(s), thus letting
the streaming solution implement and control bounded queuing. Moreover, the size of each
sent event is relatively small; it equals 104 + 17n bytes, where n is the number of measured
GSIs. The embedded data in the event includes two Universally Unique IDentifier (UUID) for
the MP and its location, timestamp, and Kafka header. Hence, a Long-Term Evolution (LTE)
connection for each MP with an approximated data volume of one GB would be enough. A
benchmark and performance analysis of Apache Kafka is carried out and stated in Section
5.2.
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Figure 4.3.: Event-driven Data Collection in Smart Grids
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4.4 Real-time Indication of the Status of a Distribution
Grid

The authors of [24] introduce a comparison between a packet-switched communication
network such as the Internet and the power distribution grid. According to their study,
many concepts of the Internet have equivalents or good approximations in the power grid,
namely, congestion, topology, sending measurements and controlling signals, self-protection,
and uncontrolled loads. The only main difference is the congestion notification. While the
Internet has two types of congestion feedback: explicit and implicit, the distribution grid has
none of them originally. Precisely, the implicit mechanism is almost impossible4 according
to [24], whereas the explicit one does not exist in most of the distribution grids because of
the lack of installed measurement devices. The trade-off between cost and leveraging is the
reason behind that lack

The proposed indication mechanism complies with four design criteria. First, excessive
intelligence unnecessarily complicates the system. Second, it assigns a higher weight to local
conditions than to remote ones. The locally concentrated impact of DG and uncontrolled
loads provides further evidence in this respect. Third, it takes into account that the con-
nection points in the grid are not on the same degree of importance, e.g., the transformer
is extremely important in the low voltage grid as a single point of failure. Fourth, apart
from the location of the raising PQ issue, the grid status cannot be binarily classified into
good or bad, rather coarse-grained indication is possible. In other words, the DSO considers
some operating conditions in the grid as not optimal but no need for applying contingency
measures. Thus, a very subtle change in the behavior of the controllable loads in the grid
can move back into the optimal (normal) operating conditions.

Algorithm: PQ-Indicator

The goal of the PQ-Indicator is to estimate the grid status based on different GSI values at
different MPs in the grid. Since most low voltage networks are built as 3-phase systems,
the PQ-Indicator estimates the status of each phase individually. However, the output of
the PQ-Indicator can be used by any controller to decide about suitable actions of the
controllable load based on real-time measured GSI values, e.g., CSs or PVs. Apart from the
possibility of using PQ-Indicator in many smart solutions, the main focus in this work is the
e-mobility smart solutions.

4In [171], it has been shown that local sensing of the line voltage or frequency at end nodes can be used to
implicitly infer the aggregate demand or the power imbalance at higher levels in the distribution network.
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Input: A set of tuples containing the GSI, the MP and the value of the GSI at that MP
(Kk,MPj , vj,k).
Output: An indicator for each phase that represents the PQ in the low voltage grid.
The indication defined as a tuple of a value within [-1,1], called PQ-Indic, and the
main influencing GSI, e.g., load, voltage, etc.

The input value of the PQ-Indicator is modeled as m× n matrix (Mm×n in 4.1), where m is
the number of MPs, and n is the number of GSI classes.

Mm×n =


v1,1 v1,2 v1,3 . . .

v2,1 v2,2 v2,3 . . .
...

...
... . . .

 ∈ (R ∪ {⊥})m×n (4.1)

where vj,k ∈ R is the value of GSI class Kk at MPj . In case the input data does not include
a GSI value at MPj , the value is set to vj,k = ⊥.
Using this input matrix, additional GSI classes can be calculated, e.g., the average, min,
or max values of a GSI class Kk over several MPj . The used aggregation function g :
(R ∪ {⊥})m → R ignores the ⊥ entries of the matrix. The resulting new GSI class is denoted
as

Kk = g(vj,k), j = 1..m. (4.2)

Furthermore, a function h : (R ∪ {⊥})n → R can be defined which calculates a new GSI
class using the existing GSI values at the same MPj , e. g., the apparent power Si at point pi

is calculated based on the real power Pi and PF, i.e., Si = Pi/PFi. Another good example
is calculating the overloading percentage of a transformer based on its temperature and the
phase imbalance factor. The resulting new GSI class is denoted as

K̂j = h(vj,k), k = 1..n. (4.3)

In the remainder of this work, the author does not distinguish between composed GSI
classes Kk in Equation (4.2) or K̂j in Equation (4.3), and the original GSI classes Kk, but
always refer to them by Kk.

The situation of the power grid is distinguished between good, critical, and not optimal.
In the last case, impending problems can be avoided by requesting subtle changes in the
behavior of big loads such as CSs. Hence, the design of the PQ-Indicator adapts the traffic
light model with three colors that describe the status of the grid. The colors are defined on
top of a calculated fuzzy indicator PQ-Indic, as depicted in Figure 4.4. In that regard, the
six thresholds (setpoints), ERk, RY k, Y Gk, GY k, Y Rk, REk, for the red, yellow, and green
ranges are defined for each GSI class k separately. As a guideline, power quality standards
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Figure 4.4.: Traffic Light Model on Top of PQ-Indic.

such as EN 50160 [21] can be used. Additionally, historical data about the low voltage
grid is used by the DSO to determine the correct values of those thresholds of each GSI.
While the negative value of PQ-Indic means that a reduction in CS demand is required,
the positive one refers to a required increase. As a result, two kinds of red signals exist
(R+, R−) and yellow signals as well (Y +, Y −).

• Red: Represents a critical situation in the grid. A relatively drastic action (e.g.,
increase/decrease of the CS demand) has to be taken by each active SC in order
to mitigate the stress on the grid. The red color is defined for a PQ-Indic ∈
[ER,RY ] ∪ [Y R,RE], where ER = −1, RY = −0.7, Y R = 0.7 and RE = 1,
for example.

• Yellow: Represents a warning phase. The situation is not critical but still cannot
be considered as optimal. A subtle action of a SC can be enough to move back
into a stable status. In the yellow state, the grid still has higher priority over the
EV user, therefore, the requirements of the charging process can be taken into
account only to a certain degree. PQ-Indic ∈ (RY, Y G] ∪ [GY, Y R), where
Y G = −0.3 and GY = 0.3, for example.

• Green: Represents a stable phase, thus, no need for any further SC reactions
concerning the grid. Hence, the concerns of the EV user are prioritized over the
grid’s, thereby, increasing or decreasing the charging capacities is possible, but
not required. PQ-Indic ∈ (Y G,GY ).

Plenty of functions can be used to translate the values of a GSI class Kk to a single value
PQ-Indick. For simplicity, the piece-wise linear interpolation function tk in Equations (4.4)
(also see Figure 4.5) is used. It does not only preserve the order of the GSI values and
maps the range of different GSI classes to the same smaller range of [−1, 1], but also allows
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weighting and shifting of the range of individual GSI classes because of its nature. Thus, the
PQ-Indick for GSI class Kk is equal to tk(Kk).

tk(x) =



ER if x ∈ (−∞, ERk)
RY · (ERk − x) + ER · (x−RYk)

ERk −RYk
if x ∈ [ERk, RYk]

Y G · (RYk − x) +RY · (x− Y Gk)
RYk − Y Gk

if x ∈ (RYk, Y Gk]
GY · (Y Gk − x) + Y G · (x−GYk)

Y Gk −GYk
if x ∈ (Y Gk, GYk)

Y R · (GYk − x) +GY · (x− Y Rk)
GYk − Y Rk

if x ∈ [GYk, Y Rk)
RE · (Y Rk − x) + Y R · (x−REk)

Y Rk −REk
if x ∈ [Y Rk, REk]

RE if x ∈ (REk,∞)

(4.4)

Afterwards, the different PQ-Indick are combined using the following criteria A1, A2, and

ERk
KkREkRYk YGk GYk YRk

RE

YR

GY

YG

RY

ER

P
Q

-I
n

d
ic

 k

Figure 4.5.: The translation function tk(x) that translates GSI values to PQ-Indick.

A3, which are in descending order according to their importance in terms of grid stability. In
this work, only those three criteria have been focused on because existing charging stations
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have only the capability to mitigate overloading and voltage level by limiting the charging
power (see Section 3.3.3). Nevertheless, this list might be extended to include additional
criteria such as harmonics and frequency deviation.

(A1) Overloading an element of the grid
Power distribution equipment, such as transformers or cables, have an upper thermal
limit, which should only be exceeded for a short time. The specific thresholds can vary
with the equipment type. An example that depends on the maximum allowed apparent
capacity Smax is given in Table 4.1. In the case of a transformer, the values are chosen
in a way, such that the transformer is operated below its maximum apparent power
and optimally with the highest efficiency. However, in an unbalance 3-phase system,
there is a relation between the transformer overloading and the phase imbalance. Such
an assumption will cause the apparent power to look like a lousy metric to express
the overloading thresholds. Nevertheless, that slight difference between balanced and
unbalanced systems has no significant impact on the definition of the criteria (A1).

ERk RYk Y Gk GYk Y Rk REk

Smax y · Smax z · Smax w · Smax x · Smax 0

Table 4.1.: The thresholds of GSI class from criterion A1 where the constant values
x ≤ w ≤ z ≤ y ∈ [0, 1].

(A2) Voltage level
As seen in Chapter 3, different load and generation scenarios can cause the voltage
level to increase or decrease in some regions of the low voltage distribution system.
Additionally, the sine voltage signal has to be stable according to EN 50160 standard
(see Section 2.1.2), thereby, its main mathematical variables should stay in certain
boundaries, namely, magnitude and frequency. In this criteria, the voltage magnitude
is the leading and the only focus since frequency control is usually happening at higher
levels, and its a part of the TSO’s responsibilities. However, voltage frequency can be
discussed and added as a separate criterion.

As the estimation of the grid is carried out phase-by-phase, the voltage level is mea-
sured between the phase and the neutral (conductor). Generally, defined thresholds
for the voltage GSI class are shown in Table 4.2.

ERk RYk Y Gk GYk Y Rk REk

0.9 Un 0.95 Un 0.99 Un 1.01 Un 1.05 Un 1.1 Un

Table 4.2.: Thresholds of the Voltage GSI Class from criterion A2.

(A3) Phase imbalance
Phase imbalance of a three-phase system exists when one or more of the line to line
voltage in a three-phase system is mismatched in terms of either magnitude or angle.
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A three-phase load is usually connected with a shunt compensator. If the load changes
unbalanced, the compensator must generate the reactive power required to restore
the system to a balanced state [172]. The CS can play a similar role theoretically to
the aforementioned compensator, as discussed in Chapter 3. Therefore, the proposed
PQ-Indicator is a phase-based estimator which, in its turn, allows different reactions
on each phase if it is technically possible.

Based on the fact that present CSs cannot control the charging process per phase and
only the overall charging power is considered, the PQ-Indic values can be aggregated
as follows:

agg(PQ-Indicφ)
φ∈{A,B,C}

=



avg(PQ-Indicφ)
φ∈{A,B,C}

if ∀ φ ∈ {A,B,C} :

PQ-Indicφ ∈ G

max(PQ-Indicφ)
φ∈{A,B,C}

else if ∀ φ ∈ {A,B,C}:

PQ-Indicφ ∈ G ∪ Y + ∪R+

min(PQ-Indicφ)
φ∈{A,B,C}

otherwise

(4.5)

where PQ-Indicφ is the PQ-Indic value of phase φ ∈ {A,B,C}. It is intended to use
a conservative aggregation when phases are in different colored states since phase
balancing is performed locally by the CS. In contrast, aggressive aggregation is used
when the grid is asking for load increase on one or more phases while other states are
at least green. In that case, a charging increase is allowed on all phases; hence, the
maximum is chosen to mitigate the most prominent problem first. In the case of green
states on all phases, the average best reflects the situation.

As the considered criteria have different priorities in terms of grid stability and the primary
concern of the SC is the local stability as part of the global one, the PQ-Indicator uses a
3-layer hierarchical logic to decide about the (local) grid state as depicted in Figure 4.6.
As the highest priority, criteria A1 represents the transformer loading. For this purpose,
the translation function tk(x) in Equations (4.4) is applied to the measured load of the
transformer to calculate PQ-IndicA1 . In case PQ-IndicA1 is colored red, a critical load
reduction or increase is required, and then, the PQ-indicator will ignore criteria A2 returning
PQ-IndicA1 as overall PQ-Indic of the grid. Otherwise, the PQ-Indicator will compute
three more values regarding the criteria A2 describing the voltage in three places in the
grid: PQ-IndicCS

A2
at the CS, PQ-IndicT ran

A2
at the transformer and PQ-IndicCritical

A2
at a

critical point in the low voltage grid. In order to determine the critical point for each CS,
several points with low and high voltage magnitude in the low voltage grid are identi-
fied, and the one which is most influenced by changes of the CS’s charging behavior is
chosen.
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Figure 4.6.: Hierarchical Decision Logic of the PQ-Indicator Based on the Traffic Light Model

On the second level, the PQ-Indicator will use Algorithm 4.1 to indicate the state of the grid
regarding A2. In case PQ-IndicA2 is colored yellow or red, this value is directly returned.
Otherwise, the output is calculated by the third level taking the situation at the critical
point into account. Hence, if the PQ-Indic at the critical point is colored yellow or red,
PQ-IndicCritical

A2
is used as an output of the PQ-Indicator. Otherwise, PQ-IndicA1 is reconsid-

ered to avoid the yellow state of the transformer. If the transformer has no overload, the PQ-
Indic at the charging station PQ-IndicCS

A2
defines the return value.

The PQ-Indicator should use the logic mentioned above for each phase, and a tuple of
three values [PQ-IndicA, PQ-IndicB, PQ-IndicC ] is calculated at the end. Furthermore,
the main influencing GSI is appended. In our case, it is one of the values {Load, V oltage}.
Next, the forwarded values should be adjusted based on the criteria A3 using Equations
(4.5), if the CS performs self-management of phase balancing, i. e., it is not controllable
technically.
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Data: phase-to-neutral voltage at CS and transformer on a certain phase ∈ R+
ER=-1, RY=-0.7, YG=-0.3, GY=0.3, YR=0.7, RE=+1

Result: PQ−IndicA2 ∈ [−1, 1]
if (P Q−IndicCS

A2
)≤ RY then

return (P Q−IndicCS
A2

)
else

if P Q−IndicT ran
A2

≤ YG then
if (P Q−IndicCS

A2
) ≥ YR then

return (P Q−IndicCS
A2

. |P Q−IndicT ran
A2

|/2)
else

if (GY ≤ P Q−IndicCS
A2

< YR) then
Return (GY )

else
if (YG < P Q−IndicCS

A2
< GY ) then

return (Y G)
else

return (min (P Q−IndicCS
A2

,P Q−IndicT ran
A2

))
end

end
end

else
if P Q−IndicT ran

A2
≥ GY then

if RY < (P Q−IndicCS
A2

) ≤ YG then
return (Y G)

else
if (YG < P Q−IndicCS

A2
< GY ) then

return (GY)
else

return (max (P Q−IndicT ran
A2

,P Q−IndicCS
A2

))
end

end
else

return (P Q−IndicCS
A2

)
end

end
end

Algorithm 4.1: Indication of power quality regarding criteria A2 at a CS.

4.5 Smart Charger for Electric Vehicles
It is assumed that the smart charging algorithm starts once a vehicle is plugged into a CS
connector. It uses real-time indications of the PQ-Indicator as a single input about the grid.
Additionally, it considers the energy requirements of the end-user. Furthermore, the SC
should avoid drastic changes in charging power. Otherwise, the EV might see these changes
as a bad quality power and disconnects from the connector as a result.

Input: A tuple of the PQ-Indic and the main influencing GSI per phase φ ∈ {A,B,C}.
Additionally, an aggregated charging profile of csi denoted as Ci(t).
Output: The total power capacities of a CS, which can be distributed among the
active connectors in different ways, e.g., equally or fairly distributed.

However, a SC has two options to react to the arrival of a new PQ-Indic at
time t:
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1. The SC reacts immediately and changes the charging capacity.

2. The SC maintains a First-In-First-Out (FIFO) queue called LastValuesStore (LVS) with
a length of n to store the arriving values of PQ-Indic in a time window with length
T . The queue is updated with each new arrival of a PQ-Indic value. Thus, SC reacts
periodically at the end of each time window. A weighted average of the existing values
in the queue is calculated. The output refers to a weighted average indicator of grid
status at time t (SW (t)). In case no events arrived during this time window, the SC
assumes a bad connection service and goes to the conservative mode.

Equation (4.6) depicts how the weighted average indicator is calculated, where ωk is a list
of the same size as LVS and contains weights for each index of LV Sk. ωk is defined in such
a way that the most recent PQ-Indic values are given higher weights thus more importance
compared to the earlier values.

SW (t) =
∑n

k=1 ωk LV Sk∑n
k=1 ωk

(4.6)

The time management of a SC is discussed comprehensively in Section
4.6.

Next, two different kinds of algorithms are described. While the first is based on using a
FSM to represent the different states through a charging operation, the second mimics the
congestion mechanism of TCP.

4.5.1 Algorithm: FSM-based Smart Charger

A FSM [173] (sometimes called finite-state automaton) is a mathematical model of com-
putation that can be implemented with hardware or software to represent sequential logic
and specific computer programs. At any given time, a FSM can be in exactly one of the
finite numbers of states. A transition among two of those states is a response either to
some external inputs or the satisfaction of a condition. However, any FSM is described by a
five-element tuple: (Q,Σ, δ, q0, F ):

• Q = a finite set of states.

• Σ = a finite and nonempty input alphabet.

• δ = a series of transition functions.

• q0 = a starting state.

• F = a set of accepting states or end states.
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4.5.1.1 General Description and States

The algorithm of the SC is modeled as a FSM, which stores the last PQ-Indic
values, SoC, and a Boolean value (EV is unplugged). The FSM used within a
SC is depicted in Figure 4.7. The described FSM consists of seven states Q =
{red−, yellow−, green, yellow+, red+, gray, blue} that are grouped into three different
types:

• Operational states: low red, low yellow, green, high yellow, and high-red state
represent the different PQ-Indic color ranges.

• Standby state: The gray state models the charging state after the desired SoC is
reached.

• End state F = blue: With maximum SoC or unplugged EV, it is no longer possible to
control the charging operation5.

The low-red state is considered as the start state q0 = red− since the charging operation
will start slowly, and a SC adopts a conservative approach concerning the grid stability.
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Figure 4.7.: FSM of the Smart Charger based on the Traffic Light Model.

In our case, the transitions (δ) in the FSM are labeled by two parts: Event and Guard; thus,
Σ = {PQ-Indic, SoC, unplugged}. In the proposed FSM, there are three kinds of events that

5In the case of multiple connected EVs, the transition to gray- and blue-states consider the status of all connected
EVs, i. e., all EVs reach the desired level of SoC, full battery, or unplugged.
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can trigger the state transition: Input of a new PQ-Indic value6, unplugging of the vehicle,
and a change of the SoC of the battery. Each state transition can have a prerequisite, which
is modeled by the logical condition of a guard. If the condition of a guard does not match,
the FSM remains in its current state. Finally, each state transition can have an action that
specifies the output of the SC. In our case, the action defines the new total charging power
of the ongoing charging processes.

The transition to the end state (blue) occurs whenever the driver unplugs the vehicle or
the battery is fully charged (equals SoC = 100). If the desired SoCend (defined by the
end-user) is reached, the FSM transits to the charging standby state (gray state). Within
this state, the SC can react on critical grid situations using the still plugged EVs, only in
case of the PQ-Indic value ∈ R+, hence requires an increase of charging power capacity.
All other values of PQ-Indic are resolved as charging with the minimum required capacity.
The reason behind that is the implementation of the proposed SC supports only G2V. Worth
mentioning, supporting V2G is possible and needs only some slight changes. However, this
is a part of future work.

In Figure 4.7, for simplification within the box containing the operational states, only
the outgoing and incoming transitions of the red− state are shown. All other states are
connected similarly to each other. Furthermore, the state machine can transit from any
operational state to the standby and end state.

4.5.1.2 Transitions and Actions

In this section, the total used charging capacity of all active charging processes at charging
station csi at time t is denoted as Ui(t). The maximum physical capacity of csi is written
asMi, and the aggregated charging profile of the CS is denoted as Ci(t). In all cases, the
action of transitions, which reveals the new charging power, should not be bigger thanMi.
A safety upper margin is defined by µ < 1 in order to stay aligned with the users charging
profile regarding the battery state of health and the charging duration. This safety margin is
used as a buffer to compensate grid problems that may lead to a slight reduction of charging
power. The other way round, the minimum charging power needs to be set to a value Cmin

i

higher than zero to avoid the disconnection of the vehicle.

The action of the transitions mainly relies on the destination state, which is equal to the
color of the new input PQ-Indic value. In the following, the single transitions are given by
source → destination. The source and destination can also be an asterisk, which is a wildcard
value.

• ∗ → red−

If the new PQ-Indic value is colored low-red, the SC needs to reduce the charging
power. Since this state is considered to be highly critical for the grid, the resulting

6Either an aggregated PQ-Indic SW (t) regarding Equation (4.6) or a single event-based value of PQ-Indic.
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action is defined in a polynomial way. ∆ is calculated as the percentage of change in
the currently used power.

∆ = (PQ-Indic + 1)α

Ui(t+ 1) = max
(
∆ Ui(t) , Cmin

i

) (4.7)

The parameter α in Equations (4.7) needs to be higher than 1 to match a polynomial
decrease. Therefore, ∆ ∈ [0, 0.3) because of PQ-Indic ∈ [−1,−0.7]. As a result, the
decrease of the charging power is greater than 70 % of the currently used charging
power in any case.

The parameter α can be defined depending on the source of the transition or by
comparing it with the last PQ-Indic value.

• ∗ → {yellow−, yellow+ }
If PQ-Indic ∈ Y + ∪ Y −, the gird is not stable, but it is not highly critical like in the
red states. Hence, the transitions to this state can partially consider the users’ charging
profile. The change in the charging power capacity is calculated by a linear function,
which depends on the PQ-Indic value and can be parameterized by the source state
of the transition.

∆1 = 1 + %1 (PQ-Indic + Y G+ 0.1)

∆2 = 1 + %2 (PQ-Indic +GY − 0.1)
(4.8)

Ui(t+ 1) =


min

(
∆1 Ui(t) , (1 + 2µ) Ci(t+ 1) ,Mi

)
PQ-Indic ≥ GY

max
(
∆2 Ui(t) , Cmin

i

)
PQ-Indic ≤ Y G

In Equations (4.8), parameters %1 and %2 ∈ R+ can be configured by the source of the
transition similar to α in the previous transition. However, the new charging power is
limited by the minimum of Cmin

i and the maximum ofMi in all cases.

• ∗ → green
If PQ-Indic ∈ G, the gird is stable. In this regard, a linear increase or decrease of
the currently used charging power is applied until the charging profile plus the safety
margin is reached.

ξ = PQ-Indic +GY + 0.1
2

∆1 = ξ (1 + µ) Ci(t+ 1)

∆2 = Ui(t) − (1 + µ) Ci(t+ 1)
2

(4.9)
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Ui(t+ 1) =


min

(
Ui(t) +∆1 , (1 + µ) Ci(t+ 1)

)
Ui(t) ≤ (1 + µ) Ci(t+ 1)

Ui(t) −∆2 Ui(t) > (1 + µ) Ci(t+ 1).

• ∗ → red+

If the new PQ-Indic value equals the high-red state, the grid is in highly critical status,
and the SC must increase the charging power. Hence, a polynomial function is defined
for transitions to this state.

∆ = 1 + ω (PQ-Indic)χ

Ui(t+ 1) = min
(
∆ Ui(t) ,Mi

) (4.10)

The parameters ω and χ in Equations (4.10) can be defined depending on the source
of the transition or by comparing it with the last PQ-Indic value. The parameter ω
must at least be lower than Mi

Ui(t) and bigger than 1, and χ must be lower than 1 in
order to match a polynomial increase. Obviously, ∆ is bigger than 1, because ω is
bigger or equal to 1, and PQ-Indic is a positive value.

• ∗ → gray
The gray state represents the standby phase of the charging process. In this phase,
the SC only responses to highly critical grid situations by increasing the charging rate.
Otherwise, the charging power is continuously reduced until it reaches Cmin

i again in
a linear way.

∆ = 1 + ω (PQ-Indic)χ

Ui(t+ 1) =


min

(
∆ Ui(t) ,Mi

)
PQ-Indic ≥ Y R

max
(
ϑ Ui(t) , Cmin

i

)
PQ-Indic < Y R

(4.11)

The parameters χ and ω in Equations (4.11) are similarly defined as in transitions to
the high-red state. Additionally, ϑ is a real number ∈ (0, 1)

Finally, an oscillation between two different states (red+ and red−) needs to be avoided
since this affects the stability of the SC. Hence, the parameters α and χ which are used
as exponential factors in the aforementioned definitions of both states, need to be differ-
ent.

4.5.2 Algorithm: TCP-like Smart Charger

Since the FSM-based SC takes into account only the current status of the grid to determine
the correct power allocation at the CS, a different controller considering the previous grid
status is designed in order to show the impact of a short-term history of the grid status on
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the behavior of the SC. To that end, a SC inspired by the TCP congestion mechanism is
designed and discussed in this section.

4.5.2.1 Internet Congestion Avoidance vs. Smart EV Charger

To achieve congestion avoidance on the Internet, TCP uses schemes such as a slow start
[174]. The mechanism is heavily influenced by the "end-to-end argument" [175], whereby
the congestion control is mostly a function of Internet hosts. TCP maintains a Congestion
Window (Cwnd) in order to limit the total number of unacknowledged packets that may
be in transit end-to-end. Similarly, grid operators use demand controlling to counteract
some issues in the distribution grid, specifically, voltage drops and assets overloading.
A demand controlling has been mostly performed on relatively big loads such as public
CSs.

However, an essential difference between the Internet and power network should be noted.
Congestion in the network causes longer Round Trip Times (RTTs) because of increasing the
packet queues at routers. The Internet’s TCP/IP uses RTT to detect congestion autonomously.
By using the statistics of the measured RTTs, a Re-Transmission Timeout (RTO) is calculated
on-the-fly. In contrast, the congestion in power grids is defined by events generated when
some predefined thresholds are crossed, e.g., voltage drop.

Two factors determine the response time of any load controller. In essence, the arriving time
of an event and the technical specifications of the controllable load, e.g., some EVs see the
rapid changes in charging power as a sign of bad power quality; thus it disconnects from the
CS. While the latter can be seen as a correspondence of flow control mechanism of TCP, the
former depends on the delay coming from data gathering, data processing, and consuming
of an event by the controller. As a result, the response time of a smart controller including
the time of both notification and actuating is bounded by the technical constraints of both
the charging power adaptation by the car and the power grid. By analyzing the process
chain for measuring, analysis, and decision making (end-to-end delay), that delay is usually
upper bounded by the frequency adaptation of charging power by the car. So the smart
charger is designed to react periodically based on all arrived events (notifications) in that
time horizon. Nevertheless, a SC can react differently in terms of quickness based on the
degree of importance of the arriving event. The response time can be adjusted dynamically
in a similar way to the RTO, as discusses in Section 4.6.

By analogy between the problem at hand with the network congestion of the Internet as
depicted in Table 4.3, the TCP-Reno7 slow-start mechanism is adapted in order to implement
a smart charging controller. While an implicit notification mechanism based on receiving or
losing acknowledgment of the sent data packet is existing on the Internet, a PQ-oriented
mechanism described in Section 2.1.2 is used.

7RFC 6582.
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Internet Power Grid

Topology
Mesh Networks Radial Networks
Sources, destinations Generators, loads
Routers, links Substations, feeders

Congestion Buffer of routers Transformer, feeders

Congestion Notification
Explicit Not existing
Implicit Only local measurements

Congestion Window Limit the total number of un-
acknowledged packets

Control of relatively big de-
mands, e. g., a discrete charg-
ing rate of EVs

RTO Based on statistics of the
measured RTTs

Event-driven

Flow Control Receiver window Technical specifications of
the EV bounds the charging
power

Table 4.3.: Internet vs. Power Grid

In TCP slow start, there are multiple events: Time out, crossing the thresholds (THOLDss),
and duplicate ACK. Each of those events requires accordingly different approaches to deal
with in terms of congestion: Initialization (Init.), Slow Start (SS), Congestion Avoidance
(CA), and Fast Re-transmit and Recovery (FRR). Table 4.4 depicts a comparison between the
TCP slow start and EV SC as follows:

How is the network status perceived?

• In TCP: TCP perceives congestion on an end-to-end feedback basis between the sender
and the receiver, by looking out for acknowledgments received after the packets are
sent. Both the number and content of the acknowledgments are an indication of the
status of the network.

• In SC: The status of the distribution grid is indicated based on certain predetermined
GSI thresholds by the PQ-Indicator. Here, the indication mechanism is explicit and
based on measurement data.

How to control the sending rate/charging power?

• In TCP: By scaling of Cwnd. The basic idea is that when the sender learns about the
status of the network, it triggers an action to slow down/speed up the sending rate of
packets.

• In SC: With changing the charging power allocated to the CS. When the SC learns
about a critical/warning status in the distribution system, it reduces/increases the
currently used charging power of the corresponding CS.

What are the events that trigger actions?
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• In TCP: While receiving ACKs in time means no congestion in the network, timeout
indicates the loss of packet or ACK, mostly due to congestion in the network. Otherwise,
receiving duplicate ACKs indicates a situation where the packets are being delivered
out of order that implies the loss of one or more packets in transit.

• In SC: For detecting events, the SC looks out for PQ-Indic; the output of PQ-Indicator.
In the case of PQ-Indic ∈ G, it is considered as no issues in the grid. Otherwise,
if PQ-Indic ∈ R−, it is similar to the timeout event of TCP. Finally, PQ-Indic ∈
Y − indicates a warning, similar to duplicate acknowledgments in the slow start.
However, PQ-Indic ∈ R+ ∪ Y + is considered as changing the maximum limit of
possible charging capacity. More details are presented in Section 4.5.2.2.

How are the SS and CA phases distinguished?

• In TCP: There is a threshold THOLDss; Until this threshold, an exponential increase
of Cwnd is taking place (SS phase), while above this limit a linear increase is applied
(CA phase).

• In SC: Similar to TCP, a threshold value is defined up to which the power increase is
quick. An additional exponential increase is considered so that the allocated power
at CS increases exponentially using a predefined constant (ε) called a change-rate.
Above the threshold, the power increase turns linear w.r.t. the same constant ε.

Aspect Slow Start EV Charging

Events Timeout, ACKs, THOLDss Color signal, THOLDss

Status perceived Based on ACKs received GSI Thresholds
Participants Sender, Internet (Receiver) CS, Distribution grid

Control parameter Sending rate Charging Power
State FRR, CA, SS Critical, Warning, Good

Table 4.4.: TCP Slow-Start vs. Smart EV Charging

4.5.2.2 Methodology

Similar to Section 4.5.1, the used capacity of an active charging process at charging station
csi at time t is denoted as Ui(t). The maximum physical capacity of csi is written asMi,
and the user’s charging profile is denoted as Ci(t). Furthermore, the minimum charging
power needs to be set to a value Cmin

i higher than zero to avoid disconnection of the
vehicle. A safety upper margin is defined by µ < 1. Additionally, a limit β is defined where
µ < β < 1 to distinguish between the warning and critical increase required in the power
grid, i.e., the case of PQ-Indic ∈ R+ ∪ Y +. Hence, three limits maxG,maxY +, and maxR+

are defined respectively for each increasing signal G,Y +, and R+ as given in Equations
(4.12):

maxG = (1 + µ)Ci(t)

maxY + = (1 + β)Ci(t)

maxR+ =Mi

(4.12)
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Figure 4.8.: TCP-like Smart Charger

Similar to TCP, a threshold THOLDss is maintained that defines the point where SS phase
stops and the CA phase begins.

The logic of SC contains three steps, as depicted in Figure 4.8. In the first step, the SC
estimates the most dominating states of the grid SW (t) in the last seconds. That estimation
is based on a predefined-size set of previous indications of grid states, namely, PQ-Indic(t).
The importance of this step rises in the case of performing the state indication and reactions
of SC in a different frequency. Usually, the grid indication is done more frequently than
the SC reaction for the purpose of accuracy. For example, the indication is done every 15
seconds, but SC reacts every minute. Next, the SC distinguishes among the different events
in a similar way to the TCP slow start as described in Table 4.4 by setting a set of counters
CNTRSC for each color signal. Finally, the SC allocates a suitable amount of power based
on the correct reaction for each considered state like the slow start algorithm. The steps
mentioned above are described in detail below.

1. Calculating a weighted average indicator of the grid status SW (t)

To that end, Equation (4.6) is used.

2. Updating the SC counters CNTRSC
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The SC maintains a counters array CNTRSC , which holds counters for each of the
operational states based on the traffic light model. The counters CNTRR− , CNTRY − ,
CNTRG, CNTRY + , and CNTRR+ keep in track the number of consecutive occur-
rences of the states red−, yellow−, green, yellow+, and red+ respectively. The values
saved in CNTRSC are essential to determine the action that needs to be taken in the
next step. Initially, each counter is initialized as zero. For simplification purposes, the
symbol S(t) is used instead of SW (t) in order to refer to the current grid operational
phases calculated in step 1.

During each SC step and based on the value of S(t), the corresponding counter
CNTRS(t) is incremented by one. Additionally, a change in CNTRG is performed
depending on the updated value of CNTRS(t). The reason for this additional change
is an added importance for the green status, as it plays a role in the exponential growth
of the charging power during the SS phase in Algorithm 4.2. Whereas the number of
correctly received acknowledgments in each step determines the exponential growth of
Cwnd implicitly in TCP slow start, an accumulator is required in the author’s approach
since the indication of the grid status is done in each step by a single value S(t). Hence,
CNTRG is incremented or kept unmodified for the phases that indicate an increase
in charging power, namely, green, yellow+, and red+. Equations (4.13) depicts how
CNTRG is used to calculate the exponential value on change-rate (ε) during the SS
phase of Algorithm 4.2.

Ui(t+ 1) = Ui(t) + εCNT RG Ui(t) < THOLDss

Ui(t+ 1) = Ui(t) + ε Ui(t) >= THOLDss

(4.13)

Thus, for every S(t) /∈ G, all counters CNTRSC except CNTRS(t) are set to zero since
the consecutive occurrence of an event is more significant than each event (similar to
the TCP slow start). Eventually, CNTRG and CNTRS(t) are updated as follows:

• S(t) ∈ R+: Both CNTRR+ and CNTRG are incremented by one.

• S(t) ∈ Y +: CNTRY + is increased by one. If updated CNTRY + is one, CNTRG

does not change. Otherwise, CNTRG is incremented by one.

• S(t) ∈ R−: CNTRR− is incremented by 1. If updated CNTRR− is one and the
previous phase is green, then CNTRG is decremented by one. In all other cases,
CNTRG will be set to zero.

• S(t) ∈ Y −: CNTRY − is incremented by one. If updated CNTRY − is one,
CNTRG does not change since it can be a transit status. If CNTRY − = 2,
CNTRG is decremented by 1; otherwise, CNTRG is set to zero.

• S(t) ∈ G: CNTRG is incremented by one. However, the first green signal causes
a decrement by one in any other counter if its value is not already zero. That
is a precautionary measure assuming the first green might be a transient phase,

4.5 Smart Charger for Electric Vehicles 79



so that the situation might return to unstable phases. Otherwise, the other four
counters are set to zero.

3. TCP-like allocating of the charging power

Based on the output of the previous two steps: CNTRsc and S(t), appropriate action
is taken to determine the charging power Ui(t + 1) in the next time step. The
algorithm should start slowly by setting Ui(0) equal to Cmin

i since a conservative
approach concerning the grid stability is adopted. The initial value of THOLDss

is set to a portion ψ of the predefined user’s charging profile in each time slot t;
THOLDss = ψ Ci(t).

Algorithm 4.2 depicts how SC adjusts the active power and the threshold based on the
value of S(t). However, the algorithm does not conform entirely with the TCP slow
start algorithm since there is no perfect match between the Internet and the studied
system, namely, the power grid. In addition to the changing of max limits clarified at
the beginning of this section using Equations (4.12), making drastic changes similarly
to the slow start by setting the values of THOLDss and Ui(t) is avoided. Such a
change can either lead to ping-pong effect or a negative impact in terms of voltage
drop. Precisely, neither THOLDss nor Ui(t) is set to zero through timeout event, for
example. Otherwise, this action is configured based on the nature of each charging
process. For that, three additional parameters are defined: λ1, λ2, and λ3; where
0 ≤ λ3 ≤ λ2 ≤ λ1 ≤ 1.

Finally, the case of S(t) ∈ Y + ∪ R+ is not described in detail in Algorithm 4.2 and
merged with the case of the green status. However, similar to the first yellow−, the
first yellow+ is ignored and the maximum limit regarding Equations (4.12) from the
second consecutive yellow+ is changed. While the first red+ equals to two consecutive
yellow+, two or more consecutive red+ adjust the maximum limit to be maxR+ .
Furthermore, Algorithm 4.2 distinguishes between standby state and unplug state
similar to the FSM-SC.

4.6 Management of Time Reactions of Smart Chargers
In the previous section, two possibilities for managing SC time reactions are discussed and
proposed, namely, event-driven reactions and periodical reactions. The former can cause
high oscillation in the changing of used charging power at the CS since the arrival rate of
the events can be high - specifically, the arrival of PQ-Indic values - which can be seen
as bad power quality from the perspective of the EV. In contrast, the latter avoids the
oscillation problem, but it leads to simultaneous reactions of a set of SCs to the same signal
(when a time window with the same length is considered by all SCs), which could cause a
ping-pong effect. Notably, the signals when the transformer is overloaded or the voltage at
the critical point is in red status. Further issues regarding the periodic reaction are: (i) too
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Data: S(t) ∈ [−1, +1]
red−, yellow−, green, yellow+, red+

updated CNT Rsc,M ,Cmin
i

λ1, λ2, λ3, T HOLDss, ε
Result: Cmin

i ≤ Ui(t) ≤Mi

if SoC < SoCend then
/* Operational State */
switch S(t) do

case red− do
if CNT RR− = 1 then

/* Duplicate acknowledgments */
T HOLDss = λ1 Ui(t)
Ui(t + 1) = T HOLDss

else
/* Time Out */
T HOLDss = λ2 Ui(t)
Ui(t + 1) = λ3 Ui(t)

end
Ui(t + 1) = max(Ui(t + 1),Cmin

i )
break

end
case yellow− do

if CNT RY − = 1 then
/* Warning: no change */
Ui(t + 1) = Ui(t)

else
/* Duplicate acknowledgments */
T HOLDss = λ1 Ui(t)
Ui(t + 1) = T HOLDss

end
Ui(t + 1) = max(Ui(t + 1),Cmin

i )
break

end
otherwise do

Calculating MAX based on Equation (4.12)
if Ui(t) < T HOLDss then

/* Slow start stage */
Ui(t + 1) = Ui(t) + εCNT RG

else
/* Congestion avoidance stage */
Ui(t + 1) = Ui(t) + ε

end
Ui(t + 1) = min(Ui(t + 1), MAX)

end
end

else
if SoC < 100 then

/* Standby State, gray */
switch S(t) do

case yellow+, red+ do
Calculating MAX based on Equation (4.12)
if Ui(t) < T HOLDss then

/* Slow start stage */
Ui(t + 1) = Ui(t) + εCNT RG

else
/* Congestion avoidance stage */
Ui(t + 1) = Ui(t) + ε

end
Ui(t + 1) = min(Ui(t + 1), MAX)

end
otherwise do

T HOLDss = λ1 Ui(t)
Ui(t + 1) = T HOLDss

Ui(t + 1) = max(Ui(t + 1),Cmin
i )

end
end

else
/* Unplugg */
Ui(t + 1) = 0

end
end

Algorithm 4.2: TCP-like Charging Power Allocation
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slow startup time, which is needed by the SC to reach the targeting charging profile Ci(t),
(ii) late appropriate actions in the case of a critical situation arises in between two periodic
steps. The startup times issue can be tackled by applying a quick update through the startup
phase of the charging operation (e.g., the first five to ten minutes) after that an appropriate
Time Management Mechanism (TMM) is applied.

However, both mechanisms can not entirely solve the typical synchronization(concurrency)
issue raised in any distributed system. Therefore, more time for analyzing and managing the
reaction times of an active SC is allocated. Thereby, SCs adjusts the time of the next reactions
- by adjusting the waiting time between two consecutive reactions - more dynamically
depending on various internal and external parameters. Thus, more efficient usage of the
available resources is possible. In this section, three further TMMs are proposed. The goal of
this section is not finding the optimal TMM to be applied later, but rather, showing different
possibilities that can be analyzed in detail in Chapter 5.

4.6.1 Simple Mechanism

By this TMM, the only factor that influences the waiting time is the current state of
the grid. Depending on the grid’s state, different limits for the target waiting time are
used:

• If PQ-Indic ∈ G, the SC can wait for a longer time than in any other state but smaller
than MAX_TIME.

• If PQ-Indic ∈ Y − ∪ Y +, the waiting time should not exceed Y _LIMIT ; where
Y _LIMIT = (MAX_TIME +MIN_TIME)/2.

• If PQ-Indic ∈ R− ∪R+, the SC should react as fast as possible, but the waiting time
should be longer than MIN_TIME.

However, the waiting time does not leap to the phase limit suddenly but takes steps to reach
that limit. In this regard, the last waiting time is retained and is referred to as NextStep(t).
In this context, t stands for the decision time when the waiting period starts. Besides,
a constant value γ is used as a parameter to determine the shift in waiting time (step-
size). Initially, NextStep(t) is set to MIN_TIME to allow SC to reach the charging
profile faster. Nevertheless, the SCs react differently depending on the state of the grid as
follows.

If PQ-Indic ∈ R− ∪R+, the SC has to reach MIN_TIME by lowering its waiting time as
fast as possible using Equation (4.14). The reduction in the waiting time depends on two
parameters: the value of γ ≤ MIN_Time and the number of consecutive red signals |R|.
The second parameter is used to adapt the waiting time faster for each subsequent detection
of a red phase and, therefore, to approach the minimum time faster. In Equation (4.14), the
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multiplication by two is just to accelerate the reduction in the red phase in comparison to
the yellow phase.

NextStep(t+ 1) = NextStep(t) − 2 |R| γ (4.14)

In the case of PQ-Indic ∈ G, the SC raises the waiting time as no drastic action is currently
required. A conservative approach is adopted by adding only γ to NextStep(t), as depicted
in Equation (4.15).

NextStep(t+ 1) = NextStep(t) + γ (4.15)

In the case of PQ-Indic ∈ Y − ∪ Y +, the SC tries to reach Y _LIMIT . Since this limit is the
average of MIN_TIME and MAX_TIME, the SC has to check if the waiting time has to
be reduced or increased to reach Y _LIMIT . As seen in Equation (4.16) and similar to the
red phase, subsequent occurrences of yellow cause a faster adjustment of the waiting time.
However, multiplying by two is eliminated. While constantly switching between red and
yellow signals results in a slight decrease in the waiting time, the constant changes between
a green and a yellow signal maintain the waiting time.

NextStep(t+ 1) = NextStep(t) ± |Y | γ (4.16)

4.6.2 ALOHA-like Mechanism

The main drawback of the simple TMM is that it does not address the oscillatory problem
directly since SCs often react at the same time. In order to avoid the ping-pong effect,
the number of simultaneous adaptions of the charging power Ui(t) needs to be limited if
no critical situation is present in the grid. However, the SCs should still be able to react
simultaneously in critical phases since this will help to quickly dissolve the problem in the
grid. Such a problem is similar to the multiple access problem in computer networking
[176], where multiple sending and receiving nodes are all connected to the same, single,
and shared broadcast channel, e.g., avoid a collision in the wireless communication channels.
Computer networks have protocols of so-called multiple access protocols. By them, nodes
regulate their transmission into the shared broadcast channel, e.g., by adopting Time-
Division Multiplexing (TDM), Frequency-Division Multiplexing (FDM), or Slotted ALOHA
[177]. The aim is to derive the throughput-delay tradeoff and stability issue. By analogy,
TMM inspired by slotted ALOHA is proposed and described in this section. Slotted ALOHA
is selected since it is very simple and highly decentralized.

To that end and similarly to the simple TMM, MIN_TIME and MAX_TIME are defined
as the lower and upper limits for the waiting time, respectively. Also, γ is defined the
same way as in the simple TMM, but it is initialized with the value MIN_TIME. Since the
collision (i.e., simultaneous reactions) can’t be detected automatically in this context like
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computer networking8, a minor change in the distributed architecture has to be adopted.
So each SC keeps tracking other SCs in the grid to be able to recognize if one of them has
already reacted within the current time slot. The tracking information does not contain any
information about the step-size but a coordination flag managed by a coordinator9. The flag
is released at the beginning of each slot. It is noted, the goal of this TMM is not to avoid the
collision among SCs altogether, but to mitigate its impact slightly. Hence, the idea of using a
flag for preventing simultaneous reactions can be ignored completely when the number of
involved CSs is big.

However, as long as the SC doesn’t detect a reaction from other SCs, i.e., the flag is not
taken, the charging power will be allocated as usual. But if another SC already decided
to react within the current slot, the backoff mechanism will be used to determine when
the SC will try again to change its charging power Ui(t). Thereby, an algorithm inspired
by the Binary Exponential Backoff Mechanism (BEBM) [179] implemented by ALOHA is
used to determine randomly the backoffT ime, which will be waited before the subsequent
reaction try. By slotted ALOHA, a node re-transmits its frame in each subsequent slot after
the detection of a collision with a certain probability ρ until the frame is transmitted without
a collision. While SC can adopt a probability-based approach likewise for deciding about
making a reaction in a time slot, another approach based on the number of consecutively
performed reactions can be carried out. Accordingly, it is referred to as #reaction ∈ N0.
Additionally, a random number x ∈ N0 is generated, where 0 ≤ x ≤ 2#reaction. As depicted
in Equation (4.17), random number x is multiplied with γ to determine the backoffT ime.

backoffT ime = Min(x ∗ γ,MAX_TIME) (4.17)

It is also made sure that the calculated backoffT ime cannot go over
MAX_TIME. In case the selected backoffT ime is higher, MAX_TIME is set as
the backoffT ime.

To avoid exhausting the flexibility of a single SC, a cap of #reaction is introduced by the
number of consecutive reactions. Furthermore, #reaction is reduced at each backoff by x.
Thus, the waiting time reaches a ceiling, and thereafter, it does not increase any further.
Hence, the SC has to react regardless of the other SCs actions.

4.6.3 Sophisticated Mechanism

The previous two approaches ignore entirely the ability of the CS to react to a particular
event. For example, if PQ-Indic ∈ R+ and SC charges at minimum capacity, the waiting
time between the currently taken step and the next one should be the minimum possible

8In computer networking, collision detection is carried out by a transmission station through sensing transmis-
sions from other stations while it is transmitting a frame. Otherwise, it is very crucial and difficult to detect the
cause-root of changes in GSIs of a power grid to react appropriately.

9With this modification, the architecture is still distributed [178].
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time. Otherwise, the time waited before the next step is taken should be the maximum
allowed time as the SC is not able to take any action to help the grid status if PQ-Indic
∈ R−. Therefore, the difference between the current used capacity Ui(t) and the maximum
physical capacityMi has to be considered. That is categorized by a value ∆ in Equation
(4.18).

∆ = Mi −Ui(t)
Mi

(4.18)

Similar to the simple and ALOHA-like TMMs, the waiting time is also adjusted regarding
the grid status, i.e., the considered PQ-Indic values. That means, two CSs with the same ∆
should not wait the same time if the grid status is different. For example, a CS with ∆ = 0
should wait the maximum possible time when the value of PQ-Indic ∈ R+ because the
CS is not able to take any action that is beneficial for the grid at that moment. However,
the same CS with the same ∆ should only wait a fraction of the maximum time possible
if the value of PQ-Indic ∈ G, which means the capacity can be increased. But the waiting
time has to be reduced to the MIN_TIME only when PQ-Indic ∈ R−. Thus, the waiting

time can be written as a function of ∆ and PQ-Indic: f(∆, PQ-Indic) :
(

[0, 1], [−1,+1]
)

→

[0, 1]. An additional help function g(PQ-Indic) : [−1,+1] → [0, 1] is used to represent
the relation between the waiting time and PQ-Indic individually. Thus, the function
f(∆, PQ-Indic) is defined according to Equations (4.19). It is also illustrated in Figure 4.9
as well, which shows that function f(∆, PQ-Indic) has two maximums in terms of waiting
time at points (1,-1) and (0,1), while points (0,-1) and (1,1) represent the minimum points.

g(PQ-Indic) = 0.5 + arctan (PQ-Indic)
π
2

f(∆, PQ-Indic) = (1 −∆) ∗ g(PQ-Indic) +∆ ∗ g(−PQ-Indic)
(4.19)

By using ∆ as a weight in function f(), the curve generated by function g() is adjusted
for each individual SC, and the time that a SC will wait for is dependent of both the
current grid situation as well as the CS ability to act in a way that benefits the grid. Finally,
a projection of the output of function f() in the range [MIN_TIME,MAX_TIME]
is required. So while f(∆, PQ-Indic) = 0.0 means NextStep(t + 1) = NextStep(t) +
MIN_TIME, f(∆, PQ-Indic) = 1.0 sets NextStep(t+1) = NextStep(t)+MAX_TIME.

4.6.4 The Behavior of SC during the Waiting Time

In order to respond quickly to any emerging critical situation in the grid, the SC checks all
the arrived PQ-Indic during the waiting time. If PQ-Indic ∈ R− ∪R+, the SC has to carry
out, depending on the TMM, a new calculation of the waiting time. That allows the SC to
lower the waiting time if it is possible, furthermore, the SC can directly react if the situation
in the grid is detected as very critical. In all cases, the adjustment should not increase the
waiting time from the previous step to avoid long waiting times.
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Figure 4.9.: Illustration of Function f(∆, PQ-Indic) in 3D Space

4.7 Summary

In this chapter, a distributed smart charging architecture as a closed-loop system is presented.
It is based on a real-time data stream for triggering events in the distribution grid. So
the event-driven system enables an efficient communication scheme in terms of cost and
performance. It is intended to be a grid-friendly, stakeholder concerns-aware, and scalable
architecture. The system also targets a proportional fairness through distributing available
grid resources among the different running charging processes.

The traffic light model is applied to use the introduced flexibility of the e-mobility sector to
the grid in a convenient way. Hence, a distributed notification mechanism about the grid
status is introduced. It considers not only the voltage level at different points of the grid, but
also load at the transformer and phase imbalance. The design of such a mechanism adopts a
hierarchical approach, so considering more grid concerns beyond the ones mentioned above
is possible.

Moreover, two smart controllers are introduced. While the first considers only the current
grid status, the second takes into account a set of previous grid statuses in order to decide
about the most suitable value of the charging capacity in the next time step. To the end of
solving the synchronization problem among the active SCs, different TMMs are presented
and discussed; one mechanism is inspired by slotted ALOHA used in computer networking
for solving a similar problem.
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Finally, Table 4.5 shows the main variables used or defined in the context of Chapter 4.
Those variables will be used next in Chapter 5 to perform an in-depth analysis of the different
concepts of the proposed architecture using simulation.

Variable Definition Range

PQ-Indic Output of PQ-Indicator ∈ [−1,+1]
PQ-indicφ PQ-indic at phase φ ∈ {A,B,C} ∈ [−1,+1]
ERk, RY k, Y Gk Thresholds of GSI class k ∈ R
GY k, Y Rk, REk

ER,RY , Y G
Thresholds of the traffic light model ∈ [−1,+1]

GY , Y R,RE

R− Low red range of PQ-Indic ∈ [ER,RY ]
Y − Low yellow range of PQ-Indic ∈ (RY, Y G]
G Green Range of PQ-Indic ∈ (Y G,GY )
Y + High yellow range of PQ-Indic ∈ [GY, Y R)
R+ High red of PQ-Indic ∈ [Y R,RE]
SW (t) or S(t) Weighted average indicator over time window T ∈ [−1,+1]

Mi Maximum physical capacity of a csi ∈ R+

Ui(t) Total charging capacity of csi at time t ∈ R+

Ci(t) Time-slotted charging profile of csi -
Cmin

i Minimum charging power of csi > 0
µ Saftey upper margin of the charging profile ∈ [0, 1]
SoCend The desired SoC set by the end-user ∈ [0, 100]

red+, yellow+, green

States of FSM -red−, yellow−, gray

blue

α Exponentiation factor of transition to red− ≥1
%2 Linear factor of transition to yellow− ≥1
%1 Linear factor of transition to yellow+ ≥1
χ Exponentiation factor of transition to red+ ≤1
ω Linear factor of transition to red+ ∈ [1, Mi

Ui(t) ]

maxR+ Maximum increase in red+ phase at csi =Mi

maxG Maximum increase in gree phase at csi = (1 + µ)Ci(t)
maxY + Maximum increase in yellow+ phase at csi ∈ [maxG,maxR+ ]
β Parameter for calculating maxY + µ < β < 1
THOLDss Threshold distinguishes SS and CA phases ∈ (0, ψ Ci(t))
ψ Parameter for determining THOLDss ∈ (µ, 1)
CNTRSC Vector of counters ∈ R+
ε Change-rate of TCP-like SC ≥ 2
λ1, λ2, λ3 Parameters of changing THOLDss and Ui(t)

through SS and CA phases
∈ [0, 1]
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Variable Definition Range

MIN_TIME Minimum Waiting time of a SC ∈ R+

MAX_TIME Maximum Waiting time of a SC ∈ R+

γ Step-size for TMM ∈ (0, MIN_T IME]

Table 4.5.: Description of Main Variables Defined in Chapter 4
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5Analysis

This chapter is split into two parts: The first introduces a comprehensive evaluation of
the proposed architecture in Chapter 4 using simulation. That includes (1) analyzing and
evaluating the impact of the overall system regarding the main concerns of grid operators
and end-users, and (2) a benchmark of Kafka as an example of an event-engine. The
analysis includes a description of the simulation setup, scenarios, metrics, assumptions, and
results.

The second part deals with practical considerations regarding the realization of the proposed
smart charging solution. Thereby, the possible challenges that a real-life implementation
of SC might face are introduced. That includes the application scope of the proposed
architecture, technical, and regulatory challenges.

5.1 Overall Evaluation of the System

5.1.1 Simulation Setup
For all the following evaluation scenarios in this section, the co-simulation framework AIT
Lablink is used [180]. However, the required components (described in Chapter 4) for
testing the proposed architecture are implemented as LabLink clients, as depicted in Figure
5.1. Lablink supports communication among those clients using the publish/subscribe
concept facilitated by Message Queuing Telemetry Transport (MQTT)) message bus. As a
result, Kafka as an event-engine is not shown in this setup, and its performance is assessed
separately using a different setup in Section 5.2. However, the PQ-Indicator subscribes for
the GSI values from different MPs in the grid and publishes the calculated grid indications
that are subscribed by the SC. The CS subscribes for the charging signals of the SC for further
changes in its charging process. The CS client allocates the charging power on three phases
either equally or in such a way supporting the phase imbalance since the architecture is
phase-based designed. Lablink supports central simulation manager Synchost that provides
sync service to initialize, synchronize, and control of the simulation flow configuration
centrally among the Lablink clients [181]. As the satisfaction of EV drivers is one of the
system’s primary goals besides the grid-friendliness, a model of an EV is implemented in
the simulation framework. This model, however, is held as simple as possible by containing
only necessary information from the data source, which are the arrival time, the requested
departure time, and the requested energy. Additionally, a simple model of the EV battery
is included, which is simplified to a single stage linear charging. Of course, this is not
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Figure 5.1.: Client-based Evaluation Setup Using Lablink

particularly reflecting reality, but it should not have an impact on the general aim of this
work. The goal is not to examine to what exact levels of SoC the SC algorithm is able to
charge EVs, but rather to provide a comparison and relationship between the SC and UC
scenarios.

5.1.1.1 Grid Model

The used grid is similar to the used one in Chapter 3, with 64 cables connecting 22
households, 21 industrial loads, 3 PV systems, and four connected charging stations. The
maximum distance to the transformer is given by a cable with a length of 485 meters.
DIgSILENT PowerFactory [182] is the grid simulation tool used with composite models and
it is one of the LabLink clients. Four charging stations csi are placed at different points in
the grid. One charging station (cs2) is located as far as possible from the transformer at the
critical point of the grid in terms of voltage drop at node 11. cs4 is located at the second
main feeder line that is supplied by the transformer. The remaining two stations (cs1 and
cs3) are located near to the transformer at Busbar 1, as it is the case in the real grid. As
mentioned previously, three kinds of 24-hour profiles are fed into the simulation: realistic
household load profiles, BDEW load profiles for industries, and real generation profiles for
the PV systems.

5.1.1.2 EV Mobility Data

Although there are many data sources to choose from, the selection of data for an “as
realistic as possible” simulation should not be treated lightly. Not all data are well fit
for all testing scenarios. Therefore, to make the simulation and the results as realistic as
possible, one needs to see the advantages and disadvantages of using different data sources
for his application. For example, it would hardly make sense to use real data acquired
from home CSs, which mainly charge at evening or night, when the goal of the work is to
evaluate an algorithm, which is intended to be used in public CSs at noon most of the time.
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Figure 5.2.: Recharging profiles extracted from recharging events at home (1610), work (3278),
public (2110), and other (706) [189]

Therefore, even though real data would be used, the results may not be applicable on the
actual intended test case, as the basic conditions of both scenarios differ. First of all, the
methodology and criteria of determining such a suitable data source for the test case of this
work are presented before showing how and why that data of that source can be further
split into meaningful scenarios.

When trying to conclude which kind of data source is the best fit for the own case, there are
two main types of data sources for EV mobility and charging patterns. The first possibility is
to generate an own EV model of patterns based on real data of even conventional internal
combustion engine vehicles. This method has its origin in the fact that there has been
excessively more data gathered from conventional engine cars than from EVs, which can
be used to derive charging behavior and decisions of the EV users, e.g., German Mobility
Panel (MoP). The use of this method can be seen in the work of [183, 184, 185, 186]. The
other possibility is to use existing data sets gathered from CS directly, as done in [187, 188,
189, 190]. This method has the advantage of not being prone to conventional engine based
influences, which would have to be considered in the first method. Using real EV charging
data rather gives a quick data source, which already has every aspect of EV included, such
as charging behavior, demand, and mobility patterns of EV users.

There are many criteria to be noticed for selecting a suitable EV data source for the evalu-
ation of SC algorithms, two of which are interesting from the perspective of this work, in
particular:

• Informative, representative, and easy to access data: The data source needs to not
only provide an enormous amount of charging sessions, but they rather also have to
describe different scenarios. Moreover, the data needs to be easy to access. In the
scope of this work, it is crucial to have the chosen data set represent an extensive
amount of test cases and scenarios of different dates and time spans. That is important
to show that the SC algorithm is reliably working at any time throughout the year.
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Figure 5.3.: Electricity demand of PEVs without DR based on ALADIN and eLOAD models in
combination with MoP and Entso-E [191]

Using a massive amount of charging sessions gathered within a short period is not
a good idea since it can heavily bias the results. For example, the seasonal behavior
of users can differ from summer to winter. Further, the data should be recent and
representative of the current or future time, as the given algorithm will be used in
technologies developed in the future. All this data has to be accessible for the scope of
this work, which means it has to be free to use to all (or most) of its extents.

• Fitting the patterns of the tested system: The goal of this work is to test the
algorithm for the test case of public access CSs. There can be huge differences
between charging data of public, work, or home CSs. While public and work stations
experience a peak demand at around morning and noon to afternoon, home stations
mostly peak their demand in the evening and at night. That can also be seen in the
work of [189], where the authors show in Figure 5.2 that the frequency of recharging
is very similar for work and public locations, whereas home locations are clearly
different. That was concluded by examining data from the SwitchEV trial1, which
consisted of trials to analyze 44 EVs in total over one year. Also, the authors of [191]
show that work and public CSs have a very similar pattern, as can be seen in Figure 5.3.
The used data models are a realistic representation of public or work CSs since it is
built using a combination of multiple realistic sources, namely MoP, ALADIN, eLOAD,
and Entso-E.

Adaptive Charging Network (ACN) is an open data set of mobility patterns introduced in
[192]. It is updated daily and therefore contains a growing number of charging sessions.
Based on the aforementioned criteria, the ACN is used in this work as the data source. So

1http://wiki.fot-net.eu/index.php/Switch_EV
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the charging profiles for the simulations of the evaluation are generated out of it. While
the data derived from surveys or end reports of individual projects becomes basically
outdated very soon, ACN, in contrast, has the advantage of being flexible in choosing data
from any day dating back to April 2018 up to the recent day. That results in over 30000
charging sessions, as constituted in summer 2019, which cover all time spans throughout
the year. Also, the acquisition of the data is effortless and free to use. Furthermore, the
ACN data fits the needed pattern for testing SC algorithms, since there is theoretically
only a need for data from public access CSs. Even though the CSs of the ACN are mainly
located at working places, the stations at Caltech are also open for public use. Even purely,
workplace-based data seems to be fit for public access scenarios, as they show a very similar
pattern.

5.1.2 Metrics

<M1> Transformer loading (S): Since it is one of two criteria considered in the design of
PQ-Indicator, evaluating the impact of SC here is required, particularly, in terms of the
total time of the transformer overloading.

<M2> Voltage at the critical point (U): The hierarchical logic of PQ-Indicator regarding
criteria (A2) prioritizes the local condition over the remote ones in terms of voltage.
Consequently, fixing the local voltage is guaranteed if the voltage at the critical point
is fixed. Therefore, considering the voltage at the connection point of each CS is
required but not more significant than focusing on the voltage drop at critical points
in terms of voltage. Therefore, only the voltage magnitude at the critical point is
analyzed in-depth.

<M3> Consumed energy (E): In any distributed system where multi processes share the
same resources, a lot of attention should be paid to the starvation problem and the
way of distributing the resource among the processes (i.e., fairness). However, this
problem is more critical and hard to be addressed in the power grid since the position
of the CS plays a significant role by deciding how much power can be used. For
example, the closer to the transformer, the fewer local power quality issues and more
power can be used. As a result, the way of allocating the charging power among the
CSs needs to be evaluated by taking into consideration the significant role of the local
operating conditions of each CS by determining the used charging power.

To that end, the energy distribution at each CS is computed using the trapezoidal
rule2 for calculating the area under the power curve. Furthermore, the percentage of
energy portion allocated to a csi is calculated by dividing its energy portion by the
sum of all other CSs.

2https://en.wikipedia.org/wiki/Trapezoidal_rule
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Finally, this metric is used not only on the level of CS but also on the level of an
individual EV in order to express the energy amount stored in the battery, and thereby,
a simple battery model is used.

<M4> Average Service Coverage (ASC): For evaluating the impact of the SC to the users
of the CSs, the number of vehicles charged to a certain extent, as used by [193], will
be shown. In this work, this metric ASC ∈ [0, 1] shows the percentage of requests
covered, and it is given as ASCζ of EVs charged to at least a certain limit ζ. There are
limits considered here to examine if the SC algorithm has different coverage results to
different acceptance limits. Whereas many acceptance limits may lie at 100% of the
requested energy, other users may already be satisfied with only a certain percentage
of their requested energy delivered. Equations (5.1) depicts the definition of this
metric,

ASCζ = 1
N

N∑
j=0

xj

xj =

1 Edeliv(j)
Ereq(j) ≥ ζ

0 Otherwise

(5.1)

where N is the total number of EVs charged to any extent in a chosen scenario.
Moreover, Edeliv(j) and Ereq(j) are delivered and initially requested energy by EVj ,
respectively.

For example, let ζ = 0.8 which means the request of an EV user is considered covered
and therefore considered fully charged if the EV is charged to at least 80% of the
requested energy. Thus, if there is a set of six EVs charged to a certain percentage of
their requested energy, given as [40%, 50%, 60%, 81%, 80%, 90%], the metric ASC%80

will give the following result:

ASC%80 = 1
6(0 + 0 + 0 + 1 + 1 + 1) = 3

6 = 0.50

which means, in turn, that a half of EVs got charged to an extent which is considered
to cover the request of the respective user.

This metric roughly shows if the SC is capable of charging enough a similar number
of EVs compared to the UC scenario. In this work, two limits can be chosen. On one
hand, ζ is set to 100% to show how far the SC can charge EVs to the full extent of
their requests. On the other hand, ζ is set to 80% to show if the SC is at least able to
charge the EVs to a “somewhat acceptable” range. These limits will be particularly
interesting when comparing them to the respective results of the UC scenario.

<M5> Quality of Experience (QoE): According to [194], QoE is “the degree of delight or
annoyance of the user of an application or a service.”. Generally, it is accepted that
the quality experienced by a network service user is dependent on the Quality of
Service (QoS) of the network, in a non-trivial and often non-linear way[195]. From
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the point of view of an operator, QoE is an essential aspect in keeping the customer
satisfied and thus diminishing churn. Hence, numerous mechanisms are introduced for
QoE driven networks resource management with the purpose of maintaining quality
above a certain threshold for every user; a challenge arises in terms of a fair allocation
of available resources among users.

T. Hoßfeld et al. show in [195] the difference between the QoS and the QoE fairness,
which is widely represented with the Jain’s fairness index [196]. Whereas QoS
considers fairness from a perspective of the system, QoE takes into consideration
the perspective of the users. As an example, the issue of distributing downloading
capacities is used. Therefore, the QoS would consider the download rate distributed
equally between the users as fair, whereas the QoE would, for example, consider the
heterogeneity of the users’ devices. Jain’s fairness index is the metric most frequently
used for the QoS, which is described in detail in the work mentioned above. The
authors proposed a generic QoE fairness index (F ), which may be used to compare
QoE fairness across the system and applications. That proposed index F assumes that
the standard deviation σ of the QoE values quantifies the dispersion of the user’s QoE
in the system.

In this work, the proposed index F is adopted to determine the overall QoE in one
simulation run. The standard deviation of the delivered energy Edilev to the requested
one Ereq ratios of EVs will be used. Hence, the QoE metric F ∈ [0, 1] is computed as
depicted in Equation (5.2),

F = 1 − 2 ∗ σ(∆E) (5.2)

where σ is the standard deviation of ∆E, which is the set of the percentages of all
performed charging requests of EVj at the considered CSs in the simulation run. That
set is defined as follows:

∆E =
{
Edeliv(j)
Ereq(j) ; j = 1, ..., N

}

It is worth mentioning that the maximum fairness is reached when Fmax = 1. In
contrast, the minimum fairness Fmin = 0 is found when the standard deviation is at
its maximum.

<M6> Quality of Grid (QoG): This metric is defined with an inspiration of QoS in order to
show how happy the grid operator is with our service, namely DSO. One approach
to define this metric is to see it as the percentage of time in which a value of any
considered GSIk is out of green range (Y G,GY )k for a particular scenario. Notably, the

5.1 Overall Evaluation of the System 95



transformer is overloaded, or the considered voltage magnitude is above or below the
respective thresholds. Thus, the QoG metric G is given as defined in Equations (5.3),

G = 1
|T |

T∑
t=0

G(t)

G(t) =

1 ∃ Kk(t) /∈ (Y G,GY )k k ∈ N

0 otherwise

(5.3)

where Kk(t) is the value of GSI class k at time t, and T is the time steps of the
simulation during off-peak times. G ∈ [0, 1] represents a better QoG when it reaches
smaller values. It is crucial to exclude the on-peak times from calculation since the
thresholds can be set to a value where the baseline itself crosses the thresholds during
those times. Therefore, to prevent the baseline influencing the measurement of the
performance of SC, Kk has to cross the baseline as a “second threshold” as well to
count as, for example, a voltage drop or overloading. In other words, a charging
operation takes place during this time slot and has an impact on the grid.

However, this is a simple approach, as it does not show to what extent the overloading
of the transformer or voltage drop is happening, i. e., overloading of 150 kVA is
accounted for as same as overloading of 200 kVA in a given 100 kVA threshold scenario.
More complex metrics and formulas can be introduced in the future. However, this
shall not be in the scope of this work, as the proposed metric is enough to see a general
relationship between the QoG and QoE.

<M7> QoG vs. QoE (Norm): Another metric showing the relation between QoG and QoE is
needed since QoE probably has overall better results in the UC scenario in comparison
to the SC one and vice versa. That is to be expected, as UC is ignoring the status of
the grid completely.

To that end, the difference ∆G = GUC − GSC ∈ [−1, 1] of QoG and the difference
∆F = FUC − FSC ∈ [−1, 1] of the QoE between SC and UC scenarios are calculated.
The former (∆G) shows the impact of the smart charger on the grid. Additionally,
it shows a positive impact when reaching high, positive values, while showing a
negative impact when reaching low or negative values. The latter (∆F ) indicates the
QoE, which needs to be sacrificed to achieve that increase in QoG. Also, it shows the
negative impact of the smart charger on the QoE when reaching high, positive values
while showing a positive impact when reaching low or negative values. However, ∆G

and ∆F are expected to be positive most of the time in our study cases3.

3As a workaround to avoid getting negative values in Equation (5.4), the negative values of both ∆G
d and ∆F

d

can be replaced by zero since they means SC is not beneficial to DSO or it costs nothing to CSP.
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In order to see a general tendency over multiple data sets D =
{Set of selected simulation days}, ∆G and ∆F are averaged over all days used for
the simulation as depicted in Equations (5.4).

∆G
avg = 1

|D|
∑
d∈D

(∆G
d )

∆F
avg = 1

|D|
∑
d∈D

(∆F
d )

(5.4)

Finally, to calculate how many percentage points of the QoE need to be sacrificed for
each percentage point of QoG the smart charger achieves, the averaged overall QoE is
normalized by the averaged overall QoG metric, given by

Norm = ∆F
avg/∆

G
avg (5.5)

Norm ∈ R4 shows the number of percentage points of QoE that have to be sacrificed
for achieving one point of QoG. Negative results are theoretically possible and would
show that the smart charger is either better in terms of QoE or worse in terms of QoG
than the UC scenario. Since SC is usually better in terms of QoG and worse in terms
of QoE, additionally, averaging over many days scenarios reduces the impact of exotic
results, this special case is not probable. Hence, it is not considered further in this
work.

<M8> Grid Friendliness (GF): The main goal of the SC is to react to emerging events in the
grid in terms of PQ and assets overloading. These reactions cause some deviations
between the supposed used power capacity, which is represented by the related
charging profile, and the used one via measuring through the charging operation.
Such a grid-friendly behavior of CS has to be awarded. Inspired by a point-based
system of incentives, where the desired behavior is rewarded with collectible points or
symbols, a translation of the CS behavior to points that can be awarded by the utility is
proposed. The collected points by CS are distributed among influenced EV users based
on certain criteria, e. g., a partial fulfillment of user charging requirements. Payback5

is exemplary for a point-based reward system, where customers collect points by
buying certain products that can later be turned into discounts. This approach falls
under the terminus of gamification and has been applied in a variety of contexts, most
commonly learning, education, health, and fitness behavior [197].

To that end, a certain amount of points is assigned to each SC reaction to an event
generated by PQ-Indicator. Based on the definition of grid friendliness in Section 1.1,
there are three different estimations of CS behavior: positive, negative, and neutral.

4Fieller’s theorem is used for calculating the confidence interval of the ratio.

5https://www.payback.de/
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In a similar way, the number of awarded points can be positive, negative, or zero. In
further detail, when the status of the power grid is indicated as green, the SC follows
the profile and neutral charging operation can be seen as long as the grid is in the
green status. In the case of yellow and red indications, an appropriate reaction results
in adding/subtracting a certain number of points to/from the CS current balance.

Consequently, GF is defined based on (1) the size of the SC response, i. e., the difference
between actual (measured) power Pm at time t and t − 1, (2) the distance to the
charging profile, i. e., the difference between Ci(t) and Pm(t), and (3) the importance
of the event required a SC response, i. e., the value of PQ-indic. The total number of
points is weighted by the duration (Te) of an event e(t) in minutes (until the next event
e(t+ 1) is triggered). Otherwise, ignoring the indication or inappropriate reaction is
penalized by cutting off a certain number of points from the current balance. Similar
to any other points-system, DSO can agree with interested CSOs on a pricing scheme,
e.g., every 100 GF points equal 1€.

Hence, GF ∈ Z is defined for several events e(t) arrived at csi as depicted in Equations
(5.6). Thereby, the first three cases represent the awarding mechanism, i. e., positive
reactions from SC. The fourth case is the green state, and the reaction of SC is seen
as neutral to DSO. Finally, SC is penalized in the last two cases since it ignores the
received event completely.

GFcsi =
⌊
10

N∑
e=0

Te GFe

⌉

GFe =



Ω1(e)
(
Pm(t) ≥ 2 Pm(t− 1)

∨
Pm(t) =Mi

)
∧
e(t) ∈ {red+, yellow+}( P m(t)

P m(t−1) − 1
)
Ω1(e)

(
Pm(t− 1) < Pm(t) < 2 Pm(t)

)
∧
e(t) ∈ {red+, yellow+}(

1 − P m(t)
P m(t−1)

)
Ω1(e)

(
Pm(t) < Pm(t− 1)

∨
Pm(t) = Cmin

i

)
∧
e(t) ∈ {red−, yellow−}

0 Ci(t) = 0
∨
ek ∈ {green}

− Ω2
(
PQ-Indic(e)

)
Pm(t)

(
Pm(t) ≥ Pm(t− 1)

)
∧
e(t) ∈ {red−, yellow}

− Ω2
(
PQ-Indic(e)

)
|Mi − Pm(t)|

(
Pm(t) ≤ Pm(t− 1)

)
∧
e(t) ∈ {red+, yellow+}

where, Ω1
(
e
)

= Ω2(PQ-Indic(e))
(
|Ci(t) − Pm(t)| + |Pm(t− 1) − Pm(t)| + 1

)
Ω2

(
PQ-Indic(e)

)
= b|PQ-Indic(e)| + Y R+ 0.1e

(5.6)
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Where N is the number of triggered events during the considered time interval,
{t− 1, t} are the arrival times of two consecutive events, and PQ-Indic(e) is the value
of PQ-Indic accompanying with event e(t).

5.1.3 General Assumption

While working on this thesis, some issues occurred when there was a need to adjust the
simulation to the new test case. In the following list, all assumptions made in this work
have been laid and categorized into three main groups. The interconnected nature of the
charging ecosystem enforces many assumptions considering the requirements of the main
three actors of the system: grid operators, CSPs, and end-users.

1. Low Voltage Grid:

• DSO knows its distribution grid very well, particularly the impact of transient EV
loads in its grid. Based on this knowledge, it sets the thresholds of the different
GSI and defines the critical points. Additionally, all grid-relevant configurations
of a PQ-Indicators are determined after an in-depth analysis of historical data of
the grid.

• Overload or voltage issues can be detected within a few cycles of its occurrence
before the invocation of voltage/congestion control mechanism. Hence, it gives
the controlling mechanism the chance to reduce/increase the transient EV loads.

• Transformer overloading can be attributed entirely to its downstream loads.
Consequently, if a measurement at a node indicates congestion, it can be enhanced
by sending a congestion event to the subscribed nodes through the event-engine.

• In this work, an imbalanced three-phase system means only an imbalance in
terms of voltage magnitude. The voltage angle is assumed to be balanced all the
time and left out of consideration.

• It is not possible to infer congestion and voltage issues implicitly at the end nodes.
Therefore, they must be explicitly signaled.

2. Communication Networks:

• The distribution grid is equipped with communication infrastructure and mea-
surement devices. The network is broadband, reliable, and has low latency. It
is assumed that all CSs experience roughly the same delay when they receive
signaling packets (this is never exactly true but simplifies the analysis).

• MPs are able to generate events, and an event-engine such as Kafka is set up in
order to enable the publish/subscribe messaging pattern.
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• The speed-of-light propagation delay between the MP and charger through the
event engine is small and typically is smaller than 1 ms. Furthermore, the total
delay in the controlling loop is minimal to allow the smart charger to react in
time to the considered issues in the grid.

3. CS and EV:

• CS is owned by CSP, which agreed by a contract with DSO on operating the CS
regarding the indications signal received from the PQ-indicator. Such a grid-
friendly behavior is awarded by the DSO. For example, it grants a reduced grid
access fee to the CSP.

• The configuration parameters of SC are set by the CSP based on its business
model and sensitivity analysis of the different parameters for each test case.

• Every connected CS has a charging profile, which is available at its disposal. Such
a profile is calculated based on the reservation or the historical demand data of
the CS. It is an aggregation of all (possible) plugged in EVs at CS.

• The charging rate can vary without any constraints within the maximum charging
power value at the CS.

• The maximum and minimum power constraints will be known at the beginning
of the algorithm. The charging rates comply with technical specifications of EVs
been charging.

• An EV battery can be charged at any rate less than the maximum Amperage
rating of its charger, independent of its state of charge, i. e., saturation phase is
ignored. Similarly, the automatic disconnection of EV from CS is disabled.

• Battery degradation due to regular charging rate modification is negligible.

• In the simulation, single connector CSs are used. To handle this, EVs are queued,
and plug(in)/out happens immediately to free up the connector. Furthermore,
EV disconnects, when done charging or reaching the requested departure time.

4. Mobility Data:

• Preprocessing the ACN data: According to ACN, users can adjust their requested
energy and requested departure time via an app on their smartphones. It is
assumed that the latest user input is chosen if there are multiple user inputs. If
there is no user input about required energy for a charging operation happened
voluntarily, a mean battery capacity of 37.2 kWh is used [198].

• Requested power calculated from requested energy: Most of the parameters
needed to charge an EV are provided by ACN: the arrival time, the departure
time, and the requested energy. However, the requested charging power is
missing in the ACN data set. As the power is needed for the simulation, it will
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be calculated as P = Ereq

Tdep−Tconn
, where Tdep is the requested departure time, and

Tconn is the requested connection time. However, most charging service providers
only provide discrete values for charging power to choose from. These values can
differ from region to region, see Table 2.2.3. The values used in this work are
based on the CSs and connector standards in Bavaria6: 3.7/7.4/11/22/43/50
kW. When choosing 50 kW, it is assumed to be a DC charging.

Further, it is assumed that CSs in the simulation have a connector compatible
with any standard available to serve any of those requests. Also, it is assumed
that any EV in the charging profiles fulfills given standards to be able to receive
the requested power. The requested charging power is always rounded up to the
next upper limit. That will reflect more realistic charging requests, as they are
done in those limits in reality.

• The maximum physical capacity of CS (M ): In principle, it is a known constant
at the beginning of the simulation run. To shrink the impact of SC and avoid a
drastic increase,M is set dynamically to be the maximum between the double of
requested charging power in the charging profile Ci(t) and 50 kW.

5.1.4 Results, Test Cases, and Scenarios
After setting up the simulation, defining the metrics, and stating the assumptions, meaningful
test cases have to be defined in order to show the added value of the proposed solution using
metrics. For each test case, three scenarios are considered. First, the best-case scenario,
where no CS is connected to the grid during the simulation period. Thus, no significant
power quality issues in the grid are implied. Second, the worst-case scenario, where all
four CSs are connected to the grid and they are charging without any control. The third
scenario is SC scenario having controlled charging at all CSs. The first two scenarios form
the Baseline_Min and UC respectively.

5.1.4.1 Test Case 1: Continuous charging with a fixed rate

It is assumed that all four CSs are connected to the grid and charging continuously with
a constant charging profile Ci(t) through the whole simulation period. The goal of such
a test case is to show the impact of the SC on the considered parameters of a distribution
grid, particularly metrics M1, M2, and M3. Worth mentioning, this test case is grid-oriented,
and all performed tests can be done using data from ACN DB. But using a fixed charging
rate enables us to cover more cases in terms of raising PQ issues in the grid and simplifies
choosing the suitable values of thresholds. Furthermore, it allows a clear comparison among
the proposed algorithms - namely TCP-SC and FSM-SC -, centralized solution stated in
section 3.3 and a decentralized solution based only on the local voltage measurements.
If not stated otherwise or differently, it is assumed that CSs support only controls over

6https://ladeatlas.bayern/
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the total consumed power. Precisely, the power is distributed on all three phases equally,
so PQ-Indicφ values are aggregated using Equations (4.5), as discussed in Section 4.4.
Finally, SCs responds periodically every five minutes to smooth the voltage curve and avoid
unnecessarily changes every minute, as will be seen in the discussion of TMMs in the
question <Q4>.

ER RY YG GY YR ER

Load (kVA) 400 300 150 0 0 0
Voltage (V) 220.94 222.94 223.94 237.94 238.94 240.94

Table 5.1.: Thresholds of the GSI Classes: Overloading and Voltage Level

The GSI thresholds for voltage and loading of the transformer are configured in the PQ-
Indicator, as shown in Table 5.1. From EN 50160, it is known that the voltage level must
be within ±10% of the nominal voltage during 95% of the week measured by 10 minutes
mean RMS values [21] in low and medium voltage networks. As the maximum allowed
voltage deviation including the medium voltage network is constantly transmitted to the
low voltage grid in case no OLTC is installed, a smaller range of ±3% and a simulation step
of one minute are used. Due to the setup of the test grid, overloading of the transformer
starts at 37.5% of the rated apparent power of the transformer, which is given by 400 kVA.

TCP-Like SC FSM-based SC
µ ψ β ε λ1 λ2 λ3 α %1 %2 χ ω

0.1 0.6 0.25 2.0 0.75 0.5 0.25 1.2 1.5 1.2 0.7 1
4 ·

(
1 + Mi

Ui(t)

)
Table 5.2.: Main Parameters Configurations of SCs in Simulation

The different parameters used in the smart charging algorithms are shown in Table 5.2.
Cmin

i is 1.3 kW, the minimum charging power provided by the SC to a CS to stay connected.
For this test case, a constant user charging profile of 22 kW for each csi is used. Furthermore,
the maximum power that can be provided by the SC is set to 30 kW, which is also assumed
to be the maximum physical limit of all CSs (Mi). Regarding TCP-like SC, the change-rate
constant (ε) value taken for the test is 2. Note that this value should not be less than 2,
since doing so would beat the basic idea of control actions in Algorithm 4.2, which is having
power increase higher during SS phase than CA one. The remaining parameters are chosen
in a way that is best suited for the smooth transition of the charging control signal and
its effect on the grid. To that end, a sensitivity analysis is carried out but not included
in the thesis since it depends on the properties of the grid and the considered charging
operations.
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The initial analysis of the results shows that periods between roughly 8:00 - 12:00 and 16:00
- 20.00 are peak hours in a day where the load in the grid is high. It is resulting in a voltage
drop greater than 3% and overloading at the transformer even during the Baseline_Min
scenario. During this time, SC restrains from further adding the CS load to the grid by
reducing the charging power at CS to a minimum value (Cmin

i ). Thus, avoiding further
strain on the situation of the grid. As the algorithm assumes only one direction charging,
i.e., G2V, the degraded power quality during the peak hours cannot be compensated by the
SC. Thus, the focus is only on explaining the results from SC during off-peak hours in detail
in the rest of this chapter.

This section aims to answer the following questions regarding the results obtained by
simulation in the tested grid:

<Q1> How do the proposed SC algorithms improve the considered grid GSIs classes?
First, metric M1 is considered for evaluating the loading of the transformer in terms
of the total apparent power (S). As depicted in Figure 5.4, the transformer crosses
the threshold for 72.2% of the day during the UC scenario. While FSM-based SC
reduces this value to around 5%, TCP-like SC reduces the value to 1.3% of the day.
Furthermore, the total energy crossing the threshold is 27% higher in the scenario of
the FSM-based SC in comparison to the scenario with the TCP-like SC. As a result, the
TCP-like SC prevents overloading at the transformer efficiently and contributes to a
stable power quality of the grid in terms of assets overloading better than FSM-based
SC.

Second, metric M2 is used whereby the voltage level at the critical node in SC scenario
to the baseline scenarios is compared, as depicted in Figure 5.5. Thus, the algorithms
control CSs such that voltage level is mostly above the threshold line and falls mostly
within 1 V below the threshold limit by crossing. In the worst case, the voltage drops
to 222.4 V for the whole day. The SC rectifies the voltage drop below the threshold
value by reducing the power allocation at the CS in the next step. In the Baseline_Min
scenario, the voltage level during off-peak hours is well above the threshold and drops
to a critical level during the UC, precisely, 213.5 V. Furthermore, the magnitudes of the
voltage drop spikes are higher by TCP-like SC in comparison to the ones of FSM-based
SC. The fast increasing actions taken by the TCP-like SC in the slow-start stage are
the reason behind those high spikes. For example, the PQ-Indicator indicates a stable
situation at the grid in the period between 00:00 and 6.30, so the algorithm performs
a standard SS exponential increases, which can cause sudden voltage drop during fast
increasing of the load at specific points of time. Finally, the number of times when
the voltage level crosses the threshold with TCP-like SC is 11% more than that of
FSM-based SC. In the worst case, the voltage drops to 223.2 V by FSM-based SC in
comparison to 222.4 V by the TCP-like SC. The voltage control achieved when using
FSM-based SC is comparatively better than that of TCP-like SC.
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Figure 5.4.: Distributed Controllers: Apparent Power at the Transformer

Third, metric M3 is discussed whereby the charging power allocated by SCs and the
total power utilized for smart EV charging is depicted in Figure 5.6. During peak
hours of the day, the used power by each CS is at the minimum value. During off-peak
hours, the typical saw-tooth pattern of Cwnd in the algorithm of TCP slow start is
being reflected by TCP-like SC in terms of charging power at each CS as depicted in
Figure 5.6b.

The CS connected at the critical node (cs2) is allocated limited power when compared
to the other three CSs due to the voltage fluctuations at that point of the grid. During
the first six hours of the day, the charging power is at maximum for cs1, cs3, and cs4

since fixing the voltage at the critical node needs only the reaction of cs2; the increase
at cs2 happens with small steps in comparison to other CSs. The charging power is
reduced at all stations either when the situation hits warning or critical phases locally
at any CS or when reactions of the SC2 are not enough to keep the voltage of the
critical point in the green range. For example, it can be seen in Figure 5.6 for the time
between 06:00 AM and 08:00 AM.

For more precise analysis, the energy distribution at each CS is calculated by per-
forming area under the curve calculation using Figure 5.6. The total energy provided
for CSs using FSM-based SC is around 3% more than the case of using TCP-like SC.
The reduced energy distribution value when using TCP-like SC is due to the higher
level of reduction action taken by the controller during critical phases. The surpassing
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Figure 5.5.: Distributed Controllers: Voltage Level at the Critical Node
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(b) TCP-like SC

Figure 5.6.: Charging power at four CSs. Each colored line represents a CS. Grey is the sum power
of all CSs. The red line is the aggregated power from all charging profiles of all CSs.

of TCP-like SC - in terms of avoiding the transformer overloading - provides further
evidence in this respect.

As seen in Table 5.3, while the energy portion of cs2 during FSM-based SC is 26.5%
of the average energy distribution to other CSs, it is around 40% using TCP-like SC.
That could lead us to conclude that TCP-like SC is fairer, but usually one run is not
enough. This property is studied thoroughly in Section 5.1.4.2 using metric M5.

Finally, it can be concluded by observing the results that using TCP-like SC makes
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FSM-based SC TCP-like SC

CS1 51.20 39.91
CS2 13.39 16.24
CS3 51.48 41.00
CS4 48.46 40.92

Table 5.3.: Energy Distribution in KWh among CSs between 12:30 and 16:00

allocating more power to cs2 possible by limiting the used power by other CSs, namely,
cs1, cs3, and cs4. The matching of power curves of cs1, cs3, and cs4 most of the time,
which leads in its turn to the same amounts of consumed energy (see Figure 5.6 and
Table 5.3), emphasizes the fairness of the proposed controller in the case no special
local operating conditions take place. For example, the voltage criterion limits the
used charging power at cs2. Otherwise, all CSs will be able to use the same power all
the time.

<Q2> How good is the proposed solution in comparison to both centralized and decen-
tralized solutions?
Throughout this question, the proposed algorithms are compared with a centralized
controller described in Section 3.3 and a decentralized approach based on Additive
Increase Multiplicative Decrease (AIMD) algorithm [176]. AIMD is a feedback control
algorithm best known for its use in TCP congestion control. The basic idea behind this
approach is to increase the charging power at CS additively (using change-rate ε = 2
similar to TCP-like SC) as long as the locally measured voltage at the CS is not crossing
a certain lower threshold, namely, Y GU . If the local voltage at CS falls below that
boundary, SC reacts by altering the charging power multiplicatively to decrease the
charging power at once. E.g., a factor of Γ = 0.50 will be responsible for cutting the
used power to half of its previous value and portrays a rapid change. AIMD-based SC is
depicted in Algorithm 5.1. Worthy of mentioning, the main intention is the comparison
among the different SCs to show the shortage of local conditions for building a smart
controller. Developing a new sophisticated controller is not a goal of this section at
all. The comparison depends on the different metrics defined in Section 5.1.2. Next,
metrics M1, M2, and M3 are discussed in detail. Looking at metric M1 in Figure 5.7
shows that AIMD-based SC ignores the threshold of the transformer completely in
particularly from the afternoon to the evening. That is expected since it is a local
voltage-based approach. In general, the curve sticks to the UC scenario since cs1, cs3,
and cs4 charge most of the time with maximum capacity (see Figure 5.9) and ignore
the voltage fluctuations at cs2 entirely. Furthermore, both FSM-based SC and TCP-like
SC follows the curve of the centralized controller in general. Remarkably, deep/high
spikes disappear in the centralized scenario. The main difference is between 12:30
and 16:00, where the centralized controller shows more strict behavior and allocates
less total power for all CSs. Worth to mention, the centralized controller looks for the
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Data: average local voltage at csi (u(t)),Mi, Cmin
i , Y GU , GYU

Result: Charging power at time t: Cmin
i ≤ Ui(t) ≤Mi

if
(
u(t) > Y GU & Ui(t) ≤ (1 + µ) Ci(t)

)∥∥(
u(t) > GYU & Ui(t) ≤Mi

)
then

/* Increase power */
Ui(t+ 1) = min(Ui(t) + ε,Mi)

else
if u(t) ≤ Y GU then

/* Decrease power */
Ui(t+ 1)) = max(Γ Ui(t) ,Cmin

i )
else

/* Do not change */
Ui(t+ 1) = Ui(t)

end
end

Algorithm 5.1: AIMD-based SC
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Figure 5.7.: Distributed vs. Decentralized and Centralized SCs: Loading at Transformer

solution, which meets the safe operational limits and reaches a fair distribution of
available resources among active CSs.

Analyzing the voltage curves in Figure 5.8 shows that all SCs keep the voltage at
the critical point around the threshold through off-peak times. While the centralized
controller is very strict, so it allows no drops below the threshold during off-peak
times and stick to the Baseline_Min during on-peak times, other controllers have many
spikes. AIMD-based SC can not stick to the curve of Baseline_Min scenario in on-peak
times since the bad voltage at the critical point is handled only by cs2, which restrains
its capacity to the minimum, but that is not enough. Meanwhile, other CSs continue
charging with their maximum since they suffer no PQ issues because of their locations
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Figure 5.8.: Distributed vs. Decentralized and Centralized SCs: Voltage at the Critical Point

close to the transformer(cs1 and cs3) or in a different feeder line with no high load
(cs4).

Even AIMD-based SC allows allocating more power to the different CSs; this allocation
is not fair, as depicted in Figure 5.9. Thereby, only cs2 reduces its power to deal with
voltage issues at the critical point. The comparison with the power curves of the
centralized controller in Figure 3.117 shows no convergence between decentralized
and centralized solutions. In contrast, FSM-based SC and TCP-like SC converge at
almost to the solution of the centralized controller. The main difference is in the
power allocated to cs2, where the power magnitudes are lower in comparison to the
centralized approach.

We can conclude that the two distributed controllers can respond in better shape to the
transformer loading when the local voltage is not enough to infer about the congestion
in a grid not running to its limits. Furthermore, depending on local conditions causes
unfairness among CSs in terms of available resources distribution, which, in turn,
leads to a different level of satisfaction of end-users.

<Q3> Does the control of the individual phase improve the algorithm in terms of con-
sumed energy and phase imbalance?
To that end, the experiment mentioned above is repeated with an assumption of the
possibility to control the consumption on every single phase, i.e., PQ-Indicator sends
an individual PQ-Indicφ for each phase, so no aggregation function is used. For
simplicity and because of very similar results, only results of FSM-SC are depicted and
discussed. Thus, a separate FSM for each phase is set instead of one for the whole CS.

7Regarding the centralized controller, the curves of power at CSs withMi = 30 kW are almost very similar to
the ones in Figure 3.11, whereMi = 22 kW. Therefore, it is not drawn again.
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Figure 5.9.: AIMD-based SC: Charging Power at Four CSs

Only M2 and M3 are considered particularly at cs2 since it is installed at the critical
point and suffers from less power allocation in comparison to other CSs.

Figure 5.10 shows the voltage magnitude on each phase compared to the values of
two other scenarios: Baseline_Min and aggregation-based SC, where FSM-based SC
uses the aggregation function in Equations (4.5). Clearly, the voltage on the initially
overloaded phase B is improved; its magnitudes are even better than the ones in
the Baseline_Min scenario. In contrast, the voltage on phases A and C are similar or
sometimes worse than the values of aggregation-based SC; more load is put on them.
That can be justified depending on the type of three-phase wiring. It is assumed to
be (Wye) or “star” in this simulation where each phase is connected to a neutral wire.
Thereby, the neutral line carries the total neutral current from the three phases. That
current is substantially the unbalanced current from the three phases8.

However, this kind of control allows increasing the portion of energy allocated to cs2

with keeping the voltage in the green range as much as the aggregation-based SC
does. This approach increases the total energy consumption of cs2 up to 35 kWh in
comparison to only 13.39 kWh in the original scenario between 12:30 and 16:00,
which equals to 69% of the average energy distribution to other CSs. Figure 5.11
states the power allocation at cs2 using aggregation-based SC (red line) and the sum
of power allocation on each phase besides the total sum using the phase-based SC
(blue lines).

8By applying Kirchhoff’s current law to the neutral node, the currents of three phases sum to the total current in
the neutral line. In the balanced case the vector sum IA + IB + IC = IN = 0
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Figure 5.10.: Voltage Level at the Critical Point Using Phase aware FSM-based SC

To conclude, the phase-based controller increases the maximum voltage imbalance
factor at cs2 from 1.03% using the aggregation function to 1.9%. The imbalance factor
still in the allowed range of EN50160, i. e., smaller than 2%. While the aggregation-
based SC keeps the maximum imbalance factor close to the value in Baseline_Min
(1.02%), the phase-based SC increases it in the allowed range but enabling more
energy consumption.

<Q4> What impact do the proposed TMMs in Section 4.6 have on the proposed solution?
One important reason for the development of a TMM is to improve further the usage
of the available resources of the grid. In that regard, the mechanisms will be compared
by looking at the amount of energy the four CSs received during the simulated 24
hours, i.e., metric M3 on the level of CS. The results of different mechanisms are
compared with those from two scenarios where the SC reacts periodically every one
minute or five minutes. In the latter scenario, the weighted average of received values
of PQ-Inidc over the last five minutes is calculated similarly to step (1) in TCP-like
SC.
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Figure 5.11.: Power Allocation at cs2 Using FSM-based SC with(out) Aggregation Function

For answering this question, only the results of TCP-like SC are presented since it
shows better results over FSM-based SC in terms of power allocation, as depicted
in <Q1>. For the simulation, the maximum time MAX_TIME that SC can wait
before reacting to a new value of PQ-Indic is set to five minutes. The minimum
time MIN_TIME is set to 60 seconds, and therefore, it is equal to the constant step
size of the smart charging approach without any timing mechanism. The step size γ,
by which the waiting time can be adjusted, is set to 30 seconds. As an effect of γ being
chosen as a smaller value as the simulations step size, the adaptation of the waiting
time is slowed down, which helps to prevent the ping-pong effect.

1 min. 5 min. Simple ALOHA-like Soph.

cs1 203.39 267.69 275.33 224.34 248.20
cs2 129.20 129.51 130.21 123.75 132.84
cs3 203.39 267.84 275.36 241.90 248.14
cs4 203.66 266.21 275.33 227.00 246.74

Total 739.63 931.25 956.22 819.00 874.92

Table 5.4.: Energy Distribution in KWh among CSs for the Whole Simulation Day

Analyzing the consumed energy by each CS shows that the total amount of energy
consumed by all CSs differentiates among the different TMMs, as depicted in Table 5.4.

5.1 Overall Evaluation of the System 111



Although periodical (5 min.) and simple TMMs enable a high energy consumption in
comparison to other TMMs, they show a lower percentage of cs2 portion to the total
sum (fairness); it is ≈13.5%. Otherwise, the ALOHA-like and sophisticated TMMs
allocate less energy, but show fairer sharing behavior among CSs; the cs2 portion is ≈
15% of the total sum. Moreover, rapid reaction using TMM with periodical response
every one minute does not result in consuming more energy by CSs, rather the total
amount is the lowest among all other TMMs.

In general, having a long response time is better from the perspective of the EV since
it means a less frequent change of the charging power, which is more healthy to the
battery. Regarding this point, the sophisticated TMM has a longest average response
time by ≈202 seconds, the ALOHA-like and simple TMMs have an average time of
≈ 102 and 185, respectively. Worth of mentioning, the standard deviations and
confidence intervals are not stated since they are tiny.

However, all the proposed TMMs keep the transformer not overloaded most of the
time (below the defined threshold), but the sophisticated mechanism guarantees that
by 100%, i. e., no values of transformer load is higher than the defined threshold. In
terms of voltage; the ALOHA-like and periodical (1 min.) TMMs cause high oscillation,
while the remaining TMMs show almost the same behavior.

Figure 5.12 shows the load of all CSs using the different TMMs. It is clear that the
ALOHA-like (Figure 5.12b) and the periodical (1 min.) TMMs (Figure 5.12d) oscillate
clearly more than other TMMs.

To conclude, different strategies for timing management might be necessary depending
on system priorities. Through the evaluation, it is found that the simple and periodical
(5 min.) TMMs performed best when it came to getting as much as possible power to
active CSs while keeping the grid operating within the safe limits; The simple TMM is
favored above the periodical mechanism. In a system where the fairness between CSs
is of importance, however, a more sophisticated approach might perform better. In the
evaluation, the sophisticated TMM shows the best performance out of all developed
approaches in this regard.

<Q5> Which is better, OLTC-based solution or SC-based solution?
For answering this question, it is assumed that a transformer supporting OLTC tech-
nology is used in the grid instead of the typical transformer. Using the OLTC, the
adjustment of the voltage in the connected low-voltage grid can be made without
performing further changes in the grid, particularly, no control on the CS demand. The
experiment is repeated with the UC scenario and active OLTC. The tap changes based
on the voltage level at the critical point in order to keep it in the green range all the
time, however, by increasing or decreasing the tap position. It is significant to mention
that OLTC is not designed to react directly to the overloading of the transformer.
Nevertheless, the voltage of the high/low side of the transformer is the primary factor
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(b) ALOHA-like
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(c) Sophisticated
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Figure 5.12.: Charging power at four charging stations using different TMM. Each colored line
represents CS. Grey is the sum power of all CSs

in increasing or decreasing the tap position. In some cases, the impedance of the grid
is considered as well. Finally, an additional voltage per tap is set to 2,8%.

As depicted in Figure 5.13, seven tap changes are required to keep the voltage of the
critical point in the green range throughout the whole day; the highest tap position
is zero, and the lowest one is -2. The tap change from -1 to -2 is required only
during on-peak times, e.g., between 08:00 and 12:00. The voltage curve at the critical
point using the OLTC transformer is even better than the one in the Baseline_Min
scenario. The described scenario, where only one central OLTC transformer is used
for connecting the low-voltage grid with an external medium-voltage grid, faces a
downside that the OLTC only allows the regulation of the whole low-voltage grid. In
case of high voltage discrepancies at different locations in the low-voltage grid exist,
these discrepancies cannot be solved using only one central OLTC. For example, the
voltage curve of cs1 (it is connected close to the transformer) gets into yellow and
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Figure 5.13.: Voltage at cs1 and the Critical Point using OLTC

red ranges during on-peak times in contrast to the voltage of the critical point. That
contradicts the design goals of the proposed system in Section 1.2. To solve such cases,
the installation of additional OLTCs or other Demand Side Management (DSM) and
Supply Side Management (SSM) mechanisms might be necessary.

Although OLTCs are great instruments for fast voltage regulation, grid operators may
try to reduce the number of tap-changes to a minimum. The reason for that, as
explained in [199], lies in the most common operational problem connected with
OLTC. Each tap-change causes physical stress to the transformer and therefore lowers
its remaining expected lifetime.

5.1.4.2 Test Case 2: Test with different days-scenarios

The main focus of this test case is to compare the proposed algorithms in terms of stakehold-
ers’ concerns, namely, EV drivers, CSPs, and DSOs. The assessment focuses on the formerly
defined metrics M4,M5,M6,M7, and M8. To that end, ACN data is used. It is evident that
randomly selecting charging sessions will not reflect reality quite well. Naturally, drivers
have individual motivations for trips and charging stops; therefore, these specific behaviors
generally have to be taken into account. In particular, universally observable patterns
appearing over the entirety of the data set are fundamental.

However, there are significant differences in power demand between weekdays and week-
ends. It is obvious that the general traffic is much less at the weekend than at workdays.
Therefore, the power demand at public and work stations goes down as well. Authors of
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Figure 5.14.: Average EVs demand per week: weekly evolution (upper graph) and zoom for
Wednesday, Saturday, and Sunday (lower graph)[187]

[187] show in Figure 5.14 that there are differences in peak demands between weekend
and weekday. They further show that the pattern of demand profiles does not differ sig-
nificantly between workdays and likewise does not differ between Saturday and Sunday.
This data is gathered from ElaadNL from the Netherlands but shows a similar pattern to the
data gathered from the MoP in Germany [183]. Therefore, lower and different demands
on weekends can indeed be assumed to be inherent in the driving behavior of EV users.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Deviation of # of events from average. 0.94 0.84 0.63 0.85 0.89 0.99 1.28 1.04 1.04 1.30 1.19 1.02
Charging time [min] 25.3 23.4 22.2 20.8 20.0 19.6 20.1 19.4 19.1 20.2 21.6 22.8

Table 5.5.: Yearly variations on charging times and number of charging events for the Norwegian
charging data[184]

Furthermore, some research work shows that there are quite a few differences in EV charging
patterns as well between summer and winter times. As depicted in Table 5.5 [184], there
are deviations of the amount of charging events and the charging times throughout the
year. They conclude that the deviations of the amounts of charging requests are based on
vacation times. Although their used data set is from Norway and therefore depends on that
nation’s vacation periods, it can be assumed, based on the conclusion of the authors, that
every country has its own deviations, as they have their own vacation periods. The exact
numbers are not crucial for this work, as they will already be integrated into the used data
source. More relevant here is to see that most definitely there are differences, which could
make testing different seasons a relevant aspect of this work.
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The differences of power/energy demands and requested connection/departure times of
those scenarios could have an impact on the behavior and effectiveness of a SC algorithm,
which definitely needs to be examined. Nevertheless, using different charging profiles will
be at least beneficial for showing the impact of the smart charger on the grid and the user
satisfaction for a variety of test scenarios.
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Figure 5.15.: Forty-five-day-profiles

To that end and based on the discussion mentioned earlier, the ACN database is used, and a
profile-generator is developed in order to extract CS profiles for different scenarios. The
generator creates 24-hour charging profiles for CSs, and it uses predefined-configurations
such as location, season, and day to extract pertinent and representative data for each
scenario. Since our grid is built using load profiles of a workday in winter, that information
is passed to the profile-generator. So 45 profiles from the winter of 2019, excluding holidays
and weekends, are created. While Figure 5.15a depicts the diversity in the requested
charging power by showing the accumulated percentages of each charging level in each
profile, Figure 5.15b shows the accumulated percentage of arrival periods of EVs in each
profile. The day is divided into four arriving periods: early morning (00:00-06:00), move
to work (06:00-09:00), working hours (09:00-17:00), and evening (17:00-00:00). Clearly,
charging during the working hours is dominating in many profiles.

The simulation runs 100 times for each scenario using those 45 profiles with ensuring not
to use the same profile twice in each run. The different combination that can be obtained
exceeds one million. Each run takes about 10 minutes, and parallelism is not possible since
it requires many expensive license keys of PowerFactory. That makes each 100 runs need
about 16 hours. With testing five scenarios, it is about five days. Therefore, the simulation
ran for only 100 times.

For the sake of defining the thresholds of voltage and load, the UC scenario is considered.
Data about Mean, Max, and Min of both voltage and transformer loading from 100 runs are
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Figure 5.16.: Min, Max, and Mean of Main GSIs in different days-scenarios: Voltage and
Transformer Loading

collected and depicted in Figure 5.16. Analyzing this data results in setting the thresholds in
Table 5.6. Further, all other simulation parameters are similar to ones in test case 1 except
µ; it is set to 0.2 to give more freedom to SCs to compensate for the degradation in service
outside grid stressing times.

ER RY YG GY YR RE

Load (kVA) 400 300 150 0 0 0
Voltage (V) 216.94 218.94 219.94 233.94 234.94 236.94

Table 5.6.: Thresholds of the GSI Classes in Test Case 2: Overloading and Voltage Level

After fixing the different thresholds, 100 runs of the simulation are carried out for each
of the following five scenarios: UC, AIMD-based SC, FSM-based SC, TCP-like SC, and the
centralized controller described in Section 3.3. Next, an in-depth analysis of metrics: ASC,
QoE, QoG, NORM, and GF is introduced.

The metric ASC has no meaning without the total number of charged EVs in each scenario
since the early finishing of a charging operation allows starting a new one immediately from
the EV waiting queue. Therefore, the total number of charged EVs alongside with the ratios
of ASC is shown in Figure 5.17. One EV more is charged in the AIMD scenario in comparison
to the UC scenario. That is expected since AIMD depends only on the local voltage conditions
and ignores transformer overloading completely, so it can finish charging tasks much faster
than other controllers except the centralized one. Although the centralized SC is more strict
and prioritizes the grid concerns over the user ones, it can charge the same number of EVs as
in AIMD scenario. The parameter µ is not considered in the optimization problem described
in Formulae (3.6), but the controller can choose the best charging powers in the range
[Cmin

i ,Mi], which gives it more freedom to use more power when it is possible beyond the
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charging profile9. Hence, the centralized scenario is granted the full flexibility to serve the
grid and to satisfy users’ requirements in a fair way. However, the distributed controllers
charge the same number of EVs in the UC scenario with a higher value of the ASC ratio. The
UC scenario has only an ASC value of (80%) since CSs follow a dedicated charging schedule,
so many cars have to charge for less time since the connector is occupied by another EV.
With TCP-like SC, the lowest rate is accomplished because of all the considerations it does
and the way it reacts to warning signals. Even though FSM-based SC also consider the
threshold of the transformer, it manages to achieve a good overall service. It achieves a rate
even above the UC scenario and very close to the AIMD scenario.
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Figure 5.17.: ASC (ζ=100%) and the Total Number of Charged EVs in Each Scenario

In terms of metric M5 (QoE), the UC scenario is performing well. It manages to keep the
differences between the delivered rates among the dispatched customers at all CSs smaller
than an active SC does. No decrease in charging power during charging operations at the
CS increases obviously the chance for the customer to receive its expected share of energy.
The values of QoE does not reach one in Figure 5.18a since some EVs will leave without
getting enough energy because of time restriction relevant to the occupancy of the single
CS connector. The AIMD scenario has the lowest QoE value for creating a discrepancy of
emitted energy among the users more often in comparison to the distributed SCs. The reason
behind that is the local perspective of each SC, specially cs2, which has to deal with the
local voltage issues alone without any help from other CSs in the system. FSM-based SC has
the best performance among the smart charging solutions for serving the customers more
equally; its QoE value is even approximately equal to the one of the centralized approach.
Worth to mention, it is supposed that the centralized controller guarantees a fair power
allocation among the active users as the objective function of the optimization problem is
formulated to serve this goal. TCP-like SC also does a good job, but only a little better than

9It is noteworthy, this approach is not battery-friendly, and it might lead to more battery life degradation
in comparison to other approaches. However, it is applied for the sake of comparison in terms of both the
grid-friendliness and the fairness.
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the decentralized approach. However, all SCs have to sacrifice QoE points to help the grid.
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Figure 5.18.: Means of QoE, QoG, and NORM for Each Scenario (100 Runs)

By examining the metric QoG, it is clear to see that the UC scenario achieves the biggest
score10 in terms of being a burden to the grid in Figure 5.18b. The frequent and protracting
violations of the transformer threshold or the voltage threshold through charging without
any kind of grid supporting results in a high QoG value of UC scenario compared to the
scores achieved by the distributed SCs. Further, the QoG rate of AIMD-based SC is also
high since it ignores any crossings of the transformers threshold in the simulation; thus,
the count of violations in total increases. The more sensitive SCs - namely, FSM-based and
TCP-like SCs - do their job very well when it comes to minimizing the violations. In only
approximately 4% of the time, the grid is negatively affected by crossing through thresholds
of green range. FSM scenario achieves a marginally better rate after 100 runs, but both
distributed mechanisms help a lot to keep the QoG value low and therefore support the
grid. The strict control of the centralized algorithm allows no violation either in voltage or
transformer load during off-peak times; hence, its QoG value is zero. Worth to mention,
on-peak times are excluded from the calculation of QoG.

To see how many points of the fairness metric, namely QoE, have to be sacrificed in order to
improve the metric QoG, metric M7 (Norm) is calculated and depicted in Figure 5.18c. It
shows that AIMD-based SC has the worst performance, as expected. Thus, for decreasing
and therefore improving the QoG metric by one point, it would be necessary to lower the
quality of experience for the customers by almost 5 points. While FSM-based SC has to give
away only ≈1.8 points to enhance QoG, the sacrifice of TCP-like SC is about 2.25 points.
FSM-based SC shows the best result and even very close to the centralized controller, which
is supposed to be the fairest and the strictest approach.

Throughout the evaluation of metric M8 (GF), PQ-Indicator is assumed to be active but not
considered in the reactions of UC, AIMD, and centralized scenarios, i. e., PQ-Indic at a time

10Positive score means negative impact, i. e., the considered GSIs are out of the green range for more time, see
Equation 5.3.
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Figure 5.19.: Average Total Number of GF Points Obtained by Each CS in an Individual Scenario

point (t) is used only to assess the reaction of SC. However, it can be observed that only the
distributed SCs besides the centralized controller achieve a positive total number of points
at each CS in Figure 5.19. These results reflect the smart reactions of the individual SCs.
In the UC scenario, there is no control at the CS, so it never reacts to any kind of warning
signals raised by the grid operator. Hence, it gets penalized while CS continues serving
EVs. Especially at cs2, which is located at the critical point, the GF score is the worst since
the local voltage falls below the threshold more often at this CS than it happens at other
CSs.

Taking a look at the score of AIMD-based SC shows that ignoring the transformer state
results in a negative GF value for all four CSs. The only achievement of AIMD-based
SC is to get a much better score at cs2 in comparison to the other CSs. The frequently
crossing of the voltage thresholds at the critical point leads SC at cs2 to react appropriately,
whereas these events are ignored by other CSs or react improperly. Precisely, they are not
aware of them since only the local voltage is considered; thus, cs1, cs3, and cs4 get high
penalties.

Regarding the distributed SC, they get a positive score at all four CSs. They earn to stand
out with their smart reactions and collect more beneficial points than penalties in the mean
of the 100 different simulation runs. Again, the scores achieved by FSM-based SC are
relatively better than the ones of TCP-like SC. Both have results close to the centralized
controller, which has a higher number of points since drastic changes at all CSs are possible
in each step, unlike distributed SCs. Moreover, all CSs obtain a fair share of the total
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number of awarding points. Worth to mention, a slight modification by calculating the GF
metric of TCP-like SC is made, whereas no points either as a penalty or as an award are
assigned in the warning phase. Otherwise, the total number of points would be negative
since ignoring one signal needs many consecutive good reactions to compensate for the
damage.

5.2 Benchmark of Apache Kafka

As proposed in Section 4.3, Kafka Apache can be used as one of many mechanisms of
event-driven real-time data collections in smart grids. The goal is the realization of the
publish/subscribe messaging pattern. Kafka is a distributed messaging system written in the
programming language Scala. It was originally developed by LinkedIn and introduced to the
Apache Software Foundation as an open-source project in 2011. Besides this open-source
solution, there are also other software projects similar to Kafka on the market like RabbitMQ
[200], NATS messaging system [201], or Amazon Kinesis [202]. Kafka’s clear strength is its
performance and its ability to scale further than all mentioned software projects, so these
alternatives are not discussed further in this thesis.

The deployment of the proposed architecture in this thesis requires a Kafka cluster serving
one or two medium voltage networks, at least. Hence, the high event density at the Kafka
cluster causes probably increasing processing time which in turns leads to undesirable
delay by delivering events to the consumer. While such an increasing delay is not critical
in other application domains such as social media, it is very crucial when we talk about
real time control systems in smart grids. As a result, a benchmark of the open-source
stream-processing software platform Apache Kafka for some scenarios in the smart grid
is important. To that end, the following two scenarios are considered where the main
difference is the intensity of generated events:

1. Energy metering data from households: it is similar to the scenario proposed in [166].
This scenario could be found in the near future with AMI. In this work, it is assumed
that the households sent the most current electricity meter reading as soon as 4 Wh
have been consumed.

2. Grid monitoring by DSOs: It is based on the needs of a DSO. It is assumed that a DSO
monitors its distribution grid by installing a limited number of high quality measuring
devices at a certain location in the grid, namely, MPs. Each MP collects data about
114 GSIs. The measured voltage, one of the 114 measured values, is the trigger for
transmitted events. If the voltage level exceeds a fixed defined range, an event is
triggered. From this point on, events with a resolution of one second are triggered
until the voltage level returns to the defined range. Each sent event consists of all 114
GSIs
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5.2.1 Apache Kafka
To better understand the benchmark, it is essential to have an overview of the architecture of
Apache Kafka and how it works. This overview is given in Figure 5.20.

Kafka, which runs as a cluster on one or multiple servers, stores all published records
until the configurable retention period has expired, regardless of whether they have been
consumed. In categories called topics, Kafka cluster stores streams of records. The topic is
the core abstraction Kafka provides for a stream of records, to which records are published.
Topics in Kafka are always multi-subscriber, i. e., a topic can have zero, one, or many
consumers that subscribe to the data written to it. A producer publishes a stream of records
to one or more Kafka topics. The producers determine to which topic the records should
be sent. They also determine which record is to be sent to which partition. Each sent
record consists of a key, a value, and a time stamp. A consumer subscribes to one or more
topics and processes the stream of records produced to them. Every consumer assigns
himself to a consumer group. Each record published on a topic is assigned to exactly one
consumer instance per consumer group. In Kafka, the communication between clients and
the servers uses a binary protocol over TCP. Kafka needs forcibly a central service that
maintains distributed synchronization, naming, and configuration information, which is
called ZooKeeper.

Figure 5.20.: Overview of the Kafka Architecture11

5.2.2 Simulation Setup
A simulation framework is built using two simulators, as depicted in Figure 5.21, namely,
PowerFactory and OMNET++. With the simulation software PowerFactory, a whole day
from a low voltage network with synthetic profiles from [135] is simulated. The simulated
day was a working day. In order to realistically map the communication network, many MPs

11The figure is drawn by Florian Blaha.
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are represented as nodes in OMNET++. They generate events and send them out through
an Ethernet network to a Kafka server. Finally, a Kafka producer instance is created for
each MP to schedule and send the events. The size of each sent event is equal to 104 + 17 n
bytes, where n is the number of GSIs. The embedded data in the event includes two UUIDs
for the MP and its location, timestamp, and Kafka header. In parallel, a consumer for each
partition is created on the server. It receives the data and measures the Kafka processing
time. Studying the communication delay between the server and the consumer is ignored
since it can be approximated to the delay between the producer and the server. Appendix A.1
contains more information about the used configuration of the Kafka server, consumers, and
producers, the .NED file of the Omnet scenario is included as well.

A simulation of 900 seconds runs on a server with the following specification. The operating
system is Ubuntu 16.04.05 LTS, and the available Random Access Memory (RAM) is 128
GB. The server has 20 Central Processing Unit (CPU) with a clock speed of 2.2 GHz each,
which leads to 40 due to hyper-threading. As a hard drive, there are two Solid-State-
Drives (SSDs) in a Redundant Array of Independent Disks (RAID) configuration mounted.
The server is used exclusively for this task, so no other tasks were running in parallel.

Figure 5.21.: Simulation Setup

Since the idea is to see the ability of Kafka to deal with a big number of synchronized events
and process them in a correct way, the number of nodes in the simulation is changed linearly:
6k, 12k, and 18k nodes. Further, three metrics are considered:

• Event density: The number of events per time segment of exactly 3.9 seconds, which
is calculated according to the Rice’s formula for histograms with the maximum event
quantity of 18k smart meters.

• Processing time: The time between the arrival at the Kafka broker and the arrival at
the corresponding consumer.

• Transmission delay: The delay artificially generated by OMNET between the Kafka
producer and the Kafka server.
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Scenario Event density Processing time (ms) Transmission time (ms)

Max Mean Mean CI (95%) Mean CI (95%)

6k nodes 1436 550 4.95 0.014 0.25 0.003
12k nodes 2867 1100 6.65 0.018 0.25 0.002
18k nodes 4289 1652 9.82 0.041 0.26 0.002

Table 5.7.: Benchmark of Energy Metering Scenario

5.2.3 Results

5.2.3.1 Energy metering data from households

In this scenario and as depicted in Figure 5.22a, it is assumed that 100 smart meters per
low-voltage network are installed, which leads to 6k, 12k and 18k smart meter for 60, 120,
and 180 low voltage grids respectively. As depicted in Table 5.7, an almost linear behavior
of the Kafka can be observed with a linear increase in smart meters. All average processing
times are in a low range of milliseconds and are still far below one second even with the
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maximum peak times of individual messages. Further, the average transmission delay is
very small in comparison to the processing time.

5.2.3.2 Grid monitoring by the DSO

In this scenario, and as depicted in Figure 5.22b, it is assumed that 5 five high-quality
measuring devices are placed in each low-voltage network, and the voltage value is the only
event trigger. The event density in this scenario is smaller than the density in the previous
scenario. Hence, the processing time at the Kafka is shorter as well. Most of the delay in
this scenario is caused by Kafka, where the transmission delay is minimal, see Table 5.8.
Similar to the previous scenario, Kafka shows a linear behavior in terms of processing time
by increasing the number of nodes linearly.
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Max Mean Mean CI (95%) Mean CI (95%)

300 nodes 26 6.5 1.72 0.091 1.05 0.029
600 nodes 50 12.3 2.48 0.078 1.07 0.022
900 nodes 70 18.3 3.24 0.076 1.09 0.021

Table 5.8.: Benchmark of Grid Monitoring Scenario

5.2.3.3 Discussion

All processing times obtained from the iterations of the two scenarios are in the lower
millisecond range, as can be seen in Table 5.7 and Table 5.8. Even outlier times of single
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events are far below one second; only 9 ms in the worst case12. Such low processing times
allow Kafka real-time data collection from the smart grid. Furthermore, the cluster did
not show significant changes or any abnormalities of the processing time on the times,
when the density of events was increased. However, the processing time is longer than the
transmission delay in all test scenarios, which makes the Kafka platform the bottleneck of
the proposed architecture in terms of delay.

The tests also showed that the linear increase in the total amount of events resulted in
a linear increase in the average processing time of the cluster. Therefore Apache Kafka
is sufficiently scalable for this test case. Even an extreme increase in the data size of the
individual events has not led to any conspicuities, which shows that Kafka can handle
a large number of small events as well as a moderate number of significant events very
well.

Based on these factors, it can be concluded that Apache Kafka is very well suited as an
ICT platform for gathering event-driven real-time data from the smart grid. The research
question is whether the ICT platform Apache Kafka can scale. The answer is yes, and Kafka
provides a possible implementation.

5.3 Practical Applicability
The section deals with practical considerations regarding the realization of the proposed
smart charging solution in Chapter 4. Thereby, the possible challenges that a real-life
implementation of SC might face are introduced. That includes the application scope of the
proposed architecture, technical, and regulatory challenges.

5.3.1 Scope of Application
The deployment of a smart charging solution offers the potential for an alternative to regular
grid enhancement. Such an alternative can not be only more economical but also more
applicable in some cases where the capacity expansion of the distribution grid cannot be
realized or can only be realized by incurring high costs. Since the cost of any smart charging
solution depends directly on the number of users (CSs connected to the system), such
a solution offers a benefit of flexibility over the typical grid upgrades where the overall
(high) cost is a fixed initial investment regardless of the number of users involved. This
flexibility could be economically beneficial if the proportion of EVs is not increasing as
expected/planned. Apart from using the installed ICT infrastructure for charging control,
it also could give added value in cases of PQ monitoring, energy theft identification, or
additional grid-friendly ancillary services on system-level, like frequency control with local
congestion management. Furthermore, such a solution could help to temporize maximum
e-mobility in the grid expansion because of the limitation of construction works, i. e., the

12IEC 61850 standards obligate 4 ms application layer to application layer delay for the substation automation.
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spread of EVs increases too rapidly, so that grid expansion is not feasible in all grids at the
same time.

The authors of [203] introduce a detailed analysis of the impact and the cost of deploying
the proposed solution. The authors analyze different scenarios and stated that economic
grid modernization measures such as a smart charging solution could be preferred by DSOs
over a conventional grid expansion in three scenarios:

1. The grids from the 1980s or earlier when the emerging new technologies such as re-
newable systems and e-mobility are not considered through the planning process: The
enhancement of those grids is usually very costly because of the need for excavation
and other external services in case of replacing underground cables.

2. The grids with a high density of residential and commercial buildings coupled (prob-
ably) to a connection point in urban areas: In this scenario, an extension of the
transformer capacity can be problematic and even impossible due to space limita-
tions13.

3. Unplanned/required grid changes because of unplanned urbanization: For example, a
new transformer would have to be installed at a suitable grid point due to the above-
average length of the cable. That results in high costs because of the accompanying
work, e. g., transformer cabin, a new busbar, and separate access to the medium-
voltage network. Worth to mention, smart charging provides more flexibility also in
planning urbanization.

In the context of the EU project “ELECTRIFIC”14, the proposed solution is tested in the field
[204] for an old grid (see above). The results show a reduction of 13% in transformer peak
loading using FSM-based SC while increasing the power consumption in the valleys, such that
the standard deviation of the transformer loading reduces by 44%.

5.3.2 Technical Challenges
The mass deployment of smart charging requires adequate control loops, protocols, tech-
nologies, and standards to be adopted concerning:

5.3.2.1 Measurement Infrastructure

Measurement infrastructure is of high value to prove the practical usability of research
concepts. However, planning, installing, and operating the measurement infrastructure
with the requirement of suitable measurement channels is not trivial and thus consumes
quite a lot of time. As a part of the digitalization of the energy transition, Smart Meter
Gateway (SMGW) is proposed and examined by the Federal Office for Information Security

13https://www.das-doernberg.de/wohnen/e-mobilitaet.html

14https://electrific.eu/
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in Germany as a secure and privacy-preserved solution for integrating SMs into a commu-
nication network [205]. The rollout of SMGW is planned to start soon [206]. Depending
on the individual authorization and requirements, that makes it possible to obtain grid
data (e. g., current, voltage, frequency) in real-time of the corresponding grid connection
point.

Moreover, establishing a suitable data connection (technically and economically) between
MPs and a centralized server (e. g., Event engine) has to be considered through setting
up a measuring infrastructure. Generally, a mobile data connection is an option, but it is
connected to different challenges. Firstly, a suitable network coverage must be available.
Secondly, mobile data contracts are costly mainly for end-consumers, whereby the transmis-
sion of many measurement data is limited or bound to high costs. In contrast, the benefit of
using a Digital Subscriber Line (DSL) solution is that the data volume plays almost no role.
Still, a connection to a router with Internet access has to be established not only technically
(concerning security, privacy, etc.) but also physically. That is probably associated with
excavation work in case of using cables, which results in high costs.

In reality, no MP supports event-driven behavior proposed in Section 4.315. A workaround
is developed and tested throughout the EU project “ELECTRIFIC” [5]. The proposed
mechanism for data collection can be described as event-based, which means GSI data
is processed by “ELECTRIFIC” components as soon as it arrives on a central database.
To that end, a Microsoft Windows-based software “WinPQ” fetches GSI values from the
measuring devices and stores them in a MySQL database. A Kafka producer monitors all
tables and fetches all new records in semi-real-time. Then it writes them on a specific
topic in Kafka. A streaming processor is developed that consumes the “raw” GSI data in
a time-windowed way and aggregates the data in 30-second averages. The outcome of
this process is written to the “metrics” topic in Kafka. Kafka clients (consumers) read the
processed data.

During the trial, the proposed workaround guarantees a control loop with an average delay
of 30 seconds starting from MP and ending by the reaction of the car.

5.3.2.2 Availability of the Relevant Data

Although the proposed solution in this thesis focuses on the aggregated CS load regardless of
the to be charged EVs, distributing the available capacity at the CS among these EVs needs
more and more peculiarities to be identified over time. Under certain circumstances, these
peculiarities can have a significant influence on the control mechanisms, e. g., the aggregated
minimum capacity Cmin

i . In this regard, the necessary parameters are determined and
stored in the DB of the CSP management system. This DB can then be included in the
reactions of the SC. Next, the possible categories are explained:

15Some well used communication protocols in the domain of IoT assume and support on-event transmission of
the data, namely, LoRaWAN and GOOSE.
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1. CS Information: It includes the number of installed connectors and their types, as well
as the breaking capacity or interrupting rate. Additionally, information about the load
management among the active connectors (parallel charging) has to be available, e. g.,
equal/proportional distribution of the available charging power among all connected
vehicles or enabling only one connector at once. Last but not least, the kind of grid
connection has to be known either single- or three-phase connection to enable the
phase-balancing feature or not.

2. EV Information: Such information is required in order to control each charging
operation individually and efficiently, e. g., model, year of manufacture, rectifier
type, supported connectors, current SoC, required kilometers, and departure time.
The availability of such information allows prioritizing and adjusting the available
charging capacity according to both technical EV specifications and requirements of
the driver. Moreover, the minimum charging capacity in kW or Ampere per phase
must be provided and considered to avoid the interruption or stop of the charging
operation by the EV itself.

3. Characteristics of the Battery Management System (BMS): Since the main task of any
BMS is the protection of the battery from operating outside the safe operation area, it
intervenes through a charging operation in a programmed way to increase/decrease
the charging power16. Some examples are: the warm-up process of the battery
at freezy temperatures, regulation(reduction) of the charging power at too high
temperature through charging operation, and a significant change in charging speed,
e.g., change from fast to slow charging or slow start mechanisms. As a result, that
individual behavior of BMS at specific circumstances should be known to any smart
charging algorithm and included in its logic. Furthermore, the degree of battery
saturation has to be known as well, where the change from the Constant Current (CC)
phase to the Constant Voltage (CV) phase happens. Unfortunately, most of this
information is not revealed by manufacturers and needs in-depth analysis of the
different BMS integrated with EVs. However, not considering such information will
cause inaccuracy or deviation in the behavior of the smart charger from the expected
results.

5.3.2.3 Controllability of CSs

Establishing a smart charging solution requires enabling several functions at CS remotely,
particularly, meter reading values, CS reservation, and remote power system management
actions. The latter includes unlocking the charge plug, managing the CS load, and exchang-
ing the energy contract related data specified in ISO/IEC 15118. Such functions can be

16Some BMSs contain integrated PQ-aware system, so it stops/controls the charging operation when harmonics
threshold values are exceeded, voltage changes rapidly or phase asymmetry is higher than a predefined
threshold. For example, Tesla Model S reduces automatically the charging current by 25% if it detects
unexpected fluctuations in input power.
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realized either by proprietary or open and interoperable communication protocols. The
last-mentioned option allows data to be easily accessed, shared, and collected to improve
charging services and plan for infrastructure development, which in turn enables additional
energy-related services.

OCPP is one of the most adopted standards by CS manufactures in order to allow CSs and
a central management system from different vendors to communicate with each other17.
Starting from version 1.6, OCPP supports the functions mentioned above besides many
others. Further, a new version 2.0 of OCPP was released with new features like a CS
load management and phase balancing. Moreover, OCPP can be used with other DR
protocols such as OpenADR[208] in order to transform CSs stations into flexible grid
resources[209]. Unfortunately, there are currently no CSs in the field, that are providing
a native implementation of the OCPP 2.0 protocol, although the standard was released in
April 2018. It is difficult to foresee if manufacturers will adopt OCPP 2.0 soon, as most
manufacturers waited for a long time (or are still waiting) to implement OCPP 1.6. While
OCPP 1.6 is relatively similar to OCPP 1.5 and only introduces the concept of charging
profiles, the step to move to OCPP 2.0 is quite a big one.

In the context of the EU project "ELECTRIFC", the author, in collaboration with consortium
partners18 and via direct communication with the manufacturers by 24th of April 2019,
obtained a list of CS manufacturers with information about supporting the capacity manage-
ment and OCPP by their CSs. The list in Table 5.9 shows clearly a significant adoption of
the OCPP 1.6 implementing in contemporary and future CSs.

Manufacturer 1.5 1.6 2.0 Note

IES Synergy Ø Ø In 2020 -
ABL Ø Ø Ongoing -
ABB Ltd Ø Ø In 2020 -
Ensto GmbH x x x Proprietary load management
Schneider Austria x Ongoing x Proprietary load management
MENNEKES Elektrotechnik Ø Ø Ongoing -
Delta Electronics x x x Proprietary load management
Swarco AG x Ongoing x Proprietary load management
EBG compleo x Ongoing x Proprietary load management
ebee Ø Ø x -
Ecotap BV x Ongoing x Proprietary load management
EVTEC AG Ø Ø x -
Tritium Pty Ltd x Ongoing x -

Table 5.9.: Overview of OCPP Implementation by Main CS Manufacturers in Germany and
Austria[5]

17OCPP is the de facto network protocol throughout Europe and is used in 78 countries [207].

18Particularly has.to.be: https://has-to-be.com
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5.3.2.4 Controllability of EVs

Any smart controlling algorithm - either proposed in this thesis or literature- is founded
on the ability to make the EV charging use the suggested value by the smart algorithm.
Such functionality needs communication between the CSs and EVs. In January 2013,
the IEC 62196 Type 2 connector (commonly referred to as MENNEKES) was selected by
the European Commission as the official charging plug within the European Union[210].
This connector type enables the required communication via two pins, namely, Proximity
Pilot (PP) and Control Pilot (CP), according to standards IEC 61851 and SAE J1772. Thereby,
no sophisticated digital signal processors are needed to realize the communication, and it is
based on Pulse Width Modulation (PWM).

When the plug is connected, CS stimulates a voltage difference of 12 V on CP as well as
on PP. The EV requests a charging state by setting a resistor between the PP and CP wires,
according to Table 5.10. With the PWM signal, the CS can define the maximum charging
current the EV can drain from the CS. For example, 16% PWM corresponds to 10 A, 25% to
16 A, and 50% to 32 A.

Charging State Pilot High Pilot Low Frequency Resistance

Not connected +12 V - DC -
EV connected +9 V -12 V 1 kHz 2700 Ω
EV charge +6 V -12 V 1 kHz 8800 Ω
Ventilation required +3 V -12 V 1 kHz 240 Ω
Error 0 V 0 V - -
Unknown/Error - -12 V - -

Table 5.10.: EV Charging State Requests Using PWM[211]

In [60]?, D. Danner, with a collaboration with the author, carries out PHIL of FSM-SC
using a type 2 connector and real EV. As seen in Figure 5.23, the tested real EV follows
nearly the simulated power, except during the starting phase which takes some time.
Furthermore, D. Danner and et al. state the deviation between the simulation and PHIL
happens just when the car reaches its saturation phase and reduces its charging power
gradually. That test proves not only the possibility of controlling the charging power at EV
but also the need for knowledge about the behavior of BMS, as depicted in Section 5.3.2.2.

5.3.3 Regulatory challenges

According to the German energy legislation[212], EV can be classified in a similar way
to heat pumps as a controllable end-use. Hence, it allows DSOs and suppliers to impose
reduced network charges for EV charging. In exchange, DSOs are given the right to change
consumer demand from controllable loads during fixed on-peak hours, if stress is imposed
on the distribution network. Practically, in order to ensure sufficient supply, these tariffs
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Figure 5.23.: Comparison of the Simulated Charging Signal with the Reaction of a Real Car [60]

allow DSOs to interrupt EV charging during peak hours where appropriate and to return
it during off-peak hours. However, a possession of a meter (or smart controller) that can
communicate with the DSO and has a function allowing interruption/resuming of charging
is a precondition for enabling such a mechanism. In this regard, the proposed architecture in
this thesis can play the role of this smart meter, and it can go one step further by determining
the times of the required actions automatically through the component “PQ-indicator”. In
this way, there is no need for a complete switching off (stop) of the charging operation
rather a smart power adjustment on the fly.

In Germany, a typical network tariff constitutes 25% of the average consumer’s electricity
bill, and it consists of three parts: a fixed annual fee (“Grundpreis”), a volumetric fee
(“Arbeitspreis”), and a metering charge. The structure of the controllable load tariffs varies
in two respects from a standard tariff: the EV owner is not billed any annual fixed charge;
additionally, (s)he is set to benefit from a highly discounted volumetric rate throughout the
day[50].

Such a solution is inferior, as it does not incentivize the type of flexible consumer behavior
that is essential for a low-cost, low-emissions power system. For that sake, a point-based
system of incentives can be established (see metric M8 in Section 5.1.2); thereby, the
grid-friendly behavior of an EV user or a CSP can be awarded.

5.4 Summary
In the analysis chapter, first, the simulation setup for the evaluation, including the required
data, is described. Then, the assumptions and metrics for the evaluation and comparison of
the different smart charging approaches are given, and two cases are described in detail:
(1) grid-oriented (2) stakeholder-oriented. After that, the system developed in Chapter
4 is analyzed and results are drawn and compared with centralized and decentralized
solutions.
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Briefly speaking, the proposed distributed architecture shows the ability to keep the voltage
and the transformer loading within the defined thresholds most of the time. It is superior to
a decentralized approach and converges to a very rigorous centralized one (in terms of grid
friendliness and fairness). Moreover, FSM-based and TCP-like SCs enable - more or less - a
fair energy distribution among the active CSs considering the local operating conditions;
their results in that terms are very close to the centralized approach, which is supposed to
be the fairest.

In terms of QoE and QoG, the results of the distributed controller are very close with a rela-
tive advantage of FSM-based SC. Overall, the distributed controllers have a preponderance
over the decentralized one. Likewise, the sacrifice introduced by distributed controller to
achieve a grid-friendly service in terms of QoE is also small, thereby, about two points have
to be given away to increase QoG by one.

Generally, Phase based SC allocates more total power to CS in comparison to an equal
demand distribution on three phases. But a cost has to be paid where the local voltage
imbalance factor becomes higher but stays in the allowed range.

Moreover, a separate analysis of Apache Kafka’s performance proves its suitability as an ICT
platform for gathering event-driven real-time data from the smart grid. It is scalable, and
the total delay of an event, including generation, processing and consuming times, is less
than 10 ms.

Finally, an in-depth analysis of the applicability of the proposed system shows the main
requirements, challenges, and opportunities for a wide deployment of such a system,
including the availability of required data, the controllability of CSs, the controllability
of EVs, and the opportunity for incentivizing the user according to the currently applied
regulations. However, PHIL shows the ability of the proposed system to control a real EV
using type 2 connector in order to respond to control signals appropriately. Moreover, results
from deploying the system, in reality, appears the benefit of the system on responding to
unforeseen PQ issues in the grid.
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6Conclusion and Future Work

The expected high penetration of EVs in the future causes a painstaking search of grid
operators for applicable, cost-effective, user-friendly, and grid-friendly smart solutions as
well. This thesis introduces a novel distributed grid-friendly smart charging architecture and
its evaluation in different uses cases. In this chapter, the results of this thesis are discussed,
and possible future work is provided.

6.1 Outcomes and Main Results
In this thesis, a new definition of the concept “grid-friendly” charging is introduced as
the sum of measurable reactions of a CS on critical levels of PQ parameters. Thereby, the
demands of a set of installed CSs in a low voltage grid serve as additional flexibility sources to
DSOs. While the grid concerns are prioritized over the user’s one, the grid-friendly behavior
of EV users is awarded using a point-based system of incentives. Thereby, the grid-friendly
points can be exchanged to money based on a previously agreed contract(scheme) among
DSOs, CSPs, and EV users. The author argues that the existing smart charging solutions
ignore implementing such a concept in combination with other design requirements, such as
enhancing the PQ, the solution interoperability, and the separation of concerns of the main
stakeholders. This conclusion is a direct result of both a classification of the existing EV
smart approaches and an analysis of the main factors for developing an EV smart charging
approach, that are carried out throughout this thesis.

First, the four different means of controlling an EV charging system are identified, namely,
location, real power control, power factor correction, and phase balancing. The analysis via
simulation shows that the impact of a CS is not only local but can propagate to neighboring
nodes and even to distant parts of the grid in different ways and values. Subsequently,
the problem of providing a fair and grid-friendly charging service is formulated as a linear
optimization problem.

Afterward, a scalable distributed smart charging architecture is proposed for the sake of
meeting different design requirements, specifically, grid-friendliness. It enables a smart
adjustment of the used charging capacity based on unpredictable events in the grid to
enhance the grid stability and avoid the activation of contingency measures. Thus, the grid
status is indicated as critical, not optimal, and optimal. For sending control signals to CSs,
an open standard OCPP is used, which enables increasing the interoperability of the solution.
The modular design of the proposed architecture is adopted to support the separation of
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concerns of the main stakeholders in the EV ecosystem, so the notification mechanism about
grid status is separated from the actuating mechanism. Moreover, the publish/subscribe mes-
saging pattern, used as a part of the architecture, enables an efficient and well-performing
communication scheme among the different components.

A developed black box so-called “PQ-Indicator” configured by DSOs notifies events using
real-time data. Precisely, such collected data focus on the parameters of the power quality in
the low voltage grid, particularly the voltage, phase imbalance, as well as the loading of the
transformer. The hierarchical design of the “PQ-Indicator” supports extensibility to include
more further grid concerns such as harmonics. Furthermore, the PQ-Indicator estimates the
status of each phase individually.

In order to respond to the aforementioned generated indications, two smart controllers
are developed in this work. The first, FSM-based SC, is based on fuzzy logic. The second,
TCP-like SC, is inspired by the slow-start mechanism used in TCP to control congestion
in computer networks. The smart controller avoids rapid changes in the charging power,
and rather, subtle adjustments are carried out. On one hand, that keeps off the auto-
matic disconnection by the car because of protection measures integrated into the BMS
of the car. On the other hand, it reduces the number and the amount of unnecessary
changes.

Additionally, different TMMs among active SCs are proposed and discussed. The goal is to
reduce the ping-pong effect and to take into account the available flexibility at the CS by
each made reaction. Through the evaluation, different strategies for timing management
might be necessary depending on system priorities. While periodical reactions of the SC
every 5 minutes allocate more power to CSs, the fairness is worse in comparison to a
sophisticated TMM, which takes into account the ability of the CS to react to a particular
event.

In addition to a small scale trial in reality to show the applicability of the proposed solution,
an in-depth evaluation of the introduced architecture is carried out via simulation. Thereby,
a real topology of a low voltage grid is used with suitable load and generation profiles.
Moreover, eight metrics are defined to analyze the different sides of the proposed system.
Further, two test cases are considered: (1) A static test case using a fixed charging rate
for the whole day. (2) A dynamic test case using real mobility data from public charging
stations. The former is used to show clearly the impact of the proposed solution on the
considered grid parameters apart from the users ’ satisfaction. The latter test case focuses
more on the satisfaction of the different stakeholders of the system.

The proposed system shows excellent results in terms of voltage control and avoiding
transformer loading. It is even better than a decentralized mechanism considering only
the local voltage and OLTC-based solution. Additionally, it converges to the solution of a
centralized controller. Moreover, the evaluation shows the ability of the proposed solution
to increase obviously the consumed energy by a CS installed at a critical point - by about
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two times in comparison to a scenario without phase-based controlling - with keeping the
voltage phase imbalance within the limits determined by EN 50160 standard. In terms
of fairness, FSM-based and TCP-like SCs enable - more or less - a fair energy distribution
among the active CSs considering the local operating conditions; Their results in that terms
are very close to the centralized approach, which is supposed to be the fairest. Furthermore,
the analysis shows that the sacrificing of a part of user satisfaction is required to make the
grid operator satisfied as well. As a result, an EV user has to be awarded by DSO indirectly
through its CSP for its grid-friendly behavior. To that end, a point-based reward system
is proposed in this thesis, precisely, GF points. In that regard, FSM-based SC, which is
superior to all other controllers in terms of QoE, QoG, has to lose the fewer percents of QoE
to achieve one percent of QoG less (only 1.5 points). The advantage of FSM-based SC is
relatively small in comparison to TCP-like SC. The total gathered GF points are positive
only by the distributed controllers, and it is very close to the total number collected by the
centralized approach.

Finally, a benchmark of Kafka architecture is performed using the simulation to show the
suitability of the proposed data collection solution in terms of event delay (transmission
+ processing) measured between a MP and a smart controller. The simulation shows
that a Kafka-based solution ensures a delay of less than one 10 ms through different
smart grid scenarios, i. e., Kafka can be used, in addition to many other similar solutions,
without big concerns regarding both the events management and the scalability of the
solution.

6.2 Future Work

Regarding concrete future work, there are several further possible improvements
with the proposed architecture given in this thesis, that are listed in the follow-
ing:

1. Considering more PQ issues: The current design of the introduced indication mech-
anism (precisely, the design of “PQ-Indicator”) considers only the voltage and the
transformer load. On one hand, they are the main concerns of any grid operator in
low voltage grids because of their critical impact on the total grid stability. On the
other hand, the existing CSs in the market support only active power control, which
allows both issues above to be resolved more efficiently in comparison to other grid
issues.

New PQ issues like harmonics and load-frequency control (secondary) can be easily
considered by adding new criteria to the hierarchical logic of “PQ-Indicator”. While
dealing with harmonics is ignored in this work since the co-simulation environment
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does not support such functionality1, frequency control is carried out through a
demand-side frequency response where an elastic demand can be controlled to pro-
vide frequency response. That is exactly similar to what is done by the proposed
architecture.

Moreover, the implementation of customized SC reactions based on the forwarded
information by “PQ-Indicator” about the most influencing PQ parameters would be
interesting as well. In such a way, CSs could choose the most appropriate parameters
for responding to the received signal2. That will allow considering the technical
differences among CSs. For example, the voltage control can also be carried out using
reactive power control, but the power loss will be higher.

2. Dynamic configuration of “PQ-Indicator” instead of a static approach: It is as-
sumed that the thresholds of the different GSIs are set by DSO based on standards,
e. g., EN 50160, and knowledge about the grid extracted through analyzing historical
data. However, this assumption is valid and has no significant impact on the perfor-
mance of the proposed architecture. Still, a dynamic configuration will add a different
level of smartness to the solution and save a lot of time and effort. A statistical analysis
of the measured data can help by building a model to summarize understanding of
what impact controlling has the charging behavior on the different grid points, as
done in Chapter 3, e. g., the relationship between the voltage and the distance from
the transformer. Further, predictive analytics can be employed to run scenarios that
will guide future actions.

3. Bidirectional power flow: Apart from the degradation of battery life and the overall
efficiency of sending energy to and from the grid, V2G offers technical benefits to the
power grid through storage. V2G has a comparatively low cost and a high potential
power capacity, it can react fast, and thereby it allows different types of power market
to be served[213].

Although the power flow in this thesis is restricted to only G2V direction, the proposed
solution can be extended by a new set of the possible reactions of SC, enabling V2G
technology. Those new reactions are beyond decreasing/increasing the used active
power. For example, a hierarchical decision mechanism can be implemented in SC
logic. Indeed, SC decides on the first level based on the current SoC and the departure
time of EV if it continues charging or starts discharging the battery. In the second
level, a decision about the amount of used power can be made. In such a way, some
connected EVs can inject energy back to the grid to be used by another EV, which has
an earlier leaving deadline.

1PowerFactory offers the function of harmonics analysis, but the interface to Lablink is missing. To the best of
the author, this functionality is not supported by other co-simulators as well.

2The six different control parameters of CS (pa, pb, pc, qa, qb, qc) are discussed thoroughly in Chapter 3.
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4. Define an appropriate business model including price scheme: In contrast to
cars with a combustion engine, EVs have a bilateral relationship with their charging
infrastructure. Additionally, the electricity plug, “The pump”, is shared with other
types of demand, such as the demands of households, buildings, and industries. As
a result, business case and pricing/revenue models of traditional cars are, in a way,
straightforward. Contrariwise, the new and dynamic interconnection across a different
ecosystem of EVs requires new models of business, and thereby, many barriers can
affect EVs, smart charging pricing, and revenue models.

Complexities of such models arise, however, if and when smart charging diffuses across
society and enters the private consumer market. Therefore, testing the proposed
solution with different incentive schemes - precisely, price and grid-friendliness -
would be interesting. That might need enhancing and improving the metrics defined
in Section 5.1.2 regarding the satisfaction of the different stakeholders.
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AAppendix

A.1 Benchmark Kafka
In order to use Apache Kafka as the architecture for event-based real time data necessary
for our assumed scenarios, some precautions and settings need to be taken. For example,
Kafka offers the possibility that producers can accumulate individual messages and combine
them into larger batches and then sending them as a single message. Batching is also
used by default, as it represents a massive performance gain. To ensure Kafka as event-
driven architecture, batching must be completely deactivated. Also the consumers work
with batching, which must also be deactivated. Moreover, producers send without waiting
for acknowledgment, since it results by far in the best performance and therefore the
events arrive at the broker very soon after the trigger. In addition to the configurations
for the Kafka producer and Kafka consumer, the configurations for the Kafka broker also
play a central role. Since the benchmark is conducted on a single server, a single broker
is also used. The configuration file of Kafka server with the used values is stated as
follows:

broker.id=0
auto.create.topics.enable=true
num.network.threads=6
num.io.threads=16
socket.send.buffer.bytes=102400
socket.receive.buffer.bytes=102400
socket.request.max.bytes=104857600
log.dirs=tmp/kafka-logs
num.partitions=10
num.recovery.threads.per.data.dir=1
offsets.topic.replication.factor=1
transaction.state.log.replication.factor=1
transaction.state.log.min.isr=1
log.retention.hours=168
log.segment.bytes=1073741824
log.retention.check.interval.ms=300000
zookeeper.connect=localhost:2181
zookeeper.connection.timeout.ms=6000
group.initial.rebalance.delay.ms=0
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Also, the .NED file describing Omnet scenario is shown below:

network Scenario
parameters:

int numAMI;
int numKafka;
int numSubnet = (numAMI/500)+1;
@display("bgb=925,510");

types:
channel DSL extends DatarateChannel
delay = 0ms;
datarate = 5Mbps;

submodules:
configurator: IPv4NetworkConfigurator
parameters:
@display("p=38,31");

ami[numAMI]: StandardHost
@display("p=55,251");

kafkarouter: Router;
kafka[numKafka]: StandardHost;
subNet[numSubnet]: InternetCloud;
internet: InternetCloud;

connections:
// Connection Kafka server
kafkarouter.pppg++ <–> Eth1G <–> internet.pppg++;
for i=0..numKafka-1
kafka[i].ethg++ <–> Eth1G <–> kafkarouter.ethg++;

for i=0..numAMI-1
ami[i].pppg++ <–> DSL <–> subNet[i/500].pppg++;

for i=0..numSubnet-1
subNet[i].pppg++ <–> Eth1G <–> internet.pppg++;
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