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Preface 

This dissertation is made up of three research papers that have either been already 

published in scientific journals or whose submission is in preparation, accompanied by 

introductory and summary texts. The papers are:  

 Chapter 2: Luzsa, R. & Mayr, S. (2019). Links between users' online social 

network homogeneity, ambiguity tolerance, and estimated public support  

for own opinions. Cyberpsychology, Behavior and Social Networking, 22(5), 235-

239. 

 Chapter 3: Luzsa, R. & Mayr, S. (submission in preparation). False Consensus in 

the Echo Chamber: Experimental Exposure to Favorably Biased Social Media 

News Feeds Leads to Higher Perceived Public Support for Own Opinions.  

 Chapter 4: Luzsa, R. (submission in preparation). Intergroup Bias in Online Echo 

Chambers: Evidence from Word Frequency Analysis of Attitudinally 

Homogeneous and Heterogeneous Reddit Groups. 

Due to copyright reasons, original texts of the initially submitted pre-review 

versions are used. Therefore, chapters 2 through 4 are not identical to the final published 

articles and are not suitable for citing (e.g. the title of the paper in chapter 2 was shortened 

during peer-review). Moreover, the papers have been or will be submitted to different 

journals with different manuscript guidelines. Therefore, inconsistencies in formatting, 

layout and bibliographical citation style occur. For the same reason, figures and tables are 

not numbered continuously across chapters. As copyright allows only unaltered submitted 

papers to be used, these inconsistences could not be eliminated. Also, in chapter 4, trailing 

zero for p-values are given as demanded by the journal intended for publication. 
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Abstract 

In the public debate it is often assumed that communication in so-called “Echo 

Chambers” - online structures in which like-minded people share mostly messages that 

confirm their mutual, shared attitudes - can lead to negative outcomes such as increased 

societal polarization between groups holding opposing beliefs. This thesis aimed to 

examine this assumption from a psychological perspective and substantiate it empirically. 

First, based on existing research and psychological theories, a working definition of Echo 

Chambers was formulated, that highlights two key factors: Selective Exposure to 

attitudinally congruent messages and communication in homogeneous networks. Then, 

three studies were conducted to test links between these factors and two individual-level 

outcomes that are associated to subjects’ actual behavior: Their False Consensus, that is, 

how strongly subjects perceive the public in agreement with their own attitudes, and their 

Intergroup Bias, which reflects to which degree subjects’ identify as members of an in-

group that is in conflict with negatively perceived out-groups. The studies employed 

questionnaire-based, experimental, as well as real-word data driven approaches. Overall, 

they confirm that exposure to Echo Chamber-like online structures can indeed lead to a 

more favorably distorted perception of public opinions and to more signs of Intergroup 

Bias in subjects’ communicational style. Thus, the thesis provides first psychologically 

founded empirical evidence for effects of online Echo Chamber exposure on behavior-

related individual-level outcomes. The results can serve as a basis for further research as 

well as for the discussion of possible strategies to counter negative effects of online Echo 

Chambers.  
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1. Introduction: 

A psychological perspective on online Echo Chambers 

1.1. Background and motivation 

Over the last decade there has been a drastic change in how public and science 

evaluate the impact of online social media on the individual and society: In the early 

2010s, the opportunities for connecting with others and free sharing of information that 

services like Facebook (founded in 2004) and Twitter (founded in 2006) offered were 

often regarded quite positively. For example, after wide-spread citizen protests in the 

Arab world (“Arab Spring”, 2011-2012), news outlets (e.g. Kassim, 2012) as well as 

research (e.g. Hussain & Howard, 2012; Lotan et al., 2011) often emphasized how 

Facebook and Twitter allowed for the uncensored spread of democratic ideas under 

repressive regimes and how they helped activists to communicate and organize. Social 

media thus appeared as tools of empowerment and social change (Ali, 2011). 

Governments' attempts to influence network providers to limit users' freedom of 

communication and information were criticized as censorship (Youmans & York, 2012).  

More recently, this positive notion gave way to a more critical view: With headlines 

like "How Social Media Echo Chambers Drown Out the Voices in the Middle" (Mosley, 

2018) or "Your Filter Bubble is Destroying Democracy" (El-Bermawy, 2015), popular 

media warn that Internet and social media may influence public opinion formation and 

lead to increased societal polarization and strengthening of extremist positions. At the 

core of this criticism, which is also voiced by researchers (e.g. Grömping, 2014; Williams, 

McMurray, Kurz, & Lambert, 2015), are the two closely related concepts of “Echo 

Chambers” and “Filter Bubbles”. Both terms share the assumption that Internet and social 
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media facilitate selectivity in information consumption, making it easy for subjects to 

surround themselves with like-minded others and with congruent information that support 

their own views, while keeping away deviant, incongruent opinions. Existing research 

mostly examines whether users of social media websites really exhibit a tendency to 

preferably connect with like-minded others and consume and share congruent information 

(e.g. Barberá, Jost, Nagler, Tucker, & Bonneau, 2015; Colleoni, Rozza, & Arvidsson, 

2014). However, one of the central questions still lacks an adequate answer: Does 

exposure to such Echo Chambers really affect users in regard to their perceptions and 

behavior, that is, in a psychologically meaningful and relevant way?  

While lots of research on Echo Chambers originates in the disciplines of political 

science and network analysis (e.g. Colleoni et al., 2014; Goldie, Linick, Jabbar, & 

Lubienski, 2014; Williams et al., 2015), the question whether there are effects of Echo 

Chambers on the individual is a deeply psychological one as it relates to topics such as 

heuristics and biases in human decision making and psychological effects of media 

exposure. Thus, a psychological examination of the effects of online Echo Chambers on 

individual users appears necessary. The aim of this thesis is to undertake such a 

psychologically and empirically founded examination.  

To achieve this goal, first an overview of existing definitions and research on Echo 

Chambers as well as relevant psychological theories and constructs is given and used to 

formulate a working definition of Echo Chambers (chapter 1.2). Based on this, with False 

Consensus and Intergroup Bias, two constructs in which effects of Echo Chamber 

exposure are assumed to occur are introduced (chapter 1.3). Chapter 2 then gives an 

overview of three substudies that were conducted to test the assumed effects. The studies 

are fully reported in chapters 3 to 5. Finally, chapter 6 summarizes the studies' findings 
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and discusses future directions in research as well as practical implications, with an focus 

on possible interventions to reduce negative effects of Echo Chambers. 

1.2. Theoretical framework 

To better understand the term Echo Chamber and reach a satisfying working 

definition, this chapter will examine the terms’ origins as well as its use in research. It 

will be shown that different research traditions use the term quite differently, but common 

motives can be uncovered. Two main views of Echo Chambers will be identified that are 

related to two psychological constructs: Selective exposure and homophily. Both 

perspectives are then integrated into this thesis' working definition of Echo Chambers. 

1.2.1. Echo Chambers and selective exposure 

An early (non-scientific) mention of Echo Chambers is found in a document of 

tobacco company Phillip Morris in 1998 (Scruggs, 1998). In this, the term is positively 

used to describe a lobbying strategy by which law makers should be influenced to support 

tobacco-friendly policies. To achieve this, sources from whom lawmakers receive 

information and with whom they interact frequently are identified (e.g. local and national 

media, colleagues, lobbyists). Then, pro-tobacco information is spread among as many of 

these as sources possible. Thus, that the law maker is selectively surrounded by and 

exposed to pro-tobacco information that circulates or “echoes” amongst his or her 

network of sources, leading to a strong effect of the information on him or her. 

This general idea - subjects are surrounded by and selectively exposed to 

information that expresses one perspective on a topic - is remarkably similar to the term’s 

later use in science: Early scientific investigations of Echo Chambers were made by 
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Sunstein (2001). The author analyzed communication and discussion among and between 

supporters of the American Democrat and Republican parties during the 2000 US 

presidential elections and the impeachment of President Clinton. Sunstein found that 

members of each faction tended to mostly communicate with and confirm each other in 

their views, that inter-faction discussion (i.e. between Democrats and Republicans) hardly 

occurred, and that arguments of the other faction were ignored. Thus, supporters of both 

parties were isolated in their respective Echo Chambers and mostly exposed to selective 

information that supported their pre-existing attitudes.  

From this, the first key component of online Echo Chambers can be deduced: In an 

Echo Chamber, subjects are selectively exposed to one-sided information (e.g. messages 

written by other users of an online group), that are congruent to their own attitudes and 

pre-existing views.  

Selective exposure as a basic human tendency 

This concept of selective exposure is, however, not unique to online contexts. 

Research in media psychology has long established that subjects generally prefer 

attitudinally consistent information and avoid contradictory information (for an overview 

see Knobloch-Westerwick, 2014). Studies in selective exposure find this preference 

regarding various kinds of media, from traditional newspapers and television (e.g. Stroud, 

2008) to digital online media (e.g. Knobloch-Westerwick & Jingbo Meng, 2009). Often 

the theory of cognitive dissonance (Festinger, 1957) is cited as explanation for this 

preference: Subjects want to avoid the negative feelings that arise from confrontation with 

information that questions their existing beliefs and therefore prefer information that is 

congruent to these beliefs. Furthermore, selective exposure can also be attributed to 
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subjects’ use of heuristics (Tversky & Kahneman, 1974), that is, mental shortcuts which 

often allow for quick and efficient decision making but can also lead to misjudgments, so 

called biases. Such biases might further strengthen selective exposure: For example, 

subjects often use strategies of information acquisition that focus on confirming existing 

knowledge and impressions (confirmation bias; Wason, 1968), and their perceptions of 

ideas and information that they are repeatedly exposed to tend to get more positive, 

leading them to seek out further similar, congruent information (mere exposure effect, 

Zajonc, 1968).  

Selective exposure in online contexts 

These findings illustrate that a preference for selective exposure reflects general 

human tendencies and is not new or unique to online environments. However, social 

media appear to make being selective more easy than traditional media:  

Users can “follow” news outlets and other users that support their own views on 

platforms like Facebook and twitter, thereby surrounding themselves with a highly 

personalized and permanently available stream of attitudinally congruent information. In 

case of traditional media, subjects may also select journals or television channels that are 

generally in agreement with their own views, but this selectivity is less personalized, less 

complete, and less constantly available.  

Furthermore, providers of social media platforms like Facebook or Twitter use 

algorithms to analyze users’ behavior (e.g. what links they click on, which messages they 

“like”) in order provide them with contents that fit their interests and usage patterns. Of 

course, if users already demonstrate tendencies to prefer attitudinally congruent 

information, these mechanisms will strengthen this selective exposure and further isolate 
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users from incongruent, alternative information and opinions. Thus, the users’ 

endogenous tendency to selective exposure is complemented by exogenous selectivity, 

which they might not even be aware of.  

Pariser (2011) introduced the term of “Filter Bubble” to describe this algorithm-

driven selective exposure. However, it appears quite obvious that the endogenous and 

exogenous selective exposure are not unrelated concepts and not separable from each 

other. Instead, they are merely two simultaneously active and complementary 

mechanisms that lead to the same outcome: Isolation of the user in an online Echo 

Chamber made up of congruent information. Therefore, differentiating Filter Bubbles and 

Echo Chambers does not provide additional insights for the current thesis’ aims, and the 

more general term Echo Chamber, encompassing both the effects of endogenous and 

exogenous selective exposure, is used from now on. 

1.2.2. Echo Chambers and network homogeneity 

While the previously described perspective on Echo Chambers highlights the role 

of selective exposure to attitudinally congruent information, many researchers focus on 

another aspect: Homophily and network homogeneity (e.g. McPherson, Smith-Lovin, & 

Cook, 2001), that is, subjects tendency to preferentially connect to others that are similar 

to themselves. In this tradition, Echo Chambers can be understood as highly 

homogeneous networks, in which most users are similar to each other, for example 

regarding their attitudes toward a topic but also regarding factors like social or ethnical 

backgrounds (Colleoni et al., 2014; Quattrociocchi, Scala, & Sunstein, 2016; Schmidt et 

al., 2017; Zollo et al., 2017).  
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Most research that takes this perspective on Echo Chambers investigates how users 

connect to each other, often by analyzing large social media data sets (e.g. Barberá et al., 

2015; Grömping, 2014). In general, studies report differently strong tendencies to form 

homogeneous networks, with most signs of homogeneous Echo Chambers for highly 

political topics (Barberá et al., 2015).  

Of course, this notion of online Echo Chambers as networks of users similar to each 

other is somewhat connected to the notion of Echo Chambers characterized by selective 

exposure to mostly attitudinally-congruent messages: If users are surrounded by others 

similar to themselves, they should also more likely receive messages that are congruent 

to their own attitudes, than when they are surrounded by a more heterogeneous network.  

However, it is important to be aware of these two notions and to take both of them 

into account in an empirical investigation, as the perspective taken strongly influences 

what factors are highlighted in research: Studies that take the first perspective (selective 

exposure and congruence of information) will most likely analyze metrics like the number 

of attitudinally congruent messages users receive, while studies in the second tradition 

(homogeneous networks) will try to measure network homogeneity and examine ties 

between users. However, to get a comprehensive understanding of effects of Echo 

Chambers on individuals, studies should take both perspectives into account. This is what 

the present study strived to achieve. 

1.2.3. A working definition of Echo Chambers 

Based on the outlined considerations and perspectives, the following working 

definition of Echo Chambers can be formulated and will be used as a basis for this thesis‘ 

studies:  
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The term Echo Chamber refers to all kind of online communication that is 

characterized (a) by users being surrounded by homogeneous networks of others that are 

similar to themselves regarding attitudes or other traits, and/or (b) by users being 

selectively exposed to mostly attitudinally congruent contents (e.g. messages written by 

others) that express agreement to their own attitudes. Both aspects - selective exposure 

and network homogeneity - can be endogenous, that is, result from users’ own active 

selectivity, but to some degree also exogenous, that is, enhanced by algorithms selectively 

suggesting contents and contacts to users.  

The studies reported in this thesis address both aspects of this definition. However, 

before they can be reported, it must be discussed how Echo Chambers may actually 

influence the individual exposed to them. 

1.3. Individual-level outcomes affected by Echo Chambers 

In order to test possible effects of online Echo Chambers on individuals, a 

theoretical framework is needed that allows to choose relevant outcomes for further 

investigation. The Theory of Reasoned Action (Fishbein & Ajzen, 1975; for a critical 

review see Liska, 1984) provides such a framework: It states that two factors influence 

individuals’ behavioral intention and actual behavior (e.g. buying organic food): Their 

attitude towards the behavior (e.g. their beliefs about organic food being more healthy) 

and their perceived social norm regarding the behavior (e.g. whether they think it is 

common and accepted by their peers to prefer organic-food). Both factors can either 

increase or decrease the individuals' likelihood to show the actual behavior. 

Based on this model, two mechanisms can be identified via which exposure to 

online Echo Chambers may influence subjects’ behavior: Via a shift in perceived social 
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norm or via a shift in attitudes. From these two mechanisms, the two outcomes examined 

in this thesis - False Consensus and Intergroup Bias - are extrapolated. 

1.3.1. False Consensus 

If subjects participate in attitudinally homogeneous online Echo Chambers, they 

should observe that many other users share their own attitudes and write and send 

messages that support these attitudes. Subjects can be assumed to deduce from this that 

their own attitudes are common and widely accepted, and that it is the social norm to act 

upon them. For example, if subjects with xenophobic views are connected to other users 

in social media that have similar views, they will mostly receive messages that support 

xenophobia. Therefore, they will tend to perceive public opinion in a favorably distorted 

way, and believe that large parts of the population agree with their world view. In other 

words: They get the impression that their own points of view are in accordance to the 

social norms, and that it is acceptable to act upon them. This favorable distortion in 

perceived social norm may, in turn, decrease their inhibition to act upon their beliefs, and 

increase their willingness to, for the example of xenophobia, insult or degrade foreigners. 

Therefore, this thesis examined the link between exposure to Echo Chambers and 

perceived social norm or public opinion as a behavior-related outcome, which was 

operationalized via the so-called False Consensus Effect.  

The False Consensus Effect (Ross, Greene, & House, 1977) addresses the fact, that 

humans in general tend to perceive public opinion not objectively but favorably distorted: 

It finds that subjects tend to "[...] see their own behavioral choices and judgements as 

relatively common and appropriate to existing circumstances while viewing alternative 

responses as uncommon, deviant, or inappropriate" (Ross et al., 1977).  
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False Consensus is usually measured by asking subjects in favor of a statement (e.g. 

"Death penalty should be reintroduced") and subjects opposed to it what percentage of 

the population they think is in favor of the statement. It is found that subjects in favor of 

the statement give a higher estimate of public support for it than subjects opposed to it. 

For example, subjects who support the death penalty may estimate that 30% of the 

population are in favor of it, while subjects who oppose death penalty may estimate only 

10% of the public favoring it. In this case a False Consensus Effect of 20% would be 

measured. The  False Consensus Effect is very well documented and often replicated (e.g. 

Marks & Miller, 1987; Mullen et al., 1985) 

It seems logical to expect that the above described assumed effect of Echo 

Chambers on perceived social norm is reflected in subjects’ False Consensus: Subjects 

exposed to an Echo Chamber should display stronger False Consensus than subjects 

exposed to more heterogeneous non-Echo Chamber online communication. Indeed, first 

studies exist that suggest links between exposure to attitudinally congruent and 

heterogeneous media contents and a higher False Consensus (Bauman & Geher, 2002; 

Wojcieszak, 2008). It has also been demonstrated that False Consensus actually 

influences subjects’ behavioral intention (Bauman & Geher, 2002).  

However, no studies exist that systematically examine how exposure to online Echo 

Chambers influences False Consensus. Therefore, the first two studies of this thesis tested 

this link with correlative (study one) and experimental (study two) approaches.  

1.3.2. Intergroup Bias 

According to the Theory of Reasoned Action (Fishbein & Ajzen, 1975), a second 

factor that determines behavior are subjects’ attitudes. It can be assumed that exposure to 
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an Echo Chamber affects these attitudes: If subjects participate in an online Echo 

Chamber group that is homogeneous regarding a certain topic (e.g. strongly opposed to 

immigration), their attitudes towards the topic should be influenced by the other group 

members’ presence and the messages they post. As the other members and their messages 

mostly embrace subjects’ own attitudes and, most likely, provide them with even more 

reasons and arguments why they are correct, these attitudes should display a shift in the 

Echo Chamber’s general ideological direction and get more extreme. 

Research on cognitive biases supports the assumption of such an effect of the group 

on individuals’ attitudes: For example, it is known that mere repeated exposure to persons, 

objects, or ideas can lead to an increase in sympathy for them (Zajonc, 1968). Moreover, 

according to group conformity theory (Asch, 1961), subjects in attitudinally homogenous 

groups tend to support the group consensus due to fear of social rejection or due to getting 

genuinely convinced of the majority's point of view. This, in turn, can lead to attitudes of 

individual group members and the group as a whole getting more extreme (Myers, 1975; 

Myers & Lamm, 1976).  

Thus, repeated exposure to an online Echo Chamber group should lead to a shift in 

users' attitudes in the direction of the views expressed in the majority of messages shared 

in the group.  

However, empirically investigating such a shift, for example via experimentally 

exposing subjects for a longer period of time to an attitudinally homogeneous artificial 

Echo Chamber and measuring signs of radicalization of their attitudes, appears as 

methodologically and ethically challenging. Moreover, such an approach would require 

focusing on one attitude towards one specific topic that is discussed in an Echo Chamber 
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(e.g. regarding immigration laws, regarding stricter emission controls etc.). Even if such 

an effect was found, it would be open for debate whether the effect is specific to the 

concrete topic, or whether it could be generalized to other topics and Echo Chambers.  

Therefore, it appears more promising to examine a more generalizable and also 

more manageable attitudinal outcome that can be assumed to show effects in different 

kinds of Echo Chambers and for different topics. This thesis therefore examines the so-

called Intergroup Bias as one attitudinal outcome in which Echo Chamber effects are 

expected. 

The term Intergroup Bias refers to the fact that feeling as a member of a group has 

an effect on attitudes both towards the other members of this so-called in-group as well 

as towards members of other, rival out-groups: Subjects who are members of a group 

perceive the other members in their in-group more favorably than members of out-groups 

(Tajfel, 1970). For example, they ascribe more positive traits to in-group, more negative 

to out-group members, perceive both in- and out-group as rather homogeneous regarding 

these traits (Otten & Moskowitz, 2000), and they prefer in-group members when it comes 

to the distribution of limited resources (Tajfel, 1970). This attitudinal effect of group 

membership on perception of in- and out-groups is so strong that it even occurs when 

subjects are randomly and anonymously assigned to non-informatively labelled groups 

and even when no interaction within or between groups takes place (Tajfel, 1970). A 

reason for these effects can be that subjects try to achieve self-esteem, a positive social 

identity and a feeling of distinctiveness by focusing on and emphasizing (real or 

hypothetical) differences between in- and out-group (Social Identity Theory; Hogg, 

Terry, & White, 1995; Tajfel, 1970; Trepte & Loy, 2017).  
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It appears logical to assume that an Intergroup Bias also occurs in attitudinally 

homogeneous online Echo Chambers that serve as in-groups for their members: If users 

participate in an EC, they should tend to view the social world in group categories, 

differentiating others in categories of “we” (in-group members who share the Echo 

Chambers’ attitudes) versus “they” (out-group members who are in opposition to these 

attitudes). Moreover, they should try to strengthen and enhance their positive in-group 

identity by devaluating and attacking out-groups while expressing affirmation with the 

in-group worldview. This attitudinal shift in regard to perception of others might then, 

according to the Theory of Reasoned Action, lead to changes in actual behavior, for 

example, a higher likelihood to act in accordance with in-groups/Echo Chambers’ shared 

attitudes, or more aggression towards persons who hold opposing views.  

The final study of this thesis (study three) examined whether such a link between 

participation in an online Echo Chamber and signs of Intergroup Bias can be found.  

1.3.3. Effects via central and peripheral route 

Finally, it must be discussed which components of information in online Echo 

Chambers can affect subjects’ False Consensus and Intergroup Bias and should therefore 

be addressed or manipulated in empirical studies: What role do the contents of messages 

shared between users play, and what additional factors have to be taken into account? 

An answer to this question can be found in the Elaboration Likelihood Model (Petty, 

1986). This model identifies two routes via which persuasive information may affect 

subjects: Information may be processed either via the central route that involves a high 

level of elaboration - the individual forms an opinion by processing the arguments 

presented and critically evaluating them based on prior knowledge - or via the peripheral 
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route that requires low elaboration - the individual forms an opinion based rather 

superficial attributes of the arguments, e.g. if the source of the argument is a well known 

person or not, and without deeper reflection. What route is chosen depends on the 

individuals' level of involvement, for example whether the topic is important for them. 

By applying the Elaboration Likelihood Model on the common design of many 

social media platforms, two pathways via which Echo Chambers may influence subjects 

can be identified, which reflect central and peripheral processing routes: Message 

contents and popularity cues.  

The central route: Message contents 

One attribute of Echo Chambers may be the existence of a large number of message 

contents that are consistent with the attitudes of the users. For example, left-wing users 

may join a Facebook group or a sub-reddit on Reddit that discusses politics from a left-

wing perspective. They will then mostly see messages that are written by other left-wing 

users and reflect left-wing views. By processing the message contents, which support 

their own attitudes, they are assured of the correctness of their own views.  

Thus, message contents can be seen as central contents that influence subjects via 

the central, more elaborative route (e.g. shifting their attitude by giving them additional 

arguments that their point of view is correct). 

The peripheral route: Popularity cues 

In most social networks there are also social context cues that indicate the 

popularity of a content, for example the amount of “likes” a message has received by 

other users on Facebook, or the score of a post on Reddit. These so-called popularity cues 

(Haim, Kümpel, & Brosius, 2018; Porten-Cheé, Haßler, Jost, Eilders, & Maurer, 2018) 
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can be understood as peripheral attributes of the messages that influence users via the 

peripheral route. For example, when a message that supports their own attitudes has many 

“likes”, subjects may take this as an indicator of high endorsement for their attitudes by 

others, and feel convinced of the correctness of their own views.  

Moderation of effects by subjects’ involvement 

It can be assumed that both routes influence False Consensus as well as Intergroup 

Bias. According to the Elaboration Likelihood Model, subjects’ level of involvement, that 

is, their interest in a topic, should determine the strength of each route’s influence: The 

effect of popularity cues such as numbers of “likes” should be strongest when subjects 

view messages regarding topics they have little interest in. On the other hand, the 

messages actual contents (e.g. how many messages agree or disagree with the subjects’ 

own attitudes) should exert an strong effect when subjects are highly interested in a topic.  

Therefore, this thesis will consider subjects’ interest in topics as a moderating 

variable. 
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2. Overview of studies 

Three empirical/quantitative studies were conducted to test the assumed links 

between exposure to online Echo Chambers and subjects’ False Consensus (studies one 

and two) and Intergroup Bias (study three). The methodological strategies employed in 

the studies took into account the different elements of Echo Chambers identified in the 

thesis’ introduction:  

Study one focused on the aspect of network homogeneity in Echo Chambers via an 

correlative, questionnaire-based approach.  

Study two examined the effects of selective exposure to attitudinally congruent 

messages on participants’ False Consensus via experimental investigation.  

To ensure reliability of the acquired results, both studies were replicated.  

Study three, finally, extended the previous studies with an innovative, data driven 

approach that promised high ecological validity. It tested whether messages written by 

users in attitudinally homogeneous online fora, that is, Echo Chambers, displayed more 

linguistic signs of Intergroup Bias than messages in more heterogeneous non-Echo 

Chamber fora. 

All studies are reported in full extent in chapters 3 to 5. Prior to this, in the 

following, an overview of each study is given and the studies’ interconnections are 

explained. 

2.1. Overview of study one 

Study one set out to examine whether the homogeneity of the online contact 

networks (e.g. friends on Facebook, frequent e-mail and chat partners) of users is 



22 

 

correlated with their extent of False Consensus Effect. This assumption was made as a 

more homogeneous network should lead to users receiving more messages that are 

congruent to their own attitudes, which in turn should lead to higher False Consensus. 

To test this assumption, 380 participants (181 in the first substudy, 199 in the 

replication study) completed an online questionnaire. Measures included subjects’ False 

Consensus Effect in regard to twenty current societal topics, and their network 

homogeneity, operationalized via an existing scale (Zúñiga, Jung, & Valenzuela, 2012) 

that measures how similar users’ contacts are to each other (e.g. whether a users mostly 

communicates with people with the same social, ethnic, religious background). 

Additionally, a scale for subjects Ambiguity Tolerance (McLain, 2009), that is, how well 

subjects are able to cope with ambiguous, unclear and contradicting information, was 

administered. This was done because low Ambiguity Tolerance might lead subjects to 

prefer homogeneous networks that do not questions their beliefs by providing them with 

ambiguous information. Thus, to ensure that correlations between False Consensus and 

network homogeneity were genuine and could not be attributed to Ambiguity Tolerance, 

Ambiguity Tolerance was measured and statistically controlled for.  

The results of study one confirmed that subjects with a more homogeneous online 

contact network display a significantly higher False Consensus Effect, that is, believe that 

more people in the general population share their own points of view. In addition, subjects 

with higher Ambiguity Tolerance displayed a lower False Consensus Effect. The effect 

of network homogeneity was still significant when taking into account Ambiguity 

Tolerance’s influence. Both effects could be replicated.  
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Subjects who surround themselves online with like-minded and similar others thus 

appear in higher danger of overestimating how strongly the public endorses their own 

attitudes. On the other hand, being able to tolerate ambiguous, contradicting information 

appears as a protective factor that allows people to make more realistic judgements of 

other’s attitudes. As both network homogeneity and Ambiguity Tolerance exhibit genuine 

and independent effects on False Consensus, it can be concluded that the negative effects 

of network homogeneity can, to some degree, be alleviated if subjects are otherwise open 

to ambiguous, contradicting information.  

Thus, an empirical link between network homogeneity and False Consensus could 

be established.  

2.2. Overview of study two 

Study two examined the role of selective exposure in Echo Chambers. It tested 

whether exposure to Echo Chamber-like online environments in which most or all 

messages support users’ opinions (e.g. an homogeneous Facebook group of very left- or 

right-wing oriented users), leads to a higher False Consensus.  

Based on the Elaboration Likelihood Model and the two cognitive pathways of 

influence that it states (central and peripheral), the following assumptions were made:  

Firstly, subjects who receive only or mostly online messages that agree with their 

own opinions, that is, congruent messages, display a higher False Consensus Effect than 

subjects who receive only or mostly incongruent messages that question their views. This 

hypothesis reflected the central, informational pathway in the Elaboration Likelihood 

Model.  
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Secondly, it was hypothesized that the number of “likes” which a message displays, 

that is, how strongly it is endorsed by other users, also influences False Consensus: If 

congruent messages display higher likes than incongruent ones, subjects should infer 

strong public support for their own opinions, leading to higher False Consensus. 

Similarly, if incongruent messages display higher likes, False Consensus should be lower. 

This assumption reflected the peripheral pathway of the Elaboration Likelihood Model.  

Finally, subjects interest in the messages’ topic was expected to determine how 

strongly their False Consensus is affected by message contents and numbers of “likes”: 

High interest in a topic should lead to high involvement and therefore a stronger effect of 

the message contents, while low interest should lead to low involvement and subjects 

being more influenced by “likes”.  

Two experiments with 331 and 207 participants, respectively, were conducted to 

test these hypotheses by experimentally inducing an Echo Chamber and then measuring 

False Consensus.  

Both experiments used the following paradigm: Subjects were exposed to news feed 

similar to the news feeds that commonly serve as front pages in social media platforms 

like Facebook or Twitter. They saw messages that expressed either agreement or 

disagreement with a common topic (e.g. “Drugs like marihuana should be legalized”). 

The experimental manipulation consisted of varying the number of messages that 

expressed the same opinion as the participant (which was measured prior to exposure). 

Thus, an Echo Chamber could be induced by showing subjects mostly or only messages 

that shared their opinion. Each message consisted of a headline, a short teaser text that 

served as preview for a full news article, and a number of “likes”. The messages pertained 



25 

 

to nine topics. Topics were selected based on their success in eliciting both a strong False 

Consensus Effect and a rather balanced distribution of agreement and disagreement in the 

previous questionnaire studies (study one). The message texts were acquired from 

German online news websites, homogenized in regard to their length and stylistic 

properties and then pre-tested (n = 15) to select only messages that subjects perceived to 

state a clear (either pro or contra) opinion.  

In the first experiment, subjects were first asked to state their own opinions and 

interest regarding the nine topics. Then, for each topic, they saw four messages on one 

page (see fig. 1). Two factors were manipulated: Three, that is, the majority of messages 

was either congruent or incongruent to their own opinion. And either congruent or 

incongruent messages displayed higher numbers of “likes”. Subjects were asked to select 

the message whose full article they would like to read the most. After exposure to all nine 

pages, False Consensus was measured.  

In the second experiment, the paradigm was slightly altered: Opinion and interest 

were measured like in study one, and subjects again saw four messages regarding the each 

Figure 1. Example of a news feed used in the first experiment of study two. 
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of the nine topics. However, now only one message per screen was displayed and subjects 

were asked to indicate on a Likert-scale how like they would click on it (see fig. 2). 

Furthermore, now all four messages were either congruent or incongruent to the subjects’ 

opinions, and no deviant message was included. This was done to induce a “full” Echo 

Chamber and to eliminate possible effects which the single deviant message per topic 

might have had in experiment one. False Consensus was again measured after exposure.  

The results of both experiments confirmed that participants’ estimate of public 

support for their own opinions, that is, their False Consensus Effect, is influenced by the 

level of agreement they encounter in online messages:  

Subjects in an Echo Chamber who mostly or only saw messages supporting their 

own opinions displayed a higher False Consensus Effect than subjects who saw messages 

that mostly or only contradict their views. Regarding messages’ numbers of “likes”, the 

results were more differentiated and illustrated that subjects appear skeptical of the 

validity of “likes”: As expected, if subjects reported little interest in a topic, high “likes” 

for attitudinally congruent messages lead to a high False Consensus Effect. However, if 

when subjects were highly interested in a topic, the effect reversed, and high likes for 

attitudinally congruent messages lead to a low False Consensus. This reversal was 

Figure 2. Example of a message presented in the second experiment of study two. 
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unexpected but could still be interpreted in light of the Elaboration Likelihood Model and 

discussed as an effect of reactance. The pattern of effects is described in full extent in 

chapter 4.  

Study two thus successfully identified attitudinal congruency of messages as one 

mechanism by which exposure to online Echo Chambers can influence users: If users 

participate in Echo Chamber groups, in which most of the messages written by other users 

are congruent to their own points of view, they can be expected to conclude from this 

agreement to a high level of agreement by the general population. The consequences of 

these findings for future research and practical interventions are discussed in detail in 

chapter 4 and in the general discussion in chapter 6. 

As shown, study one and study two succeeded in confirming links between Echo 

Chambers and False Consensus. Therefore, the subsequent study three focused on the 

second outcome assumed to be influenced by Echo Chamber exposure: Intergroup Bias. 

2.3. Overview of study three 

While the previous studies employed traditional questionnaire-based and 

experimental approaches, study three aimed to provide an expanded perspective by using 

an innovative data-driven approach that promises high ecological validity. The study 

tested the assumption that subjects who participate in an online Echo Chamber, that is, an 

attitudinally homogeneous online group, display a stronger Intergroup Bias than subjects 

participating in more heterogeneous online groups.  

Based on Social Identity Theory (Hogg et al., 1995; Tajfel, 1970; Trepte & Loy, 

2017), it was assumed that users of Echo Chambers exhibit a strong group identity, that 
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is, perceive themselves as a member of a (positive) in-group that is in conflict with out-

groups that are viewed negatively and devaluated. Previous research suggests that key 

elements of intergroup bias - salience of group vs. self identity and signs of intergroup 

conflict - are reflected in the words subjects use (Arguello et al., 2006; Chung & 

Pennebaker, 2007; Ruscher & Hammer, 1996; Schnake & Ruscher, 1998; Vingerhoets, 

Bylsma, & Vlam, 2013). Therefore it was assumed that in Echo Chambers, messages that 

display more signs of Intergroup Bias receive more endorsement by other members of the 

Echo Chamber, for example by getting more up-votes or “likes”. Three hypotheses were 

made:  

H1) The more group references, that is, first (e.g. “we”, “us”) and third person plural 

pronouns (e.g. “they”, “them”), a message employs, the more endorsement it receives by 

other users.  

H2) Messages that display more signs of intergroup conflict and out-group using 

negative emotion words and swearing receive more endorsement. 

H3) More expressions of affirmation and agreement with the group (e.g. “yes”, 

“exactly”) and a less tentative style (e.g. less use of “maybe”, “perhaps”) should also lead 

to more endorsement. 

These hypotheses were tested by analyzing a large data set of real messages written 

by 78,531 users of discussions groups - so-called sub-reddits - on the social website 

Reddit. Three homogeneous sub-reddits that explicitly demand users to agree with their 

general ideological views and ban divergent opinions were taken as self-proclaimed Echo 

Chambers (e.g. r/latestagecapitalism, which states in its community rules: “Defense of 

capitalism and of the parties or ideologies that support it [...] are strictly prohibited. 
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Likewise, opposition to socialism [...] is strictly prohibited.”). They were contrasted to 

three heterogeneous non-Echo Chamber sub-reddits that highlight open discussion and 

invite divergent opinions (e.g. r/neutralpolitics, which according to its community rules 

is “[...] dedicated to evenhanded, empirical discussion of political issues. Based on facts 

and respectful discussion.”). In these non-Echo Chambers, no effects similar to those 

assumed in the Echo Chamber groups were expected. 

Scale values for word frequencies were extracted with the software LIWC 2015 

(Pennebaker, Boyd, Jordan, & Blackburn, 2015). Endorsement of messages was 

operationalized via their score, that is, how many up-votes they received by users minus 

the number of down-votes. Prior to analysis, all data were aggregated on level of authors 

in order to increase reliability. The hypotheses were then tested via Bonferroni-Holm 

alpha-adjusted Spearman correlations between authors’ scores and the LIWC scales 

reflecting their usage of group-pronouns, emotion and swearing, and affirmative style.  

The first two hypotheses could be confirmed: In Echo Chamber groups, authors 

who used more pronouns referring to in- and out-groups, more negative emotion words 

and more swearing received more higher scores for their messages. No similar systematic 

correlative patterns were found in non-Echo Chamber neutral groups, and no systematic 

significant results regarding hypothesis three occurred.  

Overall, the results thus supported the thesis’ second assumption that participation 

in online Echo Chambers can be linked to increased Intergroup Bias. The results, practical 

implications, directions for further research as well as methodological limitations of the 

study are discussed in detail in chapter 4, and, together with the thesis’ other studies’ 

results, in chapter 6.  
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3. Study one: Network homogeneity and False Consensus 

 

Original paper:  

Luzsa, R. & Mayr, S. (2019). Links between users' online social network homogeneity, 

ambiguity tolerance, and estimated public support for own opinions. 

Cyberpsychology, Behavior and Social Networking, 22(5), 235-239. 

 

Please note that the following chapter is the unedited pre-review version of the published 

article and does not reflect changes made during the peer-review process. For citing, 

please refer to the published paper.  
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Abstract 

False consensus effect (FCE) refers to a cognitive bias of relative over-estimation of 

public support for one’s own opinion. FCE has been linked to selective social interaction 

with like-minded people as well as to selective exposure to attitude consistent 

information. While previous studies tested these links mostly in offline settings, it is 

assumed that FCE is also affected by the homogeneity of users’ online contact network 

and their intensity of online social network (OSN) usage as well as their individual 

tendency to avoid ambiguous information. Two online studies with a total of 380 

participants aged 18 - 35 were conducted to test these hypotheses via a multilevel 

modeling approach. In Study 1 participants with a more homogeneous online network, 

longer daily OSN usage time, and lower ambiguity tolerance displayed significantly 

higher FCE. The effects of network homogeneity and ambiguity tolerance could be 

replicated in Study 2. The implications of these findings are interpreted in the context of 

prior studies on FCE as well as the notion of OSN as “echo chambers”. 
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Introduction 

Online Echo Chambers and False Consensus 

The effects of online social networks (OSN) like Facebook or Twitter on users’ news 

consumption and opinion formation is subject of controversial public and scientific debate. 

The term “echo chamber” has been coined to characterize online communication biased 

towards interaction with like-minded persons and sharing of information consistent with 

own beliefs1,2. This tendency towards homogeneity and selective exposure has been 

linked to negative consequences, such as spread of misinformation3, radicalization, and 

increased societal polarization between groups holding opposing beliefs4,5.  

This study addresses another possible consequence of homogeneity related to the “Law 

of Small Numbers”, a cognitive bias6 describing the tendency to overestimate the 

representativeness of small samples: Users who are members of homogeneous OSN 

groups perceive themselves as surrounded by people that agree with them and they may 

therefore generalize that a large percentage of the population share their opinions, despite 

their OSN not reflecting true public opinion. Humans are known to show a general 

tendency to perceive public opinion as favorably distorted towards their own beliefs. This 

tendency is called the false consensus effect (FCE)7: Given two options (e.g. “Yes” or 

“No” regarding approval to the statement “Smoking in public places should be banned.”) 

the percentage of the population in favor of one option is overestimated by subjects in 

favor of this option as compared to subjects in favor of the other option, and vice versa. 

This biased perception of others’ opinions has been linked to biased perception of social 

norms and, as a consequence, to radicalization of actual behavior8: For example, people 

holding radical political views may interpret a high number of similar minded people in 
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their biased OSN as the public supporting their views and endorsing acting upon them, 

thus reducing their inhibition to (violently) do so. It can therefore be assumed that OSN 

usage behavior characterized by a tendency to homogeneity leads to higher FCE, more 

favorably distorted perceived social norms and, in turn, negative outcomes like 

polarization and radicalization. Although some studies already investigated FCE in 

radical online groups9,10, general links between characteristics of OSN usage (namely 

intensity and homogeneity) and FCE have not been empirically tested yet. However, several 

characteristics of online echo chambers have been found to be correlated with FCE and 

support such a link: For example, higher availability of divergent opinions8,11 and more 

interaction with out-group members12 have been linked to smaller FCEs.  

Hypotheses 

Based on these findings the present studies test the hypothesis that a higher homogeneity 

of a user’s network of online contacts – that is, consisting of people with a high degree of 

similarity in traits like social or ethnical background or opinions, as opposed to higher 

variety in traits – is associated with a higher level of FCE displayed by the user (H1). 

Moreover, several studies report that subjects use OSN13–15 and other online media like 

blogs16 or online news17 in a selective way, preferring information that is consistent with 

their own opinions. Therefore, it is assumed that the intensity of OSN usage and reliance 

on online sources for opinion formation should be associated with FCE. Thus, two more 

hypotheses were tested: FCE for a topic is positively correlated with the extent to which 

users rely on online sources to get information about the topic (H2) as well as with their 

over-all daily OSN usage time (H3). 
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Finally, the study takes into account that users’ cognitive style may also influence the 

extent of FCE: Ambiguity tolerance18–20 refers to an individual’s trait of perceiving 

ambiguous situations as desirable or threatening. While there is no literature linking 

ambiguity tolerance directly to FCE or intensity of OSN usage, ambiguity tolerance has 

been found to be positively correlated with measures like curiosity21 that can be assumed 

to influence a subject’s information seeking and appraisal behavior. For example, higher 

curiosity should lead subjects to seek more information from different sources, thus being 

confronted with more divergent beliefs and, in turn, getting a more realistic picture of 

public opinion distribution which should lead to a lower FCE. Therefore the study 

assumes that users with lower ambiguity tolerance tend to avoid divergent opinions and 

information in OSN, thus displaying a higher FCE (H4). 

Materials and methods 

Participants 

A first online study with 181 German participantsa (112 female, aged 18 to 35 years, 

M = 23.40; SD = 4.19, primarily students recruited on University of Passau campus) was 

conducted to test the hypotheses. A second online study with 199 participantsa (143 

                                                 
a Raw samples sizes were 203 (Study 1) and 239 (Study 2). Obvious cases of invalid data (e.g. participants 

invariably selecting one endpoint in every scale) were excluded. Further cleaning was based on completion 

time which originally displayed great variance (218s to 46h), hinting at possible distortions due to 

superficial answering or long pauses. Therefore, cases with extremely high (> 60 min.) or low (< 5 min.) 

completion times were initially excluded. Then only cases with completion times between 2SD below and 

above mean completion time were kept (final completion time: Study 1: M = 16.89; SD = 6.43 min., Study 

2: M = 16.44 min.; SD = 6.14 min.).  
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female, aged 18 to 35, M = 24.58; SD = 3.91) recruited via German student social media 

groups was intended to replicate the findings. A post-hoc power analysis with G*Power22 

showed that with 180 participants an FCE on group level of size d = 0.50 (equaling a 

medium-sized effect23) could be found with a statistical power of 1 – β = .96, given 

α = .05, one-sided testing, and equal group sizes. 

Materials 

FCE was measured for 20 topicsb, eight of them adapted from the literature8 and the 

remaining based on recent public debates in Germany. The standard FCE paradigm7 was 

used. Participants were shown a statement (e.g. “There should be a referendum about EU 

membership of Germany”), then asked to estimate the percentage of population in favor 

of it, and finally asked whether the participants themselves were in favor of or opposed 

the statement.  

Homogeneity of participants’ OSN was operationalized via the mean of a translated 12-

item scale for online discussion network attributes24 that has been shown to be correlated 

with measures like civic and political participation24. The scale does not directly ask 

participants about their OSN homogeneity - which may lead to answers distored by social 

desirability - but instead measures how often participants interact with different kinds of 

people online, answered on a 6-point Likert scale with endpoints ‘very seldom’ and ‘very 

                                                 
b Topics included: Euthanasia, social welfare, animal testing, adoption by homosexual persons, legalization 

of marihuana, public smoking ban, traditional family values, strict punishment for crime, immigration, 

protection of environment vs. economic growth, European unification, capital punishment, foreign aid, 

foreign cultural infiltration, video surveillance on public places, ankle monitoring of terror suspects, halal 

meals in public cafeterias, ban on diesel vehicles in town centers, dual citizenship 
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often’ (itemsc included e.g. “friends and family” and “people who disagree with me”). 

Despite this not being a direct measure of homogeneity, lower values, indicating less 

diverse online contacts, can be interpreted as higher homogeneity. Intensity of OSN usage 

was measured via an overall estimate of daily OSN usage times in minutes. Topic specific 

internet usage was measured by asking how often the user read online information about 

the topic during the last week on a 6-point Likert scale (end-points “very seldom” and 

“very often”).  

Ambiguity tolerance was measured via the 13-item Multiple Stimulus Types Ambiguity 

Tolerance Scale-II MSTAT-II25, which was chosen because it assesses global AT without 

reference to specific content like working life that may not apply to the student 

population. MSTAT-II was translated into German and backward-translated by a 

bilingual speaker. Based on feedback after Study 1 two items were slightly rephrased. A 

short scale for social desirability was used as a control variable26. 

Procedure 

In both studies participants first answered questions on intensity of OSN usage and 

network homogeneity, then completed FCE questions followed by their estimate of topic-

specific internet usage and finally answered the ambiguity tolerance and social 

desirability scales.  

Data analysis 

Data analysis was conducted with GNU R 3.5.0.  

                                                 
c The original scale included 11 items, an additional item “people who know as much about a topic as 

myself” was added after pre-testing. 



38 

 

Overall FCE was calculated for each topic via standard7 group mean comparison: The 

mean estimated percentage of the population in favor of a statement was compared 

between participants who themselves agreed with or opposed the statement via one-tailed 

Bonferroni-Holm corrected t-tests or Wilcoxon rank sum tests, depending on normality 

of data. 

Internal reliabilities of the ambiguity tolerance and network homogeneity scales were 

calculated via Cronbachs α.  

For testing of hypotheses, an individual-level measurement of FCE was necessary. 

Different calculations for this have been proposed in the literature27,28.This study, 

however, utilizes an alternative linear multilevel modeling approach (using the lme429 

package for estimation of models and lmertest29 for significance testing, employing 

Satterthwaite's approximation to determine the degrees of freedom of predictors). 

The model predicts the subject’s estimation of the population percentage in favor of a 

statement. This outcome is first predicted by two random intercepts of the crossed random 

factors30 subject and topic, thus taking into account baseline differences of estimations 

between participants (subjects may show idiosyncratic tendencies to estimate high or low 

public support, independent of topic) and topics (topics may consistently induce high or 

low estimates of public support across all subjects). The FCE is then modeled as the effect 

of the subject’s own opinion concerning a topic (dichotomous with 0 = “opposed to” and 

1 = “in favor of”) on the outcome (i.e. the subject’s estimate of approval of the statement 

in the population) with the regression weight indicating mean strength of FCE. 

The hypothesized effects of intensity of OSN usage, topic-specific internet usage, and 

ambiguity tolerance as well as the control variables social desirability, gender, and age 
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on FCE are modeled as interactive terms between each variable and the dichotomous 

predictor own opinion. The interactions’ regression weights thus display the effect of each 

predictor on extent of FCE. Due to differently scaled predictors all variables were 

standardized via z-transformation.  

As the predictors own opinion and topic-specific internet usage were measured for each 

level of the factor topic they could be potentially modeled as random factors, thus taking 

into account variance in their effects between the topics. However, the predictors' small 

intra-class correlations (calculated as ratio of inter-topic variance to total variance)31 

ranging between .00 and .02 illustrate that hardly any inter-topic variance in their effects 

exists. They were therefore included as fixed factors. 

Results 

Scales 

Ambiguity tolerance showed good internal reliability after exclusion of one item (“I 

dislike ambiguous situations") in both studies (α = .86 and α = .83). Network homogeneity 

also showed good consistence (α = .89 and α = .91). Thus, scale means were calculated. 

Mean AT in Study 1 was 3.91 (SD = .71) and 3.87 (SD = .63) in Study 2, and 

homogeneity also showed little difference between studies (M = 3.02, SD = .99 and 

M = 2.77, SD = 1.02). Regarding intensity of OSN usage, participants reported a daily 

mean of 99.53 minutes (SD = 120.95) in Study 1 and 105.01 (SD = 89.94) in Study 2. 
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Overall false consensus effect 

On group level, using standard group mean comparison both studies revealed an overall 

significant FCE for 18 (Study 1) and 19 (Study 2) out of 20 topics with strength of FCE 

varying between 23.94% (W = 3000, p < .001) and 8.21% (W = 5300, p < .001). 

Multilevel Modelling 

The results of the multilevel modelling are shown in table 1, with model 0 as random-

intercept-only reference model, model 1 testing only control variables and model 2 testing 

all predictors. In both studies model 2 shows significantly better fit than model 1 (Study 

1: χ²(8) = 103.00, p < .001; Study 2: χ²(8) = 53.60, p < .001), therefore results from model 

2 are reported.  

A significant FCE was found in both studies: If participants were in favor of a statement 

they estimated the percentage of the population in favor of it 10.81% (Study 1: 

t(3513) = 10.95, p < .001) or 12.04% (Study 2: t(3865) = 11.10, p < .001) higher than if 

they were opposed to it.  

Significant interaction effects of network homogeneity and ambiguity tolerance with own 

opinion were also found and replicated: A more homogeneous online network increased 

the effect of own opinion, that is, the FCE (Study 1: β = 2.03, t(3488) = 3.41, p < .001, 

and Study 2: β = 1.13, t(3841) = 2.04, p = .04). Higher ambiguity tolerance was 

associated with a smaller FCE (Study 1: β = -1.68, t(3480) = -2.79, p = .01, and Study 2: 

β = -1.11, t(3855) = 2.04, p = .049). In the first study overall intensity of OSN usage also 

displayed a positive effect on FCE (β = 1.20, t(3520) = 2.03, p = .04), which, however, 

was not replicated in Study 2 (β = -0.39, t(3828) = -0.71, p = .48).  
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Topic-specific internet usage did not moderate the effect of own opinion (Study 1: β = -

0.63, t(3509) = -1.08, p = .28, and Study 2: β = 0.06, t(3848) = 0.11 p =.92), yet showed 

a positive main effect: More topic-specific internet usage was associated with a higher 

estimation of public opinion being in favor of a topic, independent of the participants own 

opinion (Study 1: β = 3.23, t(3567) = 7.06, p < .001, and Study 2: β = 2.20, 

t(3822) = 4.94, p < .001).  

No other effects were consistently found across the two studies. 

  Table 1. Multi-level linear regression on estimated percentage of population in favor of a statement 

 Study 1  Study 2 

 Model 0 Model 1 Model 2  Model 0 Model 1 Model 2 

Random Effects (Std. Dev.)              

 Participant 7.77  7.41  7.01   7.43  6.74  6.70  

 Topic 10.79  9.32  8.97   10.89  9.52  9.25  

 Residual 17.75  16.95  16.74   17.41  16.76  16.64  

Intercept 42.60 *** 36.79 *** 36.81 ***  42.61 *** 34.96 *** 34.99 *** 

Fixed Main Effects (Std. β)              

 Own opinion (1 = in favor)   10.15 *** 10.81 ***    11.77 *** 12.04 *** 

 Age   0.29  0.54     -1.04  -0.86  

 Gender (1 = Female)   -0.69  -0.50     2.47  2.56  

 Social desirability   0.09  0.41     -0.57  -0.56  

 Ambiguity tolerance     -0.58       -0.10  

 Network homogenity     0.08       1.10  

 Daily OSN usage time     0.69       0.07  

 Topic-specific internet usage     3.23 ***      2.20 *** 

Fixed Interaction Effects  
with own opinion (Std. β) 

             

 Age   -1.86 ** -1.94 **    -.03  -0.13  

 Gender (1 = Female)   3.46 ** 1.88     -.40  -1.06  

 Social desirability   0.24  0.24     -1.45 ** -1.24 * 

 Ambiguity tolerance     -1.68 **      -1.11 * 

 Network homogenity     2.03 ***      1.13 * 

 Daily OSN usage time     1.20 *      -0.39  

 Topic-specific internet usage     -0.63       0.06  

-2LogLikelihood 31464  31128  31026   34426  34102  34048  

χ²(Δ -2LogLikelihood)   336.0 *** 103.0 ***    326.0 *** 53.6 *** 

*** p < .001; ** p < .01; * p < .05; N(Study 1) = 181; N(Study 2) = 199 
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Discussion 

Both studies confirm the assumption that a more selective and homogeneous online 

contact network is associated with a higher estimation of public support for own opinions: 

The less diverse a subject’s self-reported online contacts, the higher the subject’s FCE. 

Although this effect is only correlative it appears plausible to assume that diversity affects 

FCE instead of the reverse. Thus, subjects appear to rely on their online contact network 

when judging public opinion, and a biased network, for example by mostly participating 

in attitudinally homogeneous OSN groups, should lead to biased estimation of public 

opinion. With estimated public opinion as indicator of perceived social norm8 and social 

norm linked to behavioral intention32, the study could thus identify a potential mechanism 

in which homogeneous online networks – “echo chambers” – may influence actual 

behavior. 

Evidence for an effect of ambiguity tolerance on FCE could also be found and replicated, 

with subjects with higher ambiguity tolerance displaying smaller FCE, which is 

significant even when controlling for effects of online usage characteristics. This allows 

for several interpretations: On the one hand, lower ambiguity tolerance may lead to more 

selective consumption of information via other, non-online sources, for example 

traditional media or social groups, which in turn leads to higher FCE. On the other hand, 

there might be a cognitive effect of lower ambiguity tolerance leading to a preferred recall 

of information consistent with own attitudes when making judgments about public 

opinion, independent of the real availability of information. 

Ambiguity tolerance as well as network homogeneity displayed lower effect sizes in 

Study 2 as compared with Study 1 (β = 1.13 vs. β = 2.03 for AT, and β = -1.11 vs.  
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β = -1.68 for homogeneity) and were closer to the boundary of significance (especially 

ambiguity tolerance with p = .049). Furthermore, a positive effect of overall intensity of 

OSN usage on FCE in Study 1 could not be replicated in Study 2. These differences might 

be attributed to sample and situational characteristics: The first study relied mostly on 

students of one university, while the second recruited users of student OSN groups. 

Moreover, Study 1 was conducted in spring 2017 and Study 2 in September 2017, parallel 

to German general elections, so participants in Study 2 might have been more sensitized 

towards the societal and political topics used to measure FCE. Additionally, the public 

debate about online “echo chambers”, “filter bubbles”, and “fake news” and their possible 

negative effects gained momentum during the year 2017, which may have led participants 

in the replication study to avoid answering in a way that let them appear as biased. We 

found higher social desirability associated with lower FCE in Study 2 but not Study 1 

which provides some support for this explanation.  

It should be noted that, while inclusion of predictors led to significant reduction in 

unexplained variance compared to an intercept-only model without predictors (see table 

2), this reduction was numerically small and much variance remained unexplained. This 

hints at other predictors of FCE not accounted for in this study. Future studies should try 

to assess and discriminate more offline and online variables influencing FCE. One such 

variable could be offline contact network homogeneity, whose effects could be compared 

to those of online network homogeneity.  

The assumed positive correlation of topic-specific internet usage and FCE was not found 

in any of the two studies. However, a positive topic-independent main effect of usage on 

general estimation of percentage of population in favor of a statement was found and 

replicated. This unexpected finding is difficult to explain and may hint at a low validity 
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of the self-report measure “topic-specific internet usage” which also displayed small 

variance with most subjects reporting low topic-specific usage. 

While the reported studies provide new insights into possible links between online “echo 

chambers”, users’ cognitive style and behavior, they exhibit weaknesses typical of 

correlative studies: Online usage, OSN characteristics, and ambiguity tolerance were 

measured via self-report and may have been influenced by memory, response biases, or 

traits like diligence, leading to reduced objectivity and validity. Moreover, both studies 

can only report correlative relationships yet no causal effects. Further experimental 

studies are needed to asses causal links between OSN characteristics and user-side 

behavioural outcomes, as well as to counteract distortions due to social desirability in 

survey-based studies caused by increased public discussion of negative effects of biased 

online information. 
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4. Study two: Selective exposure and False Consensus 

 

Original paper:  

Luzsa, R. & Mayr, S. (submission in preparation). False Consensus in the Echo Chamber: 

Exposure to Favorably Biased Social Media News Feeds Leads to Increased 

Perception of Public Support for Own Opinions. 

Please note that the following chapter is the unedited pre-review version of the article and 

does not reflect possible changes made during the peer-review process.  
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False Consensus in the Echo Chamber: Exposure to Favorably Biased Social 

Media News Feeds Leads to Increased Perception of Public Support for Own 

Opinions 

 

Abstract 

Studies have found that users of online social networking sites often preferably 

connect with like-minded others, leading to homogenous “Echo Chambers” in which 

attitudinally congruent information circulates. However, little is known about how Echo 

Chambers affect individuals’ perceptions and behavior. This study aimed to 

experimentally induce an Echo Chamber and to measure subjects’ perception of public 

opinion as a behavior-related outcome. It was predicted that subjects’ estimate of public 

support for their own attitudes is affected by the level of agreement they encounter in 

social media news feeds, with high agreement leading to a higher estimate of public 

support than low agreement. In two online experiments (n1 = 331 and n2 = 207) subjects 

were exposed to nine news feeds, each containing four messages. Two factors were 

manipulated: Agreement expressed in message texts (all but one [Exp.1] / all [Exp.2] 

messages were congruent or incongruent to subjects’ attitudes) and endorsement of 

congruent messages by other users (messages congruent with subjects’ attitudes displayed 

either higher or lower numbers of “likes” than attitudinally incongruent messages). 

Additionally, based on Elaboration Likelihood Theory, subjects’ interest in a topic was 

considered as a moderating variable. Both studies confirmed that subjects infer public 

support for their own attitudes from the degree of agreement they encounter in online 

messages, yet are skeptical of the validity of “likes”, especially if their interest in a topic 
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is high. Based on the findings, possible interventions to reduce adverse effects of Echo 

Chambers are discussed. 
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Introduction 

There is growing debate in media, society, and science whether online social 

networks like Facebook or Twitter facilitate biased information consumption and opinion 

formation, and, in turn, give rise to negative consequences like misinformation (Del 

Vicario et al., 2016), radicalization, and societal polarization (Grömping, 2014; Williams, 

McMurray, Kurz, & Lambert, 2015). Indeed, studies have demonstrated that users of 

online social networks tend to display confirmation bias (Wason, 1968) and homophily: 

They often prefer information that is consistent to their own attitudes (e.g.Knobloch-

Westerwick, 2015) and form ties with like-minded others (Del Vicario et al., 2016; 

Quattrociocchi, Scala, & Sunstein, 2016; Schmidt et al., 2017; Zollo et al., 2017), 

especially in regard to highly political topics (Barberá, Jost, Nagler, Tucker, & Bonneau, 

2015). Online communication that shows these tendencies has been characterized as an 

“Echo Chamber” (Gilbert, Bergstrom, & Karahalios, 2009; Quattrociocchi et al., 2016; 

Sunstein, 2001), as similar attitudes and information supporting these attitudes “echo” 

between users, and deviant opinions are excluded. 

At first glance, it is not surprising that users show these tendencies, as humans have 

long been known to prefer selective exposure to attitudinally congruent information 

(Knobloch-Westerwick, 2014; Sears & Freedman, 1967) in order to reduce cognitive 

dissonance (Cotton & Hieser, 1980; Hart et al., 2009). It is also known that social ties are 

often formed based on perceived similarity (McPherson, Smith-Lovin, & Cook, 2001). 

However, there are several reasons why the effects of online Echo Chambers on 

individuals’ behavior and experience appear as qualitatively new phenomena and require 

further examination: 
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Firstly, it can be argued that being selective is much easier with social media than 

with traditional media. By following news outlets and other users that support their own 

views on social media, individuals can easily surround themselves with a highly 

personalized and permanently available stream of attitudinally congruent information. 

With traditional media, subjects may also select TV channels or newspapers that they 

know to support their own views, but this selectivity is less personalized, less complete, 

and more limited in scope.  

Secondly, in online social networks, algorithms analyze users’ online behavior and 

provide them with content based on their interests and prior usage patterns. Thus, the 

users’ endogenous tendency to selective exposure is complemented by exogenous 

selectivity, which they might not even notice. It has been argued that this further isolates 

users from contradicting information and strengthens their biases (Pariser, 2011).  

Thirdly, contents on social media are usually not subject to editorial review and fact 

checking, allowing for the spread of highly subjective or even intentionally manipulative 

contents, the latter often referred to as “Fake News” (Allcott & Gentzkow, 2017; DiResta 

et al., 2018; Howard, Ganesh, Liotsiou, Kelly, & François, 2018; Tandoc, Lim, & Ling, 

2018).  

In summary, social media appear to facilitate selective exposure to one-sided 

information, biased in favor of users’ pre-existing attitudes. While it seems conceivable 

to assume that this bias leads to the aforementioned negative outcomes such as 

radicalization and polarization, existing research into Echo Chambers usually does not 

focus such links directly. Instead, studies often employ large (social media) datasets to 

identify Echo Chamber-like structures and behavior by analyzing how information is 
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shared between users (e.g. Barberá, Jost, Nagler, Tucker, & Bonneau, 2015; Grömping, 

2014). This approach allows for high ecological validity, however, it cannot substantiate 

causal relationships between exposure to Echo Chambers and behavior-related outcomes 

on an individual level.  

To this end, controlled experimental studies are necessary which expose subjects to 

online environments with either high or low Echo Chamber characteristics and then 

measure their effects on the individual. To the authors’ best knowledge, no such studies 

exist. This study therefore reports two experiments that exposed subjects to artificially 

created online Echo Chambers and measured an outcome related to actual behavior: False 

Consensus, that is, subjects’ perception of public support for their own opinions. 

Links between Echo Chambers and Perceived Public Support for Own Opinions 

It is known that the perception of public opinion or social norm is an important 

predictor of actual behavior (Ajzen & Fishbein, 1977; Fishbein, 1976; Liska, 1984): For 

example, individuals who hold radical and aggressive political views but perceive the 

public in disagreement with these views may not act upon them. However, if they 

perceive the public in support of their views, their inhibitions to show hostile or 

aggressive behavior may be reduced.  

Research has also demonstrated that subjects do not estimate public opinion 

objectively. Instead, they show a general tendency to perceive public opinion as favorably 

distorted towards their own beliefs. This tendency is called the False Consensus Effect 

(FCE, Ross, Greene, & House, 1977): Given two options (e.g. “Yes” or “No” regarding 

approval to the statement “Marihuana should be legalized.”) the percentage of the 

population in favor of one option is overestimated by subjects in favor of this option as 
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compared to subjects in favor of the other option, and vice versa. For example, subjects 

with a positive stance towards marihuana legalization might estimate that 45% of the 

population also have a positive stance, while subjects strongly opposed to legalization 

might estimate that only 25% favor legalization. The difference of 20% reflects the extent 

of the FCE, that is, how strongly the estimate of public opinion depends on subjects’ own 

opinion.  

Previous studies suggest that the extent of FCE is correlated with subjects’ selective 

exposure to attitudinally congruent information and personal network homogeneity: For 

example, Bauman and Geher (2002) measured subjects’ FCE after exposure to packages 

of information (e.g. brochures, pamphlets or video-taped discussions). The authors found 

that subjects who were exposed to balanced packages which contained both information 

supporting and questioning their own opinions displayed a lower FCE than control group 

members without any exposure. This can be interpreted as an effect of selective exposure: 

In their everyday life, subjects prefer congruent information from which they infer high 

public support for their opinions. However, when subjects are exposed to different views 

on a topic, they are also forced to process incongruent information that they would not 

normally seek out, leading to a lower FCE. 

That an effect of selective exposure on FCE might also occur by participating in 

homogenous online groups is illustrated by Wojcieszak (2008) who examined influences 

on the FCE for members of neo-Nazi and radical environmentalist online forums. In the 

case of the neo-Nazi forum, the study found FCE positively correlated with subjects’ 

degree of forum participation as well as their level of extremism (however, in case of the 

environmentalist forum, only extremism, not forum participation correlated with FCE).  
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Given these findings, it stands to reason that the perceived public support for one’s 

own opinion should also be influenced by how strongly an user’s network of online 

contacts resembles an Echo Chamber: If subjects surround themselves online with others 

that mostly share their attitudes, they should receive more messages that contain 

congruent and less incongruent information and they should also experience less 

interactions with others holding opposing beliefs. This should lead to a stronger FCE. 

Indeed, in a prior correlative questionnaire study (AUTHORS, 2019), such a link was 

found: The more homogenous subjects described their online social network, the stronger 

their FCE turned out to be, measured for twenty current political topics. Due to the 

correlative nature of that study, however, the cause for this stronger FCE could not be 

unambiguously identified. The assumption that FCE is influenced by selective exposure 

to attitudinally congruent information shared in subjects’ networks still requires testing. 

For this, an experimental approach is necessary that examines how attributes of messages 

shared in online social media affect FCE. 

Message Attributes in Online Echo Chambers 

Typical for online social media are (individual) news feeds consisting of messages 

that other connected users have shared. Each message consists of central content (e.g. 

headlines of news articles or personal commentaries), accompanied by so-called 

popularity cues, that is, numeric indicators which illustrate how many other users 

positively evaluated or endorsed the content, for example by giving it a “like” (Haim, 

Kümpel, & Brosius, 2018; Porten-Cheé, Haßler, Jost, Eilders, & Maurer, 2018). While 

there are also additional message attributes, such as the name of the sender, their avatar 

or included images, this study will focus on popularity cues, in addition to message 

contents. This focus is made because the influence of popularity cues on users’ attention 
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(Dvir-Gvirsman, 2019) as well as on users’ selection and appraisal of messages (Chang, 

Yu, & Lu, 2015; Haim et al., 2018; Messing & Westwood, 2014) is well documented.  

It can be argued that message content and other users’ endorsement via “likes” are 

key attributes that differentiate Echo Chambers from more balanced, heterogeneous 

online communication: Firstly, the news feed of users with homogenous networks should 

express agreement with their own attitudes, that is, consist mostly of attitudinally 

congruent messages. Secondly, these attitudinally congruent contents should display 

strong endorsement by their network, while occasionally occurring attitudinally 

incongruent contents should show less endorsement. In contrast, if users’ networks are 

heterogeneous there should be neither dominance of attitudinally congruent messages nor 

higher endorsement for congruent than incongruent ones. In fact, depending on topic and 

network, users might even encounter mostly incongruent messages as well as popularity 

cues that display low endorsement for their own attitudes – for example in communities 

that emphasize controversial discussions (Guest, 2018). 

Hypotheses 

Based on these considerations two hypotheses regarding the effect of Echo 

Chamber news feeds on FCE are formulated:  

Effects of agreement: Subjects that are exposed to a news feed made up of messages 

mostly congruent to their own attitudes will display a stronger FCE, compared to subjects 

exposed to mostly incongruent messages. 

Effects of endorsement: If messages congruent to subjects’ own attitudes display 

higher endorsement by others than incongruent ones, subjects will exhibit a stronger FCE, 
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compared to the situation in which incongruent messages display higher endorsement 

than congruent messages. 

In addition, it is important to note that both factors – agreement expressed in 

message texts and endorsement of attitudinally congruent messages expressed by “likes” 

– can vary independently of each other: For example, users might read a feed in which 

90% of the messages are congruent to their own attitudes. A positive Echo Chamber effect 

on FCE should occur. However, what happens if the remaining 10% of incongruent 

messages display significantly higher numbers of “likes”? Will this reduce the positive 

effect of message agreement on FCE? The opposite situation can also be imagined, with 

users reading a feed with mostly incongruent messages. This should lead to a weaker 

FCE. However, if the few attitudinally congruent messages display the highest 

endorsement, will users interpret this as a “silent majority” agreeing with them, and 

therefore display a stronger FCE?  

Previous research does not allow for a clear assumption whether agreement or 

endorsement is the pivotal factor and whether there will be an interactive effect. 

Therefore, an open research question is formulated: 

Interactive effect: Is there an interactive effect between agreement and endorsement 

on FCE? 

Finally, in the tradition of the Elaboration Likelihood Model (Petty, 1986), 

popularity cues such as “likes” can be conceived as a peripheral message cue, and 

message content as the central cue. The model states that when subjects’ involvement is 

high, they will be mostly affected by central cues, while in case of low involvement 

peripheral cues will have a stronger impact. 
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Transferred to the current study, this implies that subjects’ interest in a topic might 

moderate the effects of agreement as well as endorsement on FCE: Regarding the role of 

agreement, if subjects have little interest in a topic they might put less effort in processing 

messages related to it, with message content showing little effect on FCE. However, if 

interest is high, subjects might more readily put effort in reading and evaluating messages, 

leading to a stronger effect of message content than when interest is low. Regarding the 

role of endorsement, subjects who have little interest in a topic might focus on available 

popularity cues such as “likes” as an easy and effortless way to estimate public opinion. 

In contrast, the effect of “likes” on FCE should turn out weaker in case of high interest, 

because possibly higher interest with a topic might lead subjects to be more skeptical 

regarding the representativeness of displayed popularity cues. 

From this follows the final hypothesis: 

Moderation by interest: The effects of agreement as well as of endorsement on FCE 

are moderated by subjects’ interest in a topic. The effect of agreement will turn out 

stronger in case of high interest than when interest is low. The effect of endorsement will 

turn out stronger in case of low interest than when interest is high. 

These questions and hypotheses were examined in two online experiments. 

Experiment 1 

Experiment 1 adapted selective exposure paradigms (Lee & Yoon Jae Jang, 2010; 

Messing & Westwood, 2014; Peter, Rossmann, & Keyling, 2014) in a way that allows 

the short-term induction of an Echo Chamber: Subjects were exposed to several news 

feeds, each consisting of four simultaneously presented messages, that is, short news 

headlines regarding one topic. Each message was accompanied by a number of “likes”. 
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Subjects’ task was to select the message whose linked full article they preferred to read. 

No full articles were displayed afterwards. The task was merely given to ensure that 

subjects read and processed all the messages.  

The two aforementioned attributes of Echo Chamber news feeds – agreement 

expressed in messages and endorsement by “likes” – were independently manipulated: 

Subjects were exposed to either three messages congruent to their own attitudes and one 

incongruent (condition high agreement) or to three incongruent and one congruent 

(condition low agreement). Similarly, either the congruent messages had high and the 

incongruent messages low numbers of likes (condition high endorsement) or vice versa 

(condition low endorsement). The news feeds reflecting these conditions were created 

during runtime of the experiment based on the initially assessed own attitudes of the 

subjects.  

An example: If a subject favors the legalization of marihuana, figure 1 illustrates a 

news feed that reflects low agreement (most messages are incongruent as three of four 

Figure 1. Example of a news feed used in Experiment 1. 
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highlight the dangers of marihuana) and low endorsement for his or her own attitude (the 

three anti-marihuana messages have higher numbers of “likes” than the one in favor of 

legalization). 

Method 

Sample. A self-administered online experiment was conducted with 388 German 

subjects, recruited on University of Passau campus and from the authors’ volunteer 

database. Implausible cases were excluded based on completion times: First, subjects who 

took less than 5 or longer than 60 minutes to complete the experiment were dropped. 

Then, only cases within 2 SD of the resulting mean completion time were kept. Final 

mean completion time was 12.03 minutes (SD = 4.57; Min = 5.15; Max = 28.52). The 

remaining sample comprised 331 subjects (231 female; age between 18 and 35 years with 

M = 22.36 and SD = 0.27). A-priori power analysis with G*Power (Faul, Erdfelder, Lang, 

& Buchner, 2007) determined that at least 195 subjects were necessary to achieve a power 

of 1 - β = .95, given α = .05 and a medium sized effect of f² = 0.15 in the later described 

model used for hypothesis testing1. 

Design. The experiment implemented a 2 x 2 between-subjects design with the 

factors agreement and endorsement: Subjects were consistently exposed to either mostly 

                                                 
1 The power refers to an F-test evaluating whether the later described full model explains 

significantly more outcome variance than a control variables only model. As the estimated linear 

mixed effects model uses random intercepts but only fixed slopes, power is approximated via 

power calculation for traditional OLS regression. This serves as conservative lower-boundary 

approximation of power, as in case of fixed slopes, mixed effect models generally have more 

power than OLS (Snijders, 2005). 
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attitudinally congruent (high agreement) or incongruent messages (low agreement), and 

congruent messages consistently displayed either higher (high endorsement) or lower 

(low endorsement) numbers of “likes” than incongruent ones. Subjects’ estimate of public 

opinion for nine topics was measured to calculate FCE as dependent variable. 

Materials. The topics of the news feeds were selected in accordance with results of 

a prior study (AUTHORS, 2019) which had measured subjects’ own attitudes and FCE 

regarding twenty current political topics. From these, nine topics were selected which had 

elicited a strong FCE yet had also displayed some variance of subjects’ own attitudes, 

that is, which had not evoked unanimous assent or dissent. Topics included: Legalization 

of marihuana, traditional family values, strict punishment for crime, European 

unification, video surveillance on public places, foreign cultural infiltration, animal 

testing of drugs, dual citizenship, and ban on diesel vehicles in city centers.  

News feed messages were based on headlines and teaser texts found on social media 

accounts and websites of German news outlets (e.g. “Der Spiegel”, “Die Welt”). For each 

topic, 16 texts were selected, eight of which expressed consent regarding the topic’s 

statement (e.g. highlighted the advantages of legalization of marihuana), while the 

remaining eight stated dissent (e.g. emphasizing the dangers of marihuana). In order to 

eliminate confounding variables, the assenting and dissenting messages’ characteristics 

(e.g. word count, stylistic features such as use of exclamation marks) were balanced by 

rephrasing messages when necessary. Example messages are presented in figure 1. In a 

pre-test, 15 subjects rated each message regarding two aspects: How strong is the 

message’s assenting or dissenting stance towards the topic (6-item Likert scale from 

"Strongly agrees" to "Strongly disagrees")? How likely would subjects themselves click 

on the message in order to read the full article, if they saw it in their own social media 
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news feed (6-item Likert scale from “Would certainly not click on it” to “Would certainly 

click on it”)? For the experiment, four assenting and four dissenting messages for each 

topic were selected which had been rated as voicing strong opinions and as moderately 

likely to be clicked on. The number of words in assenting (M = 29.33) and dissenting 

messages (M = 28.47) was approximately equal. 

The numbers of “likes” displayed to indicate low or high endorsement of messages 

were similar to those used by Messing and Westwood (2014), which were based on actual 

average numbers of “likes” of (American) Facebook messages: Low endorsement was 

expressed by a number of 100 to 500 “likes”, high endorsement by a number between 

6000 and 19000. 

Measures. Prior to news feed presentation, subjects indicated their own stance 

towards each topic (e.g. agreement to the statement “Marihuana should be legalized.”) on 

a 6-point Likert scale (“Strongly agree” to “Strongly disagree”). To ensure that the initial 

attitude measurements were stable and a valid basis for FCE calculation, attitudes were 

measured again at the end of the experiment. Due to the short re-test interval, the initial 

statements were not reused. Instead, two additional items per topic were formulated 

(mostly based on existing publicly available questionnaires, e.g. “Personal possession of 

marihuana should not be criminalized.”) and confirmed in a pre-test to be consistent with 

the initial item (all Cronbach’s α > .80). The means of the two items were then used for 

post-exposure attitude measurement. In addition to own stance towards the topics, 

subjects indicated how interested they were in each topic on a 6-point Likert scale (“very 

interested” to “not at all interested”).  



64 

 

During news feed presentation, it was recorded how often subjects chose 

attitudinally congruent or incongruent messages and how often messages with high or 

low endorsement were selected. 

Finally, to allow for FCE calculation, perceived public opinion was assessed after 

news feed presentation: For each topic, subjects were shown the statements previously 

used for attitude measurement (e.g. “Marihuana should be legalized”) and were asked to 

estimate the percentage of the population in favor of the statement via numerical input (0 

to 100%). 

Procedure. First, subjects were first informed about voluntariness of participation 

and the possibility to cancel at any time. Then, they gave their consent regarding data 

privacy. After stating their own attitudes and interest regarding the topics, they were 

presented with the nine news feeds in accordance with their randomly assigned 

experimental condition. The order of presentation of feeds as well as the order of 

messages in each feed were randomized. Each feed was displayed until the subject 

selected a message. Afterwards, subjects estimated the percentage of the population with 

a positive stance regarding each topic. Then, they answered the post-exposure attitude 

items and gave basic demographic data. Finally, subjects were debriefed and informed 

about the experimental manipulation.  

Analysis. Data analysis was conducted with GNU R 3.5.2.  

Stability of attitudes. To ensure that the initially measured attitudes were stable and 

could be used for the further analysis, correlations with the post-exposure attitude items 

were calculated. 



65 

 

Overall False Consensus Effect. First, it was tested whether the topics used in this 

experiment successfully elicited an overall FCE (independent of experimental 

manipulation). As subjects’ attitude towards topics was measured with scales and not with 

traditional dichotomous questions, FCE was conceptualized as the correlation between 

subjects’ own stance towards a topic and their estimated percentage of the public with 

positive stance towards the topic. Positive correlations were expected (i.e., the more 

positive subjects’ attitude towards a topic, the larger the estimated percentage of the 

public with a positive attitude towards the topic).  

Effects on False Consensus. For hypothesis testing, an approach that had already 

been successfully employed in a previous study (AUTHORS, 2019) was used: 

Traditionally, FCE is operationalized by between-groups comparison (Ross et al., 1977). 

However, for the current experiment, an individual-level measurement appeared suitable, 

as individual-level factors such as subjects’ own interest in a topic needed to be 

considered. Several approaches for an individual-level measurement of FCE exist but 

they are debated controversially (de la Haye, 2000; Galesic, Olsson, & Rieskamp, 2013). 

Therefore, an alternative linear mixed effects modelling approach was employed, using 

the “lme4” and “lmertest” R-packages (Kuznetsova, Brockhoff, & Christensen, 2017) for 

model estimation and significance testing2.  

The model predicted subjects’ estimate of population percentage that has a positive 

stance towards a topic. First, this outcome was predicted by two random intercepts of the 

crossed random factors (Baayen, Davidson, & Bates, 2008) subject and topic. By this, 

                                                 
2 In “lmertest”, for significance testing, degrees of freedom are approximated via Satterthwaite's 

approximation. 
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baseline differences of estimates between subjects (subjects may display idiosyncratic 

tendencies to give high or low estimates, independent of topic) and topics (topics may 

generally lead to higher or lower estimates) were taken into account. Then, FCE was 

modeled as the effect of subjects’ own attitude towards a topic on the outcome, that is, 

the estimated population percentage in accordance with the own attitude. The regression 

weight of attitude indicates the mean strength of the FCE, that is, how strongly subjects’ 

estimates of public opinion are biased in favor of their own attitudes.  

The effects of the manipulated factors agreement and endorsement on FCE were 

then operationalized as interactive terms of the dummy-coded factors (with -1 indicating 

low agreement/endorsement and 1 high agreement/endorsement, respectively) and 

subjects’ own attitudes. For example, subjects were hypothesized to display stronger FCE 

in the high agreement than in the low agreement condition. Therefore, an interaction 

between the factor agreement and subjects' attitude on FCE should be found, meaning 

that in the high agreement condition the estimate of public opinion should be more 

strongly biased in favor of subjects’ own attitudes. 

Finally, subjects’ age and gender as well as the news feed presentation order were 

included as control variables. All predictors entered were centered around population 

means in order to reduce variance inflation due to the included interactive terms. 

Message selection. The task to click on a message during news feed exposition was 

primarily given to ensure that subjects read the messages, and no hypotheses regarding 

message selection were formulated. Nonetheless, an exploratory analysis of possible 

effects of the experimental manipulation on message selection was conducted. For this, 

first, the number of attitudinally congruent message choices of each subject (e.g. for 3 of 
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9 topics) was taken. Then, the number expected assuming random selection (e.g. 9 * 3/4 

= 6.75 if three of four presented messages were congruent) was subtracted. The resulting 

value (e.g. -3.75) was compared between experimental conditions via 2 x 2 ANOVA. 

Results 

Stability of attitudes. For 8 of 9 topics, strong positive correlations (r from .66 to 

.89, p < .001) between attitudes at the beginning and end of the experiment were found. 

Only the topic “EU integration” displayed a moderately positive correlation (r = .42, 

p < .001). Attitudes were therefore considered as stable and were used to calculate FCE. 

However, to eliminate possible confounding, hypotheses were additionally examined 

excluding the moderately stable topic “EU integration”. As results turned out virtually 

identical, results for all topics are reported. 

Overall False Consensus Effect. An overall FCE was found for all topics: The 

more positive subjects’ own attitude towards a topic, the higher they estimated the 

percentage of the population with positive attitude towards it, with correlations varying 

between .14 (topic "Ban on diesel vehicles in city centers") and .42 (topic "Strict 

punishment for crime"). For example, subjects who strongly opposed stricter punishment 

for crime (answer 1 on a 6-point Likert-scale) estimated that 31.67% of the population 

support stricter punishment. This estimate increased to 66.31% if subjects reported to 

somewhat support stricter punishment (answer 4), and further to 77.58% if they strongly 

supported it (answer 6). 
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Effects on False Consensus. The left side of table 1 displays the results of the linear 

mixed effects modelling for Experiment 1, with model 0 as random-intercept-only 

reference model, model 1 including only control variables, and model 2 as full model 

Table 1. Linear mixed effects regression on estimated percentage of population in favor of a statement 

 Experiment 1  Experiment 2 

 Model 0 Model 1 Model 2  Model 0 Model 1 Model 2 

Random Effects (Std. Dev.)              

 Subject 6.38  5.87  5.87   8.60  7.74  7.40  

 Topic 8.27  7.21  7.14   8.90  7.12  7.04  

 Residual 17.72  17.04  16.92   18.61  17.77  17.64  

Intercept (β0) 47.40 *** 46.69 *** 46.68 ***  48.21 *** 48.42 *** 48.34 *** 

Fixed Main Effects (Centered β)              

 Own attitude   3.63 *** 3.95 ***    4.33 *** 4.24 *** 

 Age   0.13  0.13     -0.05  -0.01  

 Gender   1.02  1.05     0.45  0.17  

 Presentation order   0.18  0.20     0.06  0.03  

 Interest in topic     0.51       0.27  

 Agreement (1 = high, -1 = low)     -0.02       -1.08  

 Endorsement (1 = high, -1 = low)     -0.24       -1.07  

 Agreement x Endorsement     0.32       0.18  

 Agreement x Interest     -0.21       -0.60  

 Endorsement x Interest     -0.04       0.11  

 Agree. x Endors. x Interest     0.17       0.45  

Fixed Interaction Effects  
with own attitude (Centered β) 

             

 Age   0.00  0.01     -0.17  -0.12  

 Gender   0.73  -0.01     0.17  0.05  

 Presentation order   0.00  -0.02     0.07  0.07  

 Interest in topic     -0.45 ***      -0.12  

 Agreement     0.63 ***      0.88 ** 

 Endorsement     0.34       -0.82 ** 

 Agreement x Endorsement     -0.47 *      0.13  

 Agreement x Interest     0.07       -0.13  

 Endorsement x Interest     -0.47 ***      0.19  

 Agree. x Endors. x Interest     0.07       0.05  

-2LogLikelihood 25874  25626  25586   16437  16245  16208  

χ²(Δ -2LogLikelihood)   248 *** 40 ***    191 *** 37 *** 

Note: All variables are centered around population means. Thus, regression weights illustrate effects of a 
predictor when all other predictors display their respective means. Dichotomous variables employ sum 
contrasts, their regression weights therefore indicate the difference between levels, with -1 indicating low 
and +1 indicating high agreement/endorsement. 
*** p < .001; ** p < .01; * p < .05; N(Experiment 1) = 331; N(Experiment 2) = 207 
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with all predictors. Fit of the full model was significantly better than fit of model 1 

(χ²(14) = 40, p < .001), therefore results of the full model are stated. 

Firstly, the model confirmed a general FCE by finding estimated public opinion 

positively correlated with subjects’ own attitude (β = 3.95, t(2909) = 10.44, p < .001). 

Figure 2a visualizes FCE by plotting this correlation as regression lines for all 

experimental conditions. 

The positive correlation between own attitude and estimated public opinion, that is, 

the FCE, was stronger when subjects were exposed to mostly congruent messages (high 

 
 

Figures 2a and 2b. Strength of the False Consensus Effect in Experiments 1 and 2 as a function of the 
factors agreement and endorsement, illustrated as regression lines. 

Note: Values on the vertical axis are values predicted by the regression model, not observed values). 
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agreement) than when exposed to mostly incongruent ones (low agreement, β = 0.63, 

t(2865) = 2.94, p = .004). In figure 2a, this is indicated by the solid lines, representing 

high agreement, being steeper than the dashed lines that represent low agreement. 

The extent of this effect was moderated by endorsement (β = -0.47, t(2865) = -2.16, 

p = .031): If congruent messages displayed low endorsement, the effect of agreement was 

clearly evident, and subjects who saw mostly congruent messages (high agreement) 

displayed higher FCE than subjects who saw mostly incongruent messages (low 

agreement). However, if congruent messages displayed high endorsement, the FCE was 

not affected by the number of congruent messages, that is, the factor agreement (see the 

difference in steepness between solid and dashed lines in case of high and low agreement, 

represented by black and grey lines, respectively, in fig. 2a). 

Additionally, an interactive effect of endorsement and subjects’ interest in a topic 

was found (β = -0.47, t(2908) = -2.93, p = .003). To understand this interactive effect, the 

differences in FCE between the two endorsement conditions when subjects’ interest was 

lowest vs. highest are visualized in figures 3a and 3b, respectively: If subjects had low 

interest in a topic, high endorsement, that is, higher numbers of “likes” for congruent than 

incongruent messages, led to a higher FCE than low endorsement. However, if they 

showed high interest in a topic, this effect reversed, and high endorsement led to a weaker 

FCE than low endorsement. In contrast to the interactive effect of endorsement and 

subjects’ interest on FCE, there was no interactive effect of agreement and interest. 

Message Selection. Regarding message selection, subjects displayed a novelty or 

oddity effect (Berlyne & Ditkofksy, 1976) by preferentially clicking on the one message 

that voices a deviant opinion (F(1;327) = 370.91, p < .001).   
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Discussion 

Interpretation of results. The experiment could mostly confirm the expected 

effects of agreement expressed in news feed messages and endorsement by “likes” on 

subjects’ perceived public support for their own opinions. Moreover, it sheds additional 

light upon the interplay of message contents, numbers of “likes”, and subjects’ interest in 

a topic.  

 
 

Figures 3a and 3b. Strength of the False Consensus Effect in Experiment 1 as a function of the factor 
endorsement in case of lowest (3a) and highest (3b) interest values.  
Note: The factor agreement did not enter into an interactive effect with interest and is therefore not shown 
(i.e., graphs reflect the effects of interest and endorsement). Values on the vertical axis are values 
predicted by the regression model, not observed values. 
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It was assumed that exposure to news feeds with mostly attitudinally congruent 

messages (high agreement) would lead subjects to estimate a higher percentage of the 

population to share their views than exposure to mostly incongruent messages (low 

agreement). Indeed, subjects displayed a stronger FCE in the high agreement condition. 

This confirms that subjects’ estimate of public opinion is influenced by the level of 

agreement they encounter in online messages.  

However, the factor agreement played a major role mostly when the congruent 

messages had less “likes” than the incongruent ones (condition low endorsement). In 

contrast, when congruent messages displayed high endorsement, the factor agreement, 

that is, the number of congruent messages, had no effect on FCE. 

Two explanations for this interaction appear conceivable: When attitudinally 

congruent messages consistently display high numbers of “likes”, subjects might get 

skeptical of the validity of the numbers and suspect an attempt of manipulation. This 

might lead them to be more critical towards the overall news feed and the messages it 

contains. Thus, the effect of the number of congruent messages is reduced or disappears. 

The results, however, could also be explained as a result of confirmation bias, that 

is, subjects’ need to experience agreement by others and at the same time avoid 

conflicting information: In the condition high endorsement, the number of “likes” of the 

first displayed message always indicated high endorsement of subjects’ own attitude, 

either by stating high endorsement for the subjects’ own point of view or by showing low 

endorsement for the opposing point of view. For the subjects, this might have been a 

pleasant realization, which they were not motivated to question later on, even when they 

encountered a majority of disagreeing messages (low agreement) in the remaining news 
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feed. Instead, the initially perceived endorsement might have served as anchor for their 

estimate of public support, independent of agreement. 

In contrast, in the condition low endorsement, the first message always expressed 

low endorsement of subjects’ own attitude: The message was either congruent and 

displayed a low number of “likes”, or it was incongruent and displayed a high number of 

“likes”. It can be assumed that this perception conflicted with subjects’ motivation to 

experience approval by others, thus leading to cognitive dissonance. In order to reduce 

this dissonance, subjects might have looked for additional information that allowed them 

to discard the initial impression of disapproval. Possibly, this additional information was 

provided by the level of agreement: If most of the messages were congruent, subjects 

could focus on this high agreement as indicator for public support and disregard the low 

numerical endorsement. However, if both agreement and endorsement were low, subjects 

appeared to give in and lower their estimate of public support. 

While there was no main effect of endorsement on FCE per se, the experiment 

found a second interactive effect, involving endorsement and subjects’ interest in a topic: 

Based on Elaboration Likelihood Theory (Petty, 1986), “likes” were conceived as 

peripheral cues which should have a stronger effect when involvement/interest was low. 

Thus, in case of low interest in a topic, subjects were expected to take numbers of “likes” 

as indicators of public opinion, resulting in a positive effect of endorsement on FCE. This 

effect was confirmed in the experiment. In case of high interest in a topic, however, 

subjects were expected to pay less attention to “likes”. Thus, the effect of endorsement 

should turn out weaker or disappear altogether. In fact, the experiment found that the 

effect did not merely disappear but actually even reversed: When interest in a topic was 
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high, high endorsement of congruent messages by means of many “likes” led to a weaker 

FCE than low endorsement. 

These findings are still in accordance with the Elaboration Likelihood explanation: 

As described, in case of low interest, subjects appear to accept numbers of “likes” as valid 

indicators of public opinion and put little effort in processing of messages. However, 

when they have high interest in a topic, they elaborate the messages and the numbers of 

“likes” more thoroughly and more critically. They appear not to take the validity of 

endorsement via “likes” for granted but question the objectivity and representativeness of 

“likes”. Moreover, subjects might even suspect that the numbers are intentionally 

manipulated in order to influence them, for example by social bots or so-called click-

farms (De Cristofaro, Friedman, Jourjon, Kaafar, & Shafiq, 2014; Ikram et al., 2017) 

which popular media occasionally report on. It is known that subjects who suspect a 

persuasive intent can react with resistance and reactance (van Noort, Antheunis, & van 

Reijmersdal, 2012). The fact that high endorsement led to a lower FCE for high interest 

topics could have resulted from such reactance: Subjects might have assumed that the 

high numbers of “likes” were intended to manipulate them. Therefore, they adjusted their 

estimate of public opinion downwards significantly, in order not to fall victim to this 

supposed manipulative attempt. Of course, this explanation is post-hoc and therefore 

speculative. Further research is necessary to test whether the assumed processes areindeed 

responsible for the observed effect and to examine why only the effect of endorsement 

but not of agreement was moderated by subjects’ interest.  

Methodological considerations. Overall, the experiment confirmed the 

assumption that agreement and endorsement encountered in social media news feeds 

influence subjects’ perception of public opinion. However, a replication experiment 
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appears necessary to test the robustness and generalizability of the found effects. To 

achieve this, several aspects of the paradigm used to induce an Echo Chamber should be 

reevaluated:  

Firstly, the paradigm implemented only one possible kind of online Echo Chamber, 

that is, one in which there is a majority view on the topic and one message with a deviant 

opinion. However, it is well known that exposure to a mostly homogenous group in which 

one member states a deviant opinion has less impact on subjects’ judgements than 

exposure to a completely unanimous group (Asch, 1961). A similar effect might have 

occurred in the present experiment, where the Echo Chamber always included one deviant 

opinion. Therefore, it appears worthwhile to examine the effects on FCE when there is 

unanimity in the Echo Chamber, that is, no message pursuing a deviant point of view.  

Secondly, the experiment used a forced-choice paradigm for news feed exposure 

that required subjects to explicitly click on only one of four messages. While this was 

based on existing paradigms, it can be criticized for having low ecological validity 

(Knobloch-Westerwick, 2014): When browsing real social media news feeds, users are 

not forced to follow only one link, but might open several links one after another. Thus, 

it cannot be ruled out that the current experiments’ specific task might have led subjects 

to process and evaluate the messages and popularity cues differently than in a more 

naturalistic setting. A replication experiment could avoid this by instead letting subjects 

indicate for each message how likely they are to click upon it. 

Finally, the experiment used numbers of “likes” based on actual numbers of 

Facebook posts of large US-American news outlets. The subjects, however, were German 

and can be expected to read mostly messages of German news outlets in their everyday 
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lives. Due to their language and scope, these messages can be expected to have a smaller 

target audience and less “followers”, resulting in lower numbers of “likes”. Thus, the high 

numbers of “likes” in the experiment could have appeared exaggerated to the subjects. 

This might have contributed to the assumed perception of a persuasive intent. Therefore, 

a follow-up experiment should use more realistic and ecologically valid numbers of 

“likes”. 

These issues were addressed in Experiment 2. 

Experiment 2 

Experiment 2 aimed at replicating the findings of Experiment 1 regarding effects of 

agreement and endorsement on FCE3, thereby testing the robustness of the findings under 

changed modes of news feed presentation. The paradigm was altered as follows: Subjects 

were again exposed to messages that were either congruent or incongruent to their own 

attitudes, and messages again displayed either high or low endorsement. However, 

subjects were exposed to only one message per screen and were required to indicate how 

likely they would click on (and read) this message if it appeared in their own social media 

news feed (see figure 4). Four messages per topic were shown in sequence. In contrast to 

Experiment 1, no attitudinally deviant message was included: In the agreement condition, 

all messages were in accordance with subjects’ point of view, in the disagreement 

                                                 
3 Experiment 2 examined participants’ willingness to share attitudinally congruent messages with 

their social network contacts as an additional dependent variable. However, no effects of 

experimentally manipulated factors were found. The measurement took place at the end of the 

experiment and did not interfere with the other measurements. As the findings are not informative 

with respect to the central purpose of Experiment 2, they are not discussed in further detail. 
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condition all messages disagreed with subjects’ opinion. Endorsement was again 

manipulated via displayed number of “likes”: In case of low endorsement, congruent 

messages had low or incongruent high numbers of “likes”, and vice versa for high 

endorsement. As all messages were either congruent or incongruent, subjects always saw 

either high or low numbers of likes. 

Because of the omission of a deviant message with differing numbers of “likes”, 

subjects cannot judge whether the numbers of “likes” they see are high or low (in 

Experiment 1 there were always messages with high and low numbers in one feed, 

allowing for comparison). They first need to form an anchor (Furnham & Boo, 2011; 

Kahneman, 1992) to which they can compare the later seen numbers. Such an anchor was 

provided in the beginning of Experiment 2 by presenting four irrelevant messages (topic 

“housing costs”), two of them displaying high, two low numbers of “likes”.  

 

Method 

Sample. A sample of 236 subjects was recruited via student social media groups 

and on University of Passau campus. After data cleaning similar to Experiment 1 and 

exclusion of subjects who already took part in Experiment 1, 207 valid cases remained 

Figure 4. Example of a message presented in Experiment 2. 
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(146 female; age between 18 and 35 years with M = 21.69 and SD = 2.75). Comparable 

to Experiment 1, the criterion of 195 cases for a power of 1 - β = .95, f² = 0.15 and α = .05 

in the regression model was met.  

Materials. Topics and news feed texts were identical to Experiment 1. The numbers 

of “likes” to express high or low endorsement were based on actual numbers that were 

observed for Facebook messages of several major German news outlets (e.g. “Der 

Spiegel”, “Tagesschau”) tracked during a two-day period. Observed values mostly ranged 

between 10 and 1000. Therefore, low endorsement was expressed by 10 to 50 “likes” and 

high endorsement by 300 to 999 “likes”.  

The four irrelevant messages displayed before news feed exposure to set an anchor 

for the numbers of “likes” were taken from German news articles. Their topic was 

“housing prices”, which is unrelated to the other topics used in the experiment. Two of 

them displayed low endorsement numbers, two high endorsement numbers. 

Measures. Subjects’ own attitudes and interest regarding the topics as well as their 

estimate of public opinion were measured as in Experiment 1. Message selection was 

operationalized as likelihood to click on each message as stated by subjects on a 6-point 

Likert scale (“Would certainly click” to “Would certainly not click”).  

Design. As in Experiment 1, a 2 x 2 between-subjects design with factors agreement 

and endorsement was used: Subjects either saw only congruent (agreement) or only 

incongruent messages (disagreement), and endorsement was either high (congruent 

messages displaying high or incongruent low numbers of “likes”) or low (incongruent 

messages displaying low or congruent high numbers of “likes”). FCE was again the 

dependent variable, calculated based on estimated public opinion. 
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Procedure. As in Experiment 1, subjects first were informed about voluntariness 

of participation, gave consent and then stated own attitudes and interest in topics. 

Afterwards, the four neutral messages were displayed, two with high, two with low 

numbers of likes. Then, subjects were exposed to the biased news feed, with four 

messages for each of the nine topics displayed sequentially, one per screen. The 

presentation orders of topics and of messages for each topic were randomized, but all 

messages for one topic were displayed blocked. After exposure, subjects gave their 

estimates of public opinion, then answered demographic questions and were debriefed. 

Analysis. Existence of a general FCE was examined by correlating own attitude 

and estimated public opinion as in Experiment 1. Similarly, the effects of experimental 

conditions on FCE were analyzed with the same model used in Experiment 1. Also, an 

exploratory evaluation of subjects’ message selection was conducted. As message 

selection was now indicated as likelihood to click on an article on a 6-point Likert-scale, 

a linear mixed effect regression model identical to that used for FCE analysis was 

employed to evaluate effects on message selection.  

Results 

Overall False Consensus. As in Experiment 1, an overall FCE was found for all 

topics, with own attitude positively correlated with estimate of public opinion for all 

topics. Correlations ranged from .15 (topic "EU integration") to .50 (topic "Animal 

testing"). 

Effects on False Consensus. The effects of agreement and endorsement on FCE 

are illustrated on the right side of table 1 and in figure 2b. Results are similar to 

Experiment 1 but do not reveal the same complex interactive structure: The overall FCE 
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was again reflected by the effect of own attitude on estimated public opinion (β = 4.24, 

t(1819) = 12.39, p < .001). Also comparable to Experiment 1, FCE turned out stronger in 

the agreement condition, that is, when only congruent messages were shown than when 

subjects only saw incongruent messages (i.e., disagreement condition, β = 0.88, 

t(1787) = 3.08, p = .002). High endorsement, however, led to a weaker FCE compared to 

low endorsement (β = -0.82, t(1783) = -2.83, p = .005), independent of interest in topic 

and other factors. No further effects were significant. 

Message Selection. Subjects indicated a higher likelihood to click on messages 

when the opinion voiced in the message was congruent to their own (β = 0.19, 

t(203) = 4.30, p < .001), when the message had a high number of likes (β = 0.10, 

t(203) = 2.26, p = .025), and when their interest in the messages topic was high (β = 0.04, 

t(1614) = 2.48, p = .013). 

Discussion 

Experiment 2 successfully replicated the effect of agreement on subjects’ FCE: 

Similar to Experiment 1, if subjects saw congruent messages, they displayed higher FCE 

than when exposed to incongruent messages. The size of this effect was independent of 

endorsement, that is, the numbers of “likes” displayed, while in Experiment 1 it was 

stronger when “likes” expressed low endorsement for the subjects’ attitude. 

The effect of endorsement on FCE, however, could only be partially replicated: In 

Experiment 1, endorsement interacted with subjects’ interest in a topic, with high 

endorsement increasing FCE when interest was low, but decreasing FCE when interest 

was high. In Experiment 2, subjects’ FCE was weaker in the high endorsement condition 

than in the low endorsement condition, independent of interest in topic.  
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Thus, in Experiment 2, the assumption of higher endorsement leading to higher 

likes has to be discarded, and instead, an inversed effect occurred. An explanation for the 

reversal of the effect could be that in the second experiment, subjects might have always 

been skeptical of “likes” and suspected a persuasive, manipulative intention. The reason 

for this more critical view of endorsement might be the unanimity displayed by the 

numbers of “likes”: In Experiment 1, there was always one deviant message that 

displayed a number of “likes” strongly different from the other numbers. For subjects 

with low interest in a topic, this observable variance in numbers of “likes” might have 

been enough to accept them as unbiased and as a valid indicator of popular opinion, while 

highly involved subjects perceived them as biased. In Experiment 2, “likes” were 

continuously high or low in comparison to the initially displayed anchor values. 

Therefore, even subjects with low interest might have realized that the numbers show 

little variance and are biased, leading them to also react with skepticism and lower their 

estimates of public support, thus weakening FCE. This possible explanation is also in 

accordance with prior findings (Haim et al., 2018) that indicate, that the interpretation of 

popularity cues such as “likes” strongly depends on both context of presentation and 

subjects’ experiences with popularity cues.  

General Discussion 

Evidence for Effects of Online Echo Chambers 

The experiments reported in this paper aimed at examining whether so-called online 

Echo Chambers can influence behavior-related outcomes on the level of the individual. 

This was tested by exposing subjects to biased news feeds and by experimentally 

manipulating the two factors agreement and endorsement: Most/all messages in the feed 
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were either congruent (high agreement) or incongruent (low agreement) to subjects’ own 

attitudes. Higher numbers of “likes” were displayed for congruent (high endorsement) or 

incongruent messages (low endorsement). As behavior-related outcome subjects’ False 

Consensus effect (FCE) was measured, that is, how strongly they overestimated public 

support for their own opinions. 

Both experiments confirm that, indeed, exposure to biased online news feeds leads 

to a more favorably distorted perception of public opinions: When subjects encounter 

high agreement, that is, (mostly) attitudinally congruent messages in their news feed, they 

will display a stronger FCE. This occurs independent of subjects’ interest for a topic and 

regardless of mode of presentation and whether there is one message with a deviant 

opinion or complete unanimity. Such an effect was expected, given previous findings 

regarding links between availability of attitudinally (in)congruent information and FCE 

(Bauman & Geher, 2002; Wojcieszak, 2008). However, the current experiments verify 

for the first time that this effect also occurs when information comes in the shape of very 

short social media news messages. They demonstrate that subjects’ perception of public 

opinion can get distorted by exposure to a biased news feed, even if no further interaction 

(e.g. clicking on links and reading longer texts) occurs. Moreover, the effect of agreement 

suggests that subjects tend to accept information expressed in message contents as basis 

for their estimate of public opinion, and that they are less suspicious of biases in texts 

than of biases in numbers of “likes”.  

These findings highlight that warnings of negative effects of online Echo Chambers 

are at least somewhat substantiated: Users of online social networks often tend to 

surround themselves preferably with like-minded others (Del Vicario et al., 2016; 

Quattrociocchi et al., 2016; Schmidt et al., 2017; Zollo et al., 2017) and thus receive 
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mostly messages that agree with their own attitudes. The current study suggests that they 

will most likely conclude from this selective exposure to attitudinally congruent messages 

to high public support for their own points of view. This perception of public support and 

favorably distorted social norm might, in turn, make them more willing to act upon their 

attitudes, giving rise to possibly harmful consequences. For example, subjects who hold 

racist or otherwise hostile attitudes might conclude from the approval by their biased 

social network that large parts of the population agree with them, and they might therefore 

be more likely to put their beliefs into (violent) action.  

However, the present study also allows for more optimistic conclusions. While 

subjects appear not to suspect biases in agreement expressed in message texts, they appear 

critical of endorsement indicated by the numbers of “likes”: They do not universally 

interpret high numbers of “likes” for messages congruent to their own attitudes as valid 

evidence for the public agreeing with them, especially if their interest in a topic is high. 

Instead, they lower their estimate of public agreement. Thus, subjects appear to be wary 

of biases in numbers of “likes” and should be somewhat resistant towards attempts to 

influence their perception of public opinion via manipulated numbers.  

Strategies to Counter Negative Effects of Echo Chambers 

Based on the present findings, some strategies to counter negative effects of Echo 

Chambers can be discussed. The central conclusion is simply that exposure to Echo 

Chambers, that is, to very one-sided and biased online information and communication, 

should be avoided if one wants to maintain a realistic estimate of public opinion. This 

might, however, not be easy, as it means tackling basic human tendencies such as 

conformation bias, homophily and reduction of cognitive dissonance. 
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Some researcher have suggested technological means, for example by designing 

browser add-ons that inform users about biases in their news consumption (Munson, Lee, 

& Resnick, 2013) or by visualizing biases in the composition of users’ social network 

(Nagulendra & Vassileva, 2014). However, it can be assumed that this will only work if 

subjects are willing to reduce their bias by using and trusting in such technologies. If they 

do not perceive a problem in their bias, they will not use technologies that promise 

reducing it. Moreover, empirical evidence regarding the actual effects of such 

technological solutions is needed. For example, it could be experimentally tested whether 

subjects who are informed about biases in their online network via an indicator actually 

start to include more diverse contacts, or if such warnings are ignored. Technological 

solutions should only be suggested if such tests turn out positive.  

Instead of focusing on technological aides, interventions could also try to strengthen 

individuals’ traits that alleviate negative effects of Echo Chambers: Experiment 1 

demonstrated that interest in a topic can make subjects more critical towards biased 

numbers of “likes”. Furthermore, a previous correlative study (AUTHORS, 2019) found 

that higher ambiguity tolerance, that is, more openness towards ambiguous and 

contradicting information, leads to weaker FCE. Both factors – interest/involvement and 

ambiguity tolerance – thus appear to increase subjects’ resilience towards negative effects 

of Echo Chambers. Strengthening this resilience by supporting citizens’ involvement with 

societal topics and encouraging open-mindedness and media literacy is, of course, a task 

for society as a whole and its (educational) institutions.  
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Methodological Considerations 

Some limitations of both reported experiments must be addressed:  

Firstly, it is unclear how stable the effects of Echo Chamber induction on FCE are, 

as the latter was only measured directly after news feed exposure. A long-term effect 

appears as highly plausible, given that in real life individuals are not exposed to news 

feeds once but repeatedly, whenever they visit a social networking platform. To test this 

empirically, a repeated measurement design would be necessary.  

Secondly, due to the experimental approach, the current study focused on only the 

two manipulated message attributes agreement and endorsement. Real social media 

messages, however, display additional attributes that might influence subjects, such as 

images, sender names, and avatars. Their effects should be addressed in future 

experiments. Special attention could be paid to other types of popularity cues (e.g. how 

often messages were shared or commented on) and whether these display similar effects 

as “likes”. Moreover, in addition to subjects’ interest, future studies could also address 

further individual-level variables. One variable could be subjects’ topic-related 

knowledge, which has been argued to influence how strongly users of websites rely on 

popularity cues (Porten-Cheé et al., 2018).  

Thirdly, the current study used messages based on news articles as stimuli. This 

was done as FCE was measured towards topics reported in news and because news play 

an import role in social media (Bastos, 2015; Swart, Peters, & Broersma, 2018). However, 

interaction in networks like Facebook is mostly made up of personal messages shared 

between individuals. Thus, it should be tested whether the current findings can be 

replicated if instead of news texts, more subjectively phrased personal messages are used. 
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Finally, both experiments compared conditions in which the majority of messages 

either voiced opinions congruent or incongruent to subjects’ opinions. No balanced 

condition with an equal number of congruent and incongruent messages was included. 

This decision was made in order to maximize power of the experimental manipulation. 

However, future studies might include such a neutral condition to establish a baseline of 

FCE values for their respective samples. 

Despite these limitations, the present study offers valuable insights into the effects 

of online Echo Chambers on the individual level, that is, individuals’ actual perceptions 

and behavior. Furthermore, the study illustrates that experimental approaches that modify 

existing paradigms can be successfully used to investigate Echo Chambers and uncover 

their causal effects on outcomes like FCE. 
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Abstract 

Communication in attitudinally and ideologically homogeneous online groups – 

online Echo Chambers (EC) – is subject to controversial public and scientific debate and 

often associated with increasing societal polarization. However, little is known about how 

EC affect the way group members communicate, and if their communication displays 

signs of polarization. Based on Social Identity Theory and findings on intergroup bias, 

EC users can be assumed to perceive themselves as members of an in-group that is in 

conflict with negatively perceived out-groups. This should lead to differences in word use 

in user-contributed texts – so-called submissions – between EC and more heterogeneous, 

neutral non-EC groups: Submissions in EC should display more references to in- and out-

groups, more negative emotion and swearing, and a more affirmative style with more 

expressions of assent and less tentativeness. To test this, submissions made in three 

attitudinally homogeneous EC groups and three heterogeneous non-EC groups on the 

social website Reddit were examined. It was hypothesized that in EC groups, submissions 

displaying more linguistic signs of intergroup bias receive more endorsement by other 

users, that is, have a higher “score”. By contrast, no similar relations between word use 

and score were expected in non-EC groups. Linguistic properties of submissions were 

extracted with the software LIWC and correlated with submission scores. The overall 

pattern of correlations was in accordance with the hypotheses and supported the 

assumption of intergroup bias in online EC. Thus, the results provide empirical evidence 

for linking EC with polarization. 
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Introduction 

Intergroup bias in online Echo Chambers 

The evaluation of the impact of social networking sites (SNS) like Facebook, 

Twitter, or Reddit on the individual and society as a whole has changed significantly over 

the last years: Initially, SNS were often seen as a tool for free and uncensored spread of 

information, and research often highlighted and examined this empowering role, for 

example regarding democratic change in developing countries1–3. 

Recently, a more critical view has gained prominence, highlighting the tendency of 

SNS users to form attitudinally homogeneous groups – so called “echo chambers” (EC) 

– in which information is preferably shared with like-minded others while exchange with 

those holding opposing views is rendered unlikely4,5 (e.g. very left or right wing political 

groups on Facebook). This tendency is sometimes cited as a reason for increased societal 

polarization, that is, conflict between societal groups, and the rise of radical political 

positions6,7. However, existing research mostly focuses on whether users indeed show a 

tendency to connect or share information with like-minded others8,9. Whether 

communication in attitudinally homogeneous EC actually displays signs of polarization 

remains largely unknown.  

From a psychological perspective, signs of polarization can be expected: Even 

random and anonymous assignment to non-informative groups can induce a so-called 

intergroup bias10, with subjects’ perceptions of in-group members turning out to be more 

favorable than those of out-groups members, even when no interaction within or between 

groups takes place. For example, more positive traits are ascribed to in-group, more 
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negative to out-group members, and in- and out-group are perceived as homogeneous 

regarding these traits11.  

According to Social Identity Theory10,12,13, this intergroup bias can be explained by 

subjects’ desire to maintain self-esteem, a positive social identity, and a feeling of 

distinctiveness. To achieve this, they partake in intergroup discrimination by focusing on 

(real or hypothetical) differences between in- and out-group. Thus, categorization as a 

group member becomes salient and meaningful to subjects and affects their actual 

behavior, for example by favoring in-group over out-group members when it comes to 

the distribution of limited resources10.  

Joining an attitudinally homogeneous EC group on SNS can be seen as an act of 

self-categorization, which should lead to increased salience of group membership and 

intergroup bias: If users participate in an EC, they should tend to view the social world in 

group categories, differentiating others in categories of “we” (in-group) versus “they” 

(out-group). Moreover, they should try to enhance the in-group identity by devaluating 

and attacking out-groups while expressing affirmation with in-group members.  

This study tests these assumptions by examining whether EC-like attitudinally 

homogeneous groups in SNS display stronger signs of intergroup bias than attitudinally 

heterogeneous non-EC groups. Finding such differences could substantiate the 

assumption that EC enhance polarization between societal groups. Moreover, it could 

pave the way for the detection of potentially problematic groups in SNS. 

Echo Chambers on Reddit 

This study examines EC and non-EC groups on the social website Reddit. Reddit is 

a popular online service that allows users to create and join thematically ordered fora (so-
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called sub-reddits) in which self-written texts, links to news articles, images, and videos 

can be submitted and shared. This structure has made Reddit attractive for research, with 

studies often focusing on usage patterns in different sub-reddits14,15  

It is of high relevance for the present purpose that moderators of a sub-reddit may 

enact rules that apply to its users. For example, sub-reddits might require submissions to 

agree with the group’s general stance (e.g. being pro-socialist and anti-capitalist in the 

group r/latestagecapitalism) while banning divergent opinions. Such sub-reddits can be 

regarded as EC as their rules will lead to attitudinally homogeneous communication 

patterns. Non-EC groups, on the other hand, explicitly invite open debate and divergent 

opinions (e.g. r/changemyview).  

Moreover, users on Reddit usually write anonymously, using pseudonyms. 

According to the SIDE model of deindividuation16,17, anonymity and the lack of 

individual, not group-related information about others make the group identity more 

salient. Therefore, differences between EC and non-EC should be especially prevalent 

when users post anonymously, and , as a consequence, analyses of Reddit groups appear 

more promising than analyses on SNS requiring use of real names.  

Finally, Reddit offers a mechanism that is central for the current study: Users can 

up- or down-vote submissions to indicate their endorsement, and the resulting scores 

determine how prominently submissions are displayed on sub-reddits’ front pages. High 

scoring submissions are displayed on the top where they are likely to be seen18, while low 

scoring submissions are less visible. Thus, submission scores are popularity cues19,20 that 

indicate (a) to which degree the submissions reflects the preferences and general stance 



101 

 

of the group, and (b) how strong the submissions’ impact on the group is (by being seen 

by either few or many users). 

As EC members can be expected to react positively to messages that strengthen 

their group identity and positive self-perception by displaying intergroup bias, signs of 

intergroup bias in messages should lead to more endorsement of these messages by users 

than, for example, messages that voice balanced or even deviant views. Thus, this study 

assumes that linguistic signs of intergroup bias in messages positively correlate with 

message scores in EC groups but not in non-EC groups.  

Psycholinguistic markers of intergroup bias 

To determine a submissions’ degree of intergroup bias, this study examines the 

frequency of several categories of words serving as psycholinguistic markers21,22: 

Firstly, subjects’ use of pronouns has been related to their focus of attention and the 

salience of cognitive categories, with first-person singular pronouns (e.g. “I”, “me”) 

indicating attention to the self, and plural pronouns (e.g. “we”, “us”) indicating higher 

salience of the group identity23. Additionally, the use of first person plural pronouns can 

be interpreted as a sign of in-group solidarity, while third personal plural pronouns (e.g. 

“they”, “them”) may highlight differences between in- and out-group24. Thus, an 

intergroup bias should be reflected in subjects’ use of pronouns: 

Hypothesis 1: In EC groups, authors’ scores correlate positively with the frequency 

of first and third person plural pronouns and negatively with the frequency of first person 

singular pronouns. 

Secondly, studies demonstrate that group members strengthen their positive in-

group identity by focusing on negative views and stereotypes of the out-group25,26. 
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Therefore, in EC sub-reddits, successful submissions should propagate this negative view 

by using more negative emotion words (e.g. “bad”, “hate”, “ugly”). More swearing (e.g. 

“damn”) should also be used, partly as expression of intergroup conflict and partly 

because swearing is a common pro-social strategy to enhance in-group bonding27. In EC, 

these tendencies should lead to associations between the frequency of negative words and 

swearing and message scores: 

Hypothesis 2: In EC groups, authors’ scores correlate positively with the frequency 

of negative emotion words and swearing.  

To control for the possibility that a generally more emotional style might lead to 

higher endorsement also in non-EC groups28, positive emotion words are also analyzed, 

with a weaker effect expected in EC. 

Finally, users in EC groups should employ a more affirmative style, with more 

assent (e.g. “agree”) and less tentativeness (e.g. “maybe”) to express solidarity and 

identification with the in-group and its point of view: 

Hypothesis 3: In EC groups, the frequency of assentive words is positively, the 

frequency of tentative words negatively correlated with authors’ scores.  

In non-EC groups, no such correlations are expected. 

Method 

Sample 

The hypotheses were tested based on six sub-reddits. Three of them were EC groups 

that explicitly demand submissions to agree with the group’s general stance and ban 

deviant views: r/latestagecapitalism, a left-wing group (excerpt from the community’s 
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rules: “Defense of capitalism and of the parties or ideologies that support it [...] are strictly 

prohibited. Likewise, opposition to socialism [...] is strictly prohibited.”); r/the_donald, a 

right-wing group of supporters of American President Donald Trump (“No Cucks or 

Leftists. This forum is for Trump supporters only.”); and r/conservative, a politically 

conservative group (“We provide a place on Reddit for conservatives, both fiscal and 

social, to read and discuss political and cultural issues from a distinctly conservative point 

of view.”). 

These groups were compared to three neutral, non-EC groups: r/neutralpolitics, a 

political discussion group that highlights openness and neutrality (“[...] dedicated to 

evenhanded, empirical discussion of political issues. Based on facts and respectful 

discussion.”); r/casualconversation, a sub-reddit for open-topic discussions (“The 

friendlier part of reddit. Have a fun conversation about anything that is on your mind”); 

and r/changemyview, an “Anti-Echo Chamber”29 whose authors post their opinions and 

explicitly invite others to question their views (“A place to post an opinion you accept 

may be flawed, in an effort to understand other perspectives on the issue.”). 

From these groups all message texts of submissions made between January 2017 

and August 2018 were acquired via the pushshift API30, a web service archiving all 

publicly available Reddit submissions. The temporal limitations were necessary as 

changes in Reddit’s algorithm31 in December 2016 make scores before and after that date 

incomparable, and because a ban of several radical political sub-reddits in September 

2018 might have impacted the verbal conduct in the examined groups. 

Only original submissions containing text were used, that is, no image-only or 

empty submissions. To increase representativity and robustness, texts written by authors 
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with deleted accounts and by the most prolific authors, that is, the 1% of authors with 

exceptionally many submissions, who were also unordinary in other regards (e.g. a higher 

median score of 35.7 versus 10.5 in the remaining 99%), were excluded. Only top-level 

submissions were acquired but not comments made to these submissions by other users.  

The final dataset encompassed 146,315 submissions by 78,513 authors, with 

median message lengths varying between 48 and 279 words (see table 1). 

Table 1. Description of examined sub-reddits. 

 Submissions Authors Words per message Score 

latestagecapitalism 2490 2189 61.0 (23.0 - 148.0) 8.7 (1.0 - 26.0) 

the_donald 72886 32212 48.0 (22.3 - 103.0) 19.9 (11.0 - 42.0) 

conservative 1971 1587 82.0 (44.0 - 163.0) 5.0 (1.0 - 15.0) 

casualconversation 52708 30730 79.0 (46.5 - 135.0) 5.0 (2.0 - 11.0) 

changemyview 15532 11223 279.0 (192.5 - 423.0) 7.0 (1.0 - 23.5) 

neutralpolitics 728 572 158.0 (101.2 - 251.0) 174.0 (36.2 - 451.8) 

Note: Values are based on the data included in the analysis. Words per message and score are median values. 

Values in brackets indicate the interquartile range between first and third quartile.  

 

Measures 

Linguistic properties were extracted with LIWC 201522 which is often used in 

psycholinguistic research. LIWC offers a dictionary with 93 psychometrically validated32 

categories that represent psychologically meaningful linguistic properties. LIWC counts 

the occurrence of words from each category and outputs scale values for each linguistic 

property. For example, if 9% of the words in a text come from the “anger” dictionary (e.g. 

“hate”), then the text receives a value of 0.09 on the “anger” scale. 

To test the hypotheses regarding use of pronouns, emotion words, and affirmative 

style, ten scale values of message texts were extracted which are illustrated in table 2.  
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Table 2. Used LIWC scales and example words 

LIWC scale Example words 

Pronouns  

 1st Person Singular  I, me, mine 

 1st Person Plural  we, us, our 

 3rd Person Plural  they, their, they'd 

Emotion  

 Anxiety worried, fearful 

 Anger hate, kill, annoyed 

 Sadness crying, grief, sad 

 Swearing fuck, damn, shit 

 Positive Emotion love, nice, sweet  

Affirmative style  

 Tentativness maybe, perhaps 

 Assent agree, OK, yes 

Note: Example words are taken from the LIWC 2015 manual32 

 

Analysis 

Data analysis was conducted with GNU R 3.5.3. 

Before analysis, all data were aggregated on author level, so that each record 

reflected the average LIWC scale values of all submissions made by an author and his or 

her mean score. This was done to reduce situational noise (e.g. a single submission’s score 

may strongly benefit from the time point the submission was published), and to alleviate 

the fact that single submissions’ LIWC scale values are often zero (i.e., when submissions 

contain none of the scale’s words). 

Hypotheses were tested via non-parametric Spearman correlation between authors’ 

LIWC scale values and their mean scores because both variables were non-normally 

distributed. To account for repeated testing, p-values were Bonferroni-Holm33 adjusted. 
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Table 3. Correlations between authors' LIWC scale values and post scores. 

 latestagecapitalism 
(n = 2189) 

the_donald 
(n = 32212) 

conservative 
(n = 1587) 

casualconversation 
(n = 30730) 

changemyview 
(n = 11223) 

neutralpolitics 
(n = 572) 

Pronouns       

 1st Person Singular  -0.02 -0.02** -0.02 -0.02** -0.04*** -0.04 

 1st Person Plural  -0.06* -0.08*** -0.06 -0.04*** -0.00 -0.05 

 3rd Person Plural  -0.10*** -0.09*** -0.04 -0.04*** -0.02 -0.06 

Emotion       

 Anxiety -0.09*** -0.11*** -0.05 -0.05*** -0.04*** -0.03 

 Anger -0.07* -0.10*** -0.06 -0.02*** -0.02 -0.07 

 Sadness -0.04 -0.10*** -0.09*** -0.05*** -0.03* -0.03 

 Swearing -0.11*** -0.12*** -0.07* -0.04*** -0.00 -0.09 

 Positive emotion -0.05 -0.03*** -0.03 -0.10*** -0.02 -0.07 

Affirmative style       

 Tentativeness -0.01 -0.07*** -0.03 -0.03*** -0.02 -0.07 

 Assent -0.02 -0.08*** -0.01 -0.06*** -0.03* -0.02 

Note: Values are Spearman correlation coefficients. Effects of message length are partialled out to control for possible correlations between message length and scores.  

* p < 0.05; ** p < 0.01; *** p < 0.001. Significances are Bonferroni-Holm adjusted to reduce alpha-error inflation due to repeated testing. Observations (n) indicate numbers of 

authors. 
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Results 

An initial exploratory descriptive analysis of baseline word frequencies between 

sub-reddits revealed several differences, for example most “I”-references in 

r/casualconversation [Md = 8.6, IQR = 6.0 - 10.9] and fewest in r/neutralpolitics 

[Md = 0.7, IQR = 0.0 - 1.6]. These, however, most likely reflect different topical foci (e.g. 

small talk versus fact-based discussion). Therefore, they are not informative regarding 

the study’s hypotheses and are not further discussed. 

Table 3 states the correlations between authors’ LIWC scales and submission scores 

for each sub-reddit. The frequency of plural pronouns was positively correlated with score 

magnitude in the EC groups r/latestagecapitalism (first person plural: r = 0.06, p < 0.05; 

third person plural: r = 0.10, p < 0.001) and r/the_donald (first person plural: r = 0.08, 

p < 0.001; third person plural: r = 0.09, p < 0.001). First person singular pronouns were 

weakly negatively correlated with score in r/the_donald (r = -0.02, p < 0.01). In the non-

EC group r/casualconversation, all pronoun frequencies correlated weakly positively 

with score (r = 0.02 for first person singular, p < 0.01; r = 0.04 for first and third person 

plural, p < 0.001), and in r/changemyview, more first person singular pronouns were 

associated with higher scores (r = 0.04, p < 0.001). In r/neutralpolitics and 

r/conservative, no correlations were significant. 

Differences between EC and non-EC were also found regarding negative emotion 

words: In the EC groups r/latestagecapitalism and r/the_donald, use of swearing and 

negative emotion words (except sadness in r/latestagecapitalism) was significantly 

associated with higher scores, with correlations ranging between r = 0.07, p < 0.05 and 

r = 0.12, p < 0.001. In r/conservative, similar numeric tendencies occurred, but were only 
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significant for sadness (r = 0.09, p < 0.001) and swearing (r = 0.07, p < 0.05). Weaker 

positive correlations of score with all negative emotion words were found in the non-EC 

group r/casualconversation (from r = 0.02 for anger to r = 0.05 for anxiety and sadness, 

all p < 0.001) and with anxiety (r = 0.04, p < 0.001) and sadness (r = 0.03, p < 0.05) in 

r/changemyview. Positive emotion correlated positively with score in 

r/casualconversation (r = 0.10, p < 0.001) and numerically weaker in r/the_donald (r 

= 0.03, p < 0.001). 

Regarding tentativeness and assent, no clear pattern occurred: Less tentative words 

and more assent in messages were associated with higher scores in r/the_donald (r = -

0.07, p < 0.001; r = 0.08, p < 0.001) but also in the non-EC group r/casualconversation 

(r = -0.03, p < 0.001; r = 0.06, p < 0.001), and other effects were weaker, non-systematic 

or non-significant. 

Discussion 

This study aimed to find evidence for intergroup bias in attitudinally homogeneous 

EC groups on Reddit via analysis of word frequencies in user-submitted texts. It was 

expected that in EC, authors who use more references to in- and out-group, more negative 

emotion words and swearing, and a more affirmative style would receive higher scores, 

that is, more endorsement by other users. No such effect was expected in attitudinally 

heterogeneous non-EC groups. 

The results mostly confirm the assumptions regarding pronouns and negative 

emotion: In the EC groups r/the_donald and r/latestagecapitalism, authors received 

higher scores when they used more first-person plural and third-person plural pronouns 

and a more negative style with more anger, anxiety, sadness, and swearing. As expected, 
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the correlative patterns in non-EC groups were less distinctive and consistent, and 

significant correlations, e.g. positive effects of negative but also of positive emotions in 

r/casualconversation, might reflect users’ general preference for more emotional 

messages28. 

In the EC group r/conservative, most effects were non-significant. This might be 

attributed to its smaller sample size (n = 572) but also to its less explicit and vehement 

way to demand adherence to its ideological preferences (see the group’s rules cited in the 

sample description above). Thus, r/conservative could be understood as a less exclusive 

EC, with less identification of its members with the group and less intergroup bias.  

The assumption of a more affirmative style leading to higher scores only in EC 

groups could not be confirmed. This might be attributed to this study’s focus on original 

submissions, in which authors post new content but usually do not directly reply to other 

users’ statements. Therefore, affirmation expressed in original submissions might have 

little influence on upvoting behavior, and effects of an affirmative style might more likely 

be visible regarding other users’ comments on submissions.  

Thus, while this study focused on original submissions that make up sub-reddits’ 

front pages and thus characterize them, future endeavors could also examine comments 

made in response to submissions. By this, comments elicited by non-text submissions 

(e.g. images or videos) could be included, and additional analyses made possible: For 

example, linguistic markers of intergroup bias could be associated with more complex 

measures of authors’ success like responsiveness34 or “virality” (e.g. number of re-posts 

or reactions elicited by a comment) or with different user roles35 (e.g. “opinion leaders” 

that predominantly post new contents vs. “followers” that mostly comment).  
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Moreover, instead of using LIWC’s word frequency scales, further research could 

try to take into account contexts of word use (e.g. if negative words describe the out- and 

positive the in-group, or if irony is used). Such approaches could build on tools used in 

affective computing and sentiment analysis36–38, and also avoid the problem that LIWC 

values of shorter texts are often left-skewed and non-normally distributed and therefore 

only allow for non-parametric statistical analysis. 

Future studies might also examine more differentiated sub-reddits. To ensure robust 

operationalization of constructs, this study only examined groups whose community rules 

allowed for clear classification as EC or non-EC. The study’s findings could be replicated 

and enhanced by including other sub-reddits that lack such self-imposed rules but also 

cater to attitudinally homogeneous groups (e.g. by hosting politically extreme content that 

frightens away all but those in agreement) as well as additional neutral groups (e.g. sub-

reddits concerned with non-political topics like hobbies). Given such a wider and more 

representative database, algorithms (e.g. random forest39,40 or binary elastic net 

models41,42) could be trained to identify groups that show signs of intergroup bias and 

require intervention by moderators.  

Finally, while this study’s analysis of real user-written submissions offers high 

ecological validity, it can only establish correlative but not causal relationships. For 

example, it remains unclear if really the homogeneous nature of EC groups makes users 

endorse messages that display intergroup bias, or if subjects who generally use a negative 

and confrontational conversational style tend to gather in such groups. One approach to 

identify causalities could be longitudinal analysis of users’ word use after joining an EC: 

If the frequency of markers of intergroup bias increases over time, this could be seen as 
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evidence for a polarizing effect of the group on the individual. Similar analyzes have been 

successfully conducted in depression-related online groups43. 

Despite these limitations, the current study provides first insights into the 

relationship between the words used in Reddit submissions and their score and, by this, 

substantiates the assumption of intergroup bias and polarization in online Echo Chambers. 
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6. Conclusions and general discussion 

6.1. Summary and interpretation 

The goal of this thesis was to test whether subjects’ exposure to online Echo 

Chambers can be empirically linked to negative outcomes that can be seen as indicators 

of societal polarization and radicalization. This experimental investigation was motivated 

by the fact that such links have been proposed in the political and public debate but were 

not sufficiently tested before. 

A review of existing conceptions of Echo Chambers and related psychological 

theories and findings (chapter 1) identified two interweaved key components that can 

differentiate Echo Chambers from more heterogeneous and more open online 

communication: Network homogeneity, that is, to which degree users’ online networks 

are composed of others that are similar to themselves, and selective exposure, meaning 

whether most messages shared between and presented to users support are congruent to 

their own attitudes and points of view.  

Three studies were conducted to test whether Echo Chamber exposure is associated 

with two negative outcomes: Firstly, subjects’ False Consensus was examined, that is, 

how strongly they perceive the public to support their own attitudes. This outcome was 

chosen as, according to the Theory of Planned Behavior, the perception of public opinion 

or social norm influences subjects’ actual behavior (studies one and two). Secondly, it 

was investigated whether messages written by users display linguistic signs of Intergroup 

Bias, that is, to which degree they appear to identify as a members of an in-group that is 

in conflict with out-groups that are attacked and devaluated using negative emotional 

language (study three). 
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In general, all studies succeeded in establishing empirical links:  

Study one focused on the aspect of homophily and demonstrated via online 

questionnaire that subjects with a more homogeneous online contact network display a 

stronger False Consensus Effect, that is, estimate higher public support for their own 

opinions.  

Study two then focused on selective exposure in Echo Chambers and used an 

experimental approach. It confirmed that exposure to mostly or only attitudinally 

congruent messages - messages that express agreement with the subjects’ attitudes - leads 

to stronger False Consensus than exposure to mostly or only incongruent, opposing 

messages. Thus, effects of the two assumed components of online Echo Chambers on 

subjects’ perception of public opinion could be found.  

Study three, finally, found that the the use of verbal signs of Intergroup Bias in user-

written messages on the website Reddit (more references to in- and out-groups, more 

negative emotion and swearing) was positively associated with endorsement of the 

message by other group members. As the correlations in non-Echo Chamber groups did 

not reveal a similar, distinct pattern, study three’s findings can be interpreted as first 

evidence for a higher Intergroup Bias in Echo Chambers. 

Taking everything into account, the goal of the thesis could be accomplished, and 

the assumption that Echo Chambers lead to societal polarization could be empirically 

substantiated: Exposure to online communication structures that display attributes of 

Echo Chambers leads, indeed, to higher estimation of public support for one’s own 

opinions. In other words: If subjects surround themselves mostly with others who are 

similar to themselves, and when they mostly receive messages that support their own pre-



120 

 

existing attitudes, for example by interacting in topically homogeneous online groups or 

reading online media with clear and exclusive ideological agendas, they will come to the 

conclusion that large parts of the population share their views.  

This biased perception of public opinion may lead to various negative 

consequences: For one thing, the belief in their attitude being endorsed by large parts of 

the population might make subjects even less willing to accept other, divergent opinions 

and statements, because these appear to subjects as an unimportant minority’s view. Such 

a lack of communication and interchange between people with different views can be 

considered as highly detrimental for democratic societies that require free, open and non-

violent discussion and interchange of ideas to function properly. For another thing, a 

favorably biased perception of public opinion and social norm may, according to the 

Theory of Planned Behavior, increase the subjects’ likelihood to act upon his or her 

beliefs. If their beliefs are negative, hateful or violent, violence may be the result. For 

example, someone who holds prejudice against certain minorities might be more likely 

to verbally attack and insult members of the majority because he or she estimates that a 

majority of the population or the bystanders (silently) share his or her prejudices and will 

endorse the act. Again, the impacts on society are negative.  

With regard to these negative consequences, it appears necessary to discuss how 

the tendency to form online Echo Chambers can be reduced. However, before strategies 

to achieve this are discussed in the concluding chapter 6.3, the methodological limitations 

of the reported studies and possible directions for future research must be addressed. 
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6.2. Methodological considerations and future directions 

Studies one and two 

The main limitation of the questionnaire-based study one was its correlative nature 

due to which it could only establish correlative but not causal relationships between the 

examined variables. Study two avoided this limitation by employing an experimental 

paradigm to test the effects of agreement with subjects’ opinions expressed in messages 

and endorsement of subjects’ opinions expressed via numbers of “likes” on False 

Consensus.  

While the results of study two confirmed that selective exposure to agreement in 

message texts lets subjects estimate higher public support for their own opinions, the 

patterns of findings in the two sub-experiments of were complex, and interactions 

between agreement, level of endorsement and subjects’ interest in topics occurred. These 

effects demand further replication and investigation.  

Of high interest is the question whether future studies can replicate the finding that 

in case of high interest in a topic, higher numbers of “likes” for attitudinally congruent 

messages do not lead to a higher but instead a lower estimate of public opinion. In study 

two, this effect was interpreted as a sign of reactance and subjects questioning the validity 

of the numbers of “likes”. However, existing research on effects of numbers of “likes” on 

other outcomes like message selection mostly does not reveal such an effect of reactance 

(Haim et al., 2018; Porten-Cheé et al., 2018). Perhaps this could mean that subjects did 

not generally doubt the validity of “likes” but were suspicious of their concrete use in the 

present experiment, in which message contents and numbers of “likes” were the single 
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two stimulus features and therefore, perhaps, identifiable as manipulated by the 

experiments. 

One solution for these problems could be the use of more ecologically valid and 

more realistic stimuli as well as experimental settings that better reflect real online 

communication and discussion environments. For instance, a future study could ask 

subjects to participate in an specifically created online discussion community for a longer 

period of time (e.g. several weeks). This community could be designed similar to real 

social networking sites, offering discussion groups, news feeds, user profiles and so on. 

The intended experimental manipulations could be implemented in this environment, for 

example by greeting users with a personalized news feed that, like in study two, exhibits 

either high or low agreement and either high or low endorsement of the users’ own 

attitudes (measured in the projects’ beginning via questionnaire). After being required to 

read through the news feed and select the most interesting messages for later reading, the 

users could interact with the community in other ways. Thus, while basically offering the 

same manipulation as study two, the environment would appear much more realistic to 

the user, and the fact, that the news feed is experimentally manipulated, would be much 

less overt. Moreover, such a mid- or long-term endeavor would allow for not only single 

(e.g. after news feed exposure) but repeated measurement of False Consensus, thus 

providing the opportunity to test the stability of effects.  

Of course, creating such a more realistic setting requires effort and resources both 

on the side of experimenter and participants. However, this effort should quickly pay off 

as such an community could serve as an environment for additional studies, for example 

for network analysis of interactions between participants. It could also provide the basis 

for multidisciplinary cooperation, for example with political scientists who might use the 
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community for testing of own research questions (e.g. simulated campaigns and 

elections).  

Independent of whether future studies employ such more realistic or instead 

traditional experimental settings, they should also address a final weakness of study two: 

In order to maximize the experimental manipulation, study two contrasted conditions in 

which subjects encountered either mostly/only agreement or mostly/only disagreement. 

A true neutral condition in which subjects were exposed to an equal number of agreeing 

and disagreeing messages or to only topically irrelevant messages was not included. Such 

a neutral condition should be included to measure baseline False Consensus and to 

determine how strongly exposure to agreement vs. disagreement increases or decreases 

False Consensus in regard to the baseline. 

Study three 

Study three was intended to enhance the perspectives of the previous studies with 

an innovative and real-world data driven approach. Its overall findings can be interpreted 

to support the assumed link between Echo Chambers and Intergroup Bias. However, its 

pattern of results is less clear and distinct than in the previous questionnaire-based and 

experimental studies. While this can be seen as a necessary consequence of the use of 

real-world data that is subject to numerous influences outside of the examined variables, 

it also offers a basis for further studies that try to improve upon it. Future research may 

try to implement optimizations both regarding the measures used, as well as the Reddit 

discussion groups that served as data base:  

The software LIWC was employed to analyze the frequency of several categories 

of words that can be associated with intergroup bias. While LIWC has the advantage of 
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offering psychometrically validated scales, its scope is limited: For one thing, it scans a 

text only for words that are in its dictionary. If words that may be relevant to the research 

questions (e.g. non-traditional swearing terms or jargon that is unique to a community) 

are not in its dictionary, they are not counted. For another thing, this dictionary-based 

approach can not identify more subtle verbal cues like negations (e.g. “not good”), irony 

or sarcasm. Moreover, it also can not identify grammatical dependencies, for example 

whether negative emotion words and swearing are used in reference to out-group 

members, and positive emotion words in reference to in-group members. As LIWC only 

counts the overall frequencies of words, assuming such dependencies can currently be 

only speculative.  

These weaknesses regarding measures could be addressed in several ways:  

The problem of limited dictionaries could be easily addressed by creating own 

additional dictionaries which can be easily integrated into LIWC. To achieve this, first 

the word use in a target community has to be (manually) analyzed, for example regarding 

idioms and relevant phrases unique to the community. Then, these have to be collected 

and sorted into theory-based scales (e.g. an additional swearing scale that features terms 

commonly used by a community to derogate the out-group) which should be pre-tested 

to ensure their internal consistency. After integration in LIWC, these new scales could be 

used similar to the existing ones. 

To address the problem of grammatical dependencies, negations and irony, 

alternative analytical approaches appear necessary. For example, several tools exist that 

implement linguistics based algorithm for detecting emotional valence while also taking 

into account negations, irony and so on (Cambria & Hussain, 2015; Cambria, Speer, 
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Havasi, & Hussain, 2010; Wilson, Wiebe, & Hoffmann, 2005). These tools, however, 

usually lack the psychological and psychometrical foundations that LIWC offers. 

Independent of the path that future research takes, it appears most promising to try to 

integrate more perspectives and competencies from the fields of (psycho-)linguistics to 

tackle the described challenges.  

Moreover, future endeavors should try to enhance the data base of user messages 

that were analyzed: In study three, only self-proclaimed Echo Chamber groups that 

explicitly forbid divergent opinions where analyzed. This allowed for a clear 

operationalization of constructs but limited the representativity of analyzed groups. 

Future studies could try to identify more groups that could also be conceived as Echo 

Chambers (for example because they provide a place to voice rather extreme opinions 

that drive away all users that do not agree). Also, more neutral, non-Echo Chamber groups 

should be analyzed in order to get a broader baseline of communication and word use to 

which the Echo Chamber groups could be compared. Given such a wider data base, 

attempts to train machine learning algorithm could be made in order to identify groups 

that display Echo Chamber behavior, polarization and radicalization and that might profit 

from tempering intervention by moderators.  

Finally, instead of message scores, further studies could also examine other, 

potentially more robust measures of popularity: Scores, resulting from up- and down-

votes given by others users, can be influenced by numerous factors, pertaining to the 

actual message (contents, linguistic style) but also to external, more or less random factors 

(e.g. messages published during times of day when many users visit Reddit may receive 

more attention and thus higher scores). Study three tried to reduce this random noise by 

aggregating data on author-level, but the noise could most likely be not fully eliminated 
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and may be one reason why the observed correlations were rather weak. A more robust 

and eclectic measure of popularity could, for example, be seen in the “virality” of a 

message (Choi et al., 2015), that is, how many overall reactions it elicited by other users, 

encompassing score but also the number of comments written in answer to it, how often 

is has been shared or reposted, and so on.  

Alternative approaches 

In addition to the described directions for further research, it should also be 

discussed what alternative methodological approaches could be used to further investigate 

links between online Echo Chambers and possible negative outcomes.  

One alternative outcome of Echo Chamber exposure that could be focused is 

subjects’ actual attitude towards a topic: To which degree does it get distorted in the 

direction of the Echo Chamber’s general ideology? Can signs of radicalization be 

observed in participants of Echo Chambers? 

 It can be assumed that actual radicalization of attitudes can only be observed after 

long term exposure, which makes the creation of paradigms difficult and also ethically 

challenging. This is one main reason why this thesis did not focus on measuring attitudes 

but instead measured False Consensus. However, one approach to test for signs of 

radicalization could be longitudinal analysis of messages written by users that initially 

were not members of an Echo Chamber group on a social media platform but at some 

point joined such a group and started to actively participate. Given a valid way to measure 

the degree of radicalization that a message exhibits (e.g. via LIWC with an custom 

extended dictionary), it could be tested if messages after joining the Echo Chamber are 

characterized by more radical attitudes than messages before. Similar approaches have 
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been used to examine, for example, beneficial effects of depression-related online groups 

on subjects’ use of negative emotional language (Park & Conway, 2017).  

An experimental way to test for signs of radicalization could be based on an online 

discussion community that is created and used by experimenters as already described 

above: Users that are invited to participate in such a community could be seemingly 

randomly assigned to groups and instructed to discuss topics with each other over a longer 

period of time. However, the actual assignment to groups would not be random but based 

on the participants’ attitudes regarding the topics discussed, with some groups being 

homogeneous, that is, made up of participants with similar attitudes, and some groups 

being heterogeneous, that is, made up of participants with different attitudes. The 

homogeneous groups thus serve as Echo Chambers, the heterogeneous groups as neutral 

comparison groups. After several episodes of interaction (e.g. a couple of weeks with 

daily discussions and/or sharing of messages between group members), relevant 

outcomes, such as attitudes regarding the topics but also False Consensus or additional 

measurements like positive and negative perceptions of in-group and out-group members, 

could be measured. Differences between the homogeneous and heterogeneous groups 

could be interpreted as effects of exposure to an (albeit small-scale) Echo Chamber. Of 

course, a thorough debriefing of participants to avoid actual radicalization would be 

necessary afterwards. 

6.3. Practical implications  

Finally, it shall be discussed which practical interventions to reduce negative effects 

of online Echo Chambers appear feasible, given this thesis’ empirical evidence as well as 

prior research.  
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There exist already several technological tools that try to warn users when their 

online usage behavior exhibits signs of Echo Chambers, for example when they mostly 

visit websites that are biased in one political direction, or when they mostly connect to 

other users that share their own opinions (Munson, Lee, & Resnick, 2013; Nagulendra & 

Vassileva, 2014). These tools visualize biases via icons in a browser plug in or by plotting 

users’ networks. As already argued in chapter 4, these tools share one central weakness: 

Users have to decide to use them and to follow their recommendations, and, of course, 

only users that are actively want to avoid biases and to consume more balanced 

information will make this decision. Users who are not aware of the possibility of biases 

in information exposure and network, or users who simply do not care about such biases, 

will most likely not use these tools. Thus, the user groups who are most likely to fall 

victim to negative effects of Echo Chambers are not reached. Furthermore, the 

effectiveness of such tools is not empirically proven. Therefore, before attempting to 

create any further technological means that try to make users aware of biases or 

distortions in their online behavior, it should be experimentally tested if such information 

has positive impact on the user and does not, instead, lead to reactance.  

However, in general, it appears more promising not to tackle the negative effects of 

already existing Echo Chambers but instead to deal with the roots of the problem and 

address the reasons why people feel the necessity to form Echo Chambers. 

As outlined in chapter 1, selective exposure is a basic human tendency that pre-

dates the Internet. Therefore, eliminating it can not be a realistic goal. Yet, as study one 

has demonstrated, there exist personality traits that might alleviate the negative effects of 

Echo Chambers, one of which is subjects’ tolerance for ambiguous information and 

situations: The higher subjects’ ambiguity tolerance, the lower their False Consensus, 
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even if they describe their online networks as homogeneous. Thus, ambiguity tolerance 

appears as a protective factor that leads to more realistic estimates of public opinion, most 

likely because subjects who are tolerant of ambiguous information are more open to 

contradicting opinions and information, even when their network is somewhat biased.  

Interventions should therefore address and strengthen positive traits like ambiguity 

tolerance, for example by educating students early on about the importance of getting 

information from different sources, about the intrinsic value of pluralism and diversity in 

opinions and attitudes, and also about competent use of (online) media.  
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