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Abstract

In order to end poverty by 2030, the declared goal of the United Nations,

a better understanding is needed which policies help poor households to

escape poverty and how to end its inter-generational transmission.

Since the Millennium Declaration in September 2000, and the adoption of

the Millennium Development Goals (MDGs), the delivery of basic social

services, such as education, health, water supply and sanitation, has be-

come the central focus of international development assistance. However,

the provision of basic social services is not necessarily sufficient to lead to an

accumulation of human and productive capital, which would allow house-

holds to escape poverty and interrupt its inter-generational transmission.

To understand why people are poor, we need to understand what productive

decisions poor households take, and to identify what constraints households

face in their attempt to accumulate human, as well as, productive capital.

A better understanding of such constraints could guide policies that have a

long-term impact on poverty reduction and on development.

A number of factor could explain why poor households operate at unprof-

itable levels and why they are constrained in their investment decisions. Em-

pirical evidence points to different explanations: cost of learning and access

to information, insufficient education, risk, credit constraints, non-convex

production technologies, and behavioral patterns that are inconsistent with

standard neoclassical models. Currently, one of the major challenges in for-

mulating policies that foster productive investments among the poor, seems

to be to disentangle the effects of scale, credit constraints, and the lack of

insurance mechanisms.

This thesis seeks to shed further light on the relative role of these three

constraints. In the context of rural India, it analyzes what production and



investment decisions households take and how important risk and credit

constraints as well as scale effects are in these decisions. Finally, it eval-

uates potential policy tools that could support households in overcoming

these constraints. Today, 33% of the world’s poor live in India, the vast

majority of them (80.5%) in rural areas. The economic structure of rural

India is still dominated by agricultural production, and consequently, this

thesis concentrates on agricultural production decisions and employment in

agriculture.

In particular, this thesis addresses three questions in three individual pa-

pers: First, are farm households constrained in their crop choices by agricul-

tural production risk and to which extent can India’s public works program

support households in overcoming this constraint? Second, how profitable is

cattle farming in rural India at different levels of investment and which bar-

riers do households face in reaching optimal investment levels? And third,

can risk in agricultural wages explain limited investment in girls’ education

in the presence of intra-household substitution in household chores?

The first paper focuses on crop choice of farm households. It reassesses the

stylized fact that households have to trade-off between returns and risk in

their crop choice in the context of Andhra Pradesh, a state in the south

of India. It then explores the effect of India’s flagship anti-poverty pro-

gram, the National Rural Employment Guarantee Scheme (NREGS) on

households’ crop choice using a representative panel data set. The NREGS

guarantees each household living in rural India up to a hundred days of em-

ployment per year, at state minimum wages. The paper shows theoretically,

and empirically, that the introduction of the NREGS reduces households’

uncertainty about future income streams because it provides reliable em-

ployment opportunities in rural areas independently of weather shocks and

crop failure. With access to the NREGS, households can compensate income

losses emanating from shocks to agricultural production. Households with

access to the NREGS can therefore shift their production towards riskier

but also more profitable crops. These shifts in agricultural production have

the potential to considerably raise the incomes of smallholder farmers.



The paper concludes that employment guarantees can, similarly to crop

insurance, help households in managing agricultural productions risks. It

also argues that accounting for the effects of the NREGS on crop choice

and profits from agricultural production affects the cost-benefit analysis of

such a program considerably.

The second paper concentrates on the profitability of farming cattle in

Andhra Pradesh. The paper also uses a representative panel dataset, and

examines average and marginal returns to cattle at different levels of cattle

investment. It finds average returns in the order of -8% at the mean of cattle

value. These returns vary across the cattle value distribution between neg-

ative 53% (in the lowest quintile) and positive 2% (in the highest). While

marginal returns are positive on average, they also vary considerably with

cattle value and breed. The paper shows that average and marginal returns

are considerably higher for modern variety cows, i.e. European breeds and

their crossbreeds, than for traditional varieties of cows or for buffaloes. It

also shows that cattle farming becomes most profitable at minimum herd

sizes of five animals, due to decreasing average labor costs with increasing

herd sizes.

The results of this paper suggest that cattle farming is associated with

sizable non-convexities in the production technology and that substan-

tial economies of scale, as well as high upfront expenses of acquiring and

feeding high-productivity animals, might trap poorer households in low-

productivity asset levels. The fact that wealthier households and households

with lower costs to access veterinary services are more likely to overcome

these barriers, supports this idea.

The second paper concludes that cattle farming might well generate positive

returns for households in rural India, but that most households seem to

operate at unprofitable levels. This could also explain the apparent paradox

between widespread support of cattle farming through agricultural policy

interventions and negative returns to cattle, as stressed in recent works. It

argues that policy interventions that target productive assets will only be



beneficial if transfers are high enough to allow households to overcome these

entry barriers.

The third paper concentrates on the effect of risk on the productive de-

cisions of households, and analyzes the effect of wage risk in agricultural

employment on women’s labor supply and time allocated to home produc-

tion. It seeks to understand the extent to which risk raises labor supply of

women to levels that can become harmful for other members of the house-

hold. The hypothesis is that in the presence of intra-household substitution

effects – for instance in the performance of household chores – increased

female labor supply might have negative effects on the time allocation of

girls. If women have less time available for home production and childcare,

and such activities can only be foregone at high cost, they might be forced

to take older girls out of school or to cut down on the time these girls study

at home in order for them to fill in for these tasks.

The paper uses cross-sectional data on the time allocation of different house-

hold members and predicts wage risk at the village level as a function of

the historical rainfall distribution and a village’s share of land that is under

irrigation. The results show that wage risk affects the time allocation of

women, increasing their labor supply and reducing the time they allocate

to home production. Wage risk also increases the time girls spend on house-

hold chores and reduces their time in school. Because the observed effect

of wage risk on girls’ time allocated to household chores corresponds very

closely to the effect observed for women, it seems plausible to attribute

it to intra-household substitution effects. The observed effect of risk on

girls’ school time, however, is greater than the observed effect of risk on

the home-production time of girls. This can be due to two reasons: First,

in the presence of intra-household substitution effects, shocks in wages will

not only increase female labor supply but also girls’ time on household

chores. And the model predicts that risk-averse households invest less in

education when future school time becomes uncertain, because future school

time affects the returns to current schooling. Second, if school attendance



is indivisible, then girls might be forced to drop out of school temporarily

or even permanently.

The paper then simulates the effect of the NREGS on the time-allocation

decisions of working women and school-age girls. The results suggest that

the NREGS could increase the time working women spend on household

duties, because it reduces uncertainty regarding future earnings, and alle-

viates the need to accumulate savings. Thereby, the NREGS would reduce

the pressure on girls to perform household tasks and allow them to increase

the time they spend in school or studying by 6 minutes daily.

Wit these findings, this thesis contributes to a better understanding of the

choices poor households in rural India face in their day-to-day decision

making, and offers insights into what policies could support households

in escaping poverty, and interrupt its inter-generational transmission.
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(World Bank) and Zürich (AEL PhD seminar).

The data used in the first two papers come from Young Lives, a 15-year

study of the changing nature of childhood poverty in Ethiopia, India (Andhra



Pradesh), Peru and Vietnam (www.younglives.org.uk). Young Lives is

funded by UK aid from the Department for International Development

(DFID), with co-funding from 2010 to 2014 by the Netherlands Ministry

of Foreign Affairs, and from 2014 to 2015 by Irish Aid. The REDS data

used in the third paper were collected by the National Council for Applied

Economic Research (NCAER), India, in collaboration with Brown Univer-

sity, Yale University, and the World Bank. The SEPRI data were collected

by the Institute for Rural Management, Anand (IRMA), India, in collab-

oration with the German Development Institute / Deutsches Institut für

Entwicklungspolitik (DIE) and the World Bank.

Finally, I would like to thank Jochen for his patience and moral support,

and my family for always encouraging and supporting me.



Contents

List of Figures xiii

List of Tables xv

Glossary xvii

1 Introduction 1

1.1 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Learning and access to information . . . . . . . . . . . . . . . . . 4

1.1.2 Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.3 Risk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.4 Credit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1.5 Scale effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.1.6 Insights from behavioral economics . . . . . . . . . . . . . . . . . 8

1.2 Contribution of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 An employment guarantee as risk insurance? 15

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Risk management and households’ crop choices . . . . . . . . . . . . . . 17

2.2.1 General setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.2 Deterministic case . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.3 Introducing uncertainty . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.4 The insurance effect of an Employment Guarantee . . . . . . . . 24

2.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4 Estimation strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

ix



CONTENTS

2.5.1 Identifying profitable production strategies . . . . . . . . . . . . 34

2.5.2 Does the NREGS support households in coping with shocks? . . 37

2.5.3 The effects of the NREGS on households’ crop choices . . . . . . 39

2.5.4 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.A Mathematical Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.A.1 Deterministic Case . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.A.2 Stochastic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.B Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.B.1 Young Lives Survey . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.B.2 Crop production . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.B.3 Rainfall data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.B.4 NREGS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.C Matching strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.D Supplementary Figures and Tables . . . . . . . . . . . . . . . . . . . . . 61

3 Do cows have negative returns? 69

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2 Context and Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.3 Returns to cattle holdings . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3.1 Empirical specification . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3.2 Estimates of average and marginal returns . . . . . . . . . . . . . 83

3.3.3 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.4 Explaining the non-convexities . . . . . . . . . . . . . . . . . . . . . . . 92

3.4.1 Returns to scale . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.4.2 Returns to modern variety cows . . . . . . . . . . . . . . . . . . 97

3.4.3 Combining returns to scale and returns to quality . . . . . . . . 99

3.4.4 Entry barriers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.A Supplementary Figures and Tables . . . . . . . . . . . . . . . . . . . . . 106

x



CONTENTS

4 Wage risk and human capital accumulation 117

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.2 A model of household time allocation and human capital investment . . 120

4.2.1 General setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.2.2 Effect of wage risk on each period’s school time . . . . . . . . . . 122

4.2.3 Heterogeneity in the effect of wage risk on each period’s school

time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.3 Context and data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.3.1 Risk in rural India . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.3.2 Labor supply in rural India . . . . . . . . . . . . . . . . . . . . . 130

4.3.3 Human capital accumulation in rural India . . . . . . . . . . . . 133

4.3.4 Female labor supply and the time allocation of girls . . . . . . . 135

4.4 Estimation strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.5.1 Risk and labor supply . . . . . . . . . . . . . . . . . . . . . . . . 140

4.5.2 Risk and home production . . . . . . . . . . . . . . . . . . . . . . 144

4.5.3 Girls’ time allocation . . . . . . . . . . . . . . . . . . . . . . . . . 146

4.5.4 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . 150

4.6 Simulating the effect of the NREGS . . . . . . . . . . . . . . . . . . . . 152

4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

4.A Mathematical Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4.A.1 Deterministic Case . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4.A.2 Stochastic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.B Supplementary Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

References 163

xi



CONTENTS

xii



List of Figures

2.1 District-wise risk-index of land use . . . . . . . . . . . . . . . . . . . . . 32

2.2 Returns per hectare of major crops . . . . . . . . . . . . . . . . . . . . . 37

2.D.1Distribution of risk-index . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.D.2Distribution of change in risk index . . . . . . . . . . . . . . . . . . . . . 62

2.D.3Agricultural output as function of the riskiness of crops . . . . . . . . . 62

2.D.4Effect of the NREGS on risk index conditional on lagged rainfall . . . . 63

2.D.5Distribution of the propensity score . . . . . . . . . . . . . . . . . . . . . 63

3.1 Semiparametric estimation of profits from cattle farming . . . . . . . . . 89

3.2 Semiparametric estimation of marginal returns to cattle . . . . . . . . . 89

3.3 Cost structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.4 Predicted herd size and composition as function of cattle value . . . . . 100

3.A.1Average value of cattle by month of interview . . . . . . . . . . . . . . . 106

3.A.2Total value of cattle by month of interview . . . . . . . . . . . . . . . . 107

3.A.3Semiparametric estimation of marginal returns to cattle with heteroge-

neous wages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.1 Girls’ predicted hours in school . . . . . . . . . . . . . . . . . . . . . . . 135

4.2 Girls’ predicted hours in home production . . . . . . . . . . . . . . . . 136

xiii



LIST OF FIGURES

xiv



List of Tables

2.1 Baseline characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Agricultural Production Function . . . . . . . . . . . . . . . . . . . . . 36

2.3 Number of days worked with NREGS . . . . . . . . . . . . . . . . . . . 38

2.4 Effect of the NREGS on risk index of crop portfolio . . . . . . . . . . . 40

2.5 Effect of registration with the NREGS on risk index of crop portfolio . 42

2.6 Effect of NREGS on labor intensity, cost intensity and crop specialization 44

2.7 Interaction with previously existing programs and rainfall . . . . . . . . 46

2.D.1Sensitivity of results to alternative dependent variables . . . . . . . . . . 64

2.D.2Robustness to inclusion of controls . . . . . . . . . . . . . . . . . . . . . 65

2.D.3District-level statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2.D.4Evidence on mean reversion . . . . . . . . . . . . . . . . . . . . . . . . 66

2.D.5Weighted summary statistics . . . . . . . . . . . . . . . . . . . . . . . . 67

3.1 General household characteristics . . . . . . . . . . . . . . . . . . . . . . 74

3.2 Farming characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.3 Average returns by quintile of cattle value . . . . . . . . . . . . . . . . 84

3.4 Marginal returns to cattle: linear production function . . . . . . . . . . 86

3.5 Marginal returns to cattle: CES production function . . . . . . . . . . . 88

3.6 Marginal returns to cattle by number of animals owned . . . . . . . . . 96

3.7 Marginal returns to cattle by cattle breed . . . . . . . . . . . . . . . . . 98

3.8 Determinants of ownership of modern variety cows and minimum herd

size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.A.1Average returns by quintile of cattle value (alternative cost estimates) . 109

3.A.2Yearwise average returns by quintile of cattle value . . . . . . . . . . . 110

3.A.3Marginal returns to cattle by rainfall conditions . . . . . . . . . . . . . 111

xv



LIST OF TABLES

3.A.4Hetergogeneity of marginal returns by household characteristics . . . . . 112

3.A.5Sensitivity of results to omission and alternative calculation of labor cost 113

3.A.6Sensitivity of results to omission and alternative calculation of fodder cost114

3.A.7Average returns by cattle breed . . . . . . . . . . . . . . . . . . . . . . 115

3.A.8Heterogeneity in returns to fodder . . . . . . . . . . . . . . . . . . . . . 116

4.1 Household characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.2 Individual characteristics of women and girls . . . . . . . . . . . . . . . 129

4.3 Determinants of consumption per capita (log) . . . . . . . . . . . . . . 131

4.4 Time allocation of women and girls . . . . . . . . . . . . . . . . . . . . . 132

4.5 Girls’ time allocation as function of mother’s time allocation . . . . . . . 137

4.6 Female labor force participation . . . . . . . . . . . . . . . . . . . . . . . 141

4.7 Female labor supply in hours per season . . . . . . . . . . . . . . . . . . 143

4.8 Female home production in hours per season . . . . . . . . . . . . . . . 145

4.9 Girls’ time in home production in hours per day . . . . . . . . . . . . . 147

4.10 Girls’ time in school in hours per day . . . . . . . . . . . . . . . . . . . 149

4.11 Heterogeneity in effect of risk on girls’ time allocation . . . . . . . . . . 151

4.12 Determinants of consumption per capita (log) SEPRI . . . . . . . . . . 153

4.B.1Time allocation of boys . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

xvi



Glossary

ARIS Additional Rural Incomes Survey

ASER Annual Status of Education Report

CES Constant Elasticity of Substitution

CSAE Centre for the Study of African Economies

DAC Development Assistance Committee

GDP Gross Domestic Product

GOI Government of India

HYV High Yielding Variety

MDG Millennium Development Goal

MSE Micro and Small Enterprise

NBER National Bureau of Economic Research

NGO Non-Governmental Organization

NREGA National Rural Employment Guarantee Act

NREGS National Rural Employment Guarantee Scheme

OECD Organization for Economic Co-operation and Development

ODA Official Development Assistance

OLS Ordinary Least Squares

xvii



GLOSSARY

PPP Purchasing Power Parity

RCT Randomized Control Trial

REDS Rural Economic and Demographic Survey

SEPRI Socio-Economic Profiles of Rural Households in India

YLS Young Lives Survey

xviii



1

Introduction

In order to end poverty by 2030, the declared goal of the United Nations, a better

understanding is needed which policies help poor households to escape poverty and

how to end its inter-generational transmission.

It is largely recognized by now, that there is no simple answer to what drives

growth and development (Cohen and Easterly, 2009). With the demise of one-size-

fits-all approaches such as the Washington Consensus, micro-development studies have

gained increasing attention (Ravallion, 2009; Rodrik, 2009). While the research of what

macroeconomic policies could drive growth and poverty reduction is still prominent,

the focus of analysis has largely shifted to individual and household level decision-

making. With the boom in randomized evaluations, we have learned much about

effective methods of delivering public goods, such as education or vaccines (Banerjee,

2009).

At the same time political priorities also shifted. With the Millennium Declaration

in September 2000, and the adoption of the Millennium Development Goals (MDGs),

the delivery of basic social services has become the main focus of international develop-

ment assistance (Temple, 2010). In the last few years, the bulk of official development

assistance (ODA) has been channeled towards social services and infrastructure, in-

cluding education, health, water supply and sanitation, and reproductive health.1

1Social services and infrastructure accounted for 38% of total ODA in 2014. Data extracted on
07 June 2016 from OECD.Stat. The Development Assistance Committee (DAC) of the OECD only
collects aid data from OECD member states. This figure thus does not cover new donors, such as
China, nor private development assistance channeled through NGOs and foundations.

1



1. INTRODUCTION

However, poverty reduction policies are only effective and sustainable to the extent

that they address the root causes of poverty (Rodrik and Rosenzweig, 2010). And the

provision of basic social services is not necessarily sufficient to lead to an accumulation

of human and productive capital, which would allow households to escape poverty and

interrupt its inter-generational transmission.

By far most of the poor are engaged in self-entrepreneurial activities (both on the

farm and in non-farm enterprises). According to Banerjee and Duflo (2011), 44% of

the extreme poor in urban areas operate their own business. Even in rural areas, 24%

of the poor operate a non-agricultural business, in addition to the 64% of the poor

who are self-employed in agriculture.2 These activities are largely unprofitable, and

only in very few cases ever turn into growing businesses (Banerjee and Duflo, 2011).

A better understanding of the why these household enterprises are unprofitable, of

the options households have and the constraints they face in their production and

investment decisions, should inform policies that have a long-term impact on poverty

reduction and on development.

In line with this idea, this thesis goes beyond the viewpoint of households as mere

beneficiaries of policies and investigates their production and investment decisions. In

particular, it seeks to understand to which extent risk constrains households in their

agricultural production choices, as well as in investing in the education of their children.

It also analyzes the profitability of farming cattle at different investment levels and seeks

to understand which constraints households face in the accumulation of cattle.

This thesis therewith contributes to a better understanding of the choices poor

households face in their day-to-day decision making, and offers insights into what poli-

cies could support households in escaping poverty, and interrupt its inter-generational

transmission.

1.1 Literature review: Constraints faced by households in

their production and investment decisions

In their seminal book, Singh et al. (1986) show that consumption and production

decisions in farm households are not independent of each other. In farm households,

2According tho their 18-country dataset. The figures above refer to individuals living on less than
1$ per day in PPP.
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some inputs are purchased and others supplied by the household, similarly some outputs

are retained for self-consumption while others are sold. Profits made on the farm

affect household income, labor supply and consumption. At the same time, shocks to

agricultural production also affect household consumption.

The non-separability of consumption and production decisions is not only relevant

from a theoretical perspective, it crucially determines the effect of public policies on

these households. For example, policies to increase consumption of food staples, i.e.

price policies, might have unintended consequences on household production decisions;

rural policies that target farm households will have spillover effects on landless house-

holds, etc. (Singh et al., 1986).

In the presence of market imperfections, the interrelations between consumption

and production decisions become more pronounced (Sadoulet and De Janvry, 1995).

Constraints faced on the farm, such as lack of credit or riskiness in returns, affect

the household’s decision to consume or to save. Similarly, constraints faced in the

household, such as the necessity to hold cash in absence of formal protection against

health shocks, prevent households from investing in their farms or firms.

The observation that production and consumption decisions are interlinked is com-

monly made for farm households, but applies as well to households operating informal

enterprises and engaged in non-farm self-entrepreneurship in developing countries (Kr-

ishna, 1964). The following literature review therefore picks up examples from both

strands of literature in order to highlight existing research gaps.

It is by now well established that farm households and owners of micro and small

enterprises (MSEs) are subject to a number of constraints which prevent them from

adopting profit-maximizing technologies (Duflo et al., 2008; Feder et al., 1985; Foster

and Rosenzweig, 2010b; Suri, 2011). This manifests in delayed technology adoption,

low investment in fixed capital, a preference for conservative crop choices and, more

generally, a lack of innovative capacity. And has potentially severe and long-lasting

effects on income and well-being in developing countries as a large share of their pop-

ulations rely on self-entrepreneurial activities (including farming) as a major source of

income.

Empirical evidence points to different explanations for the low propensity to in-

novate: cost of learning and access to information, insufficient education, risk, credit
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constraints, non-convex production technologies, and behavioral patterns that are in-

consistent with standard neoclassical models. These factors are explained in the fol-

lowing using prominent examples from the literature. Rather than being exhaustive,

the following literature review intends to highlight seminal work as well as the current

state of research and ongoing debates.

1.1.1 Learning and access to information

If new technologies with higher returns are not adopted, one reason might be limited

knowledge about the profitability of this technology or the lack of knowledge on how

to apply it. Duflo et al. (2008) offer subsidized fertilizer over different periods of the

agricultural cycle, and find that farmers applying fertilizer in the first round of their

experiment are also more likely to apply it in the second round.

Own experience and experience from others can be substitutable in a number of

cases. Conley and Udry (2010), for example, find that Ghanaian farmers are more

likely to apply fertilizer if their neighbors successfully adopted fertilizer. However, this

seems to be possible only for technologies that are largely non-specific. Munshi (2004)

explores regional differences in soil suitability for rice and wheat in his analysis of

the adoption of high-yielding varieties (HYV) during the Indian green revolution. He

argues that social learning cannot happen if a crop’s production technology is sensitive

to individual and farm characteristics, such as rice.

If a technology is farmer specific, learning also involves acquiring information about

how best to apply this new technology. Foster and Rosenzweig (1995) argue that

the optimal amount of fertilizer application is farmer specific, as it varies with soil

characteristics and climate. Therefore, farmers need to experiment with the technology

on their own land in order to learn about its optimal application.

Learning processes arguably discourage technology adoption, because the cost of

learning may be greater than the benefit of the new technology (Besley and Case, 1993).

Consequently the probability of adoption would also be greater for larger farmers.

Such scale effects can drive a wedge in the profitability of farming and or operating

firms between large operations and small operations, and further exacerbate existing

inequalities. When learning from others is effective, it can also lead to externalities

and free-riding behavior (Bandiera and Rasul, 2006), further reducing the speed of

technology diffusion.
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1.1.2 Education

Education and levels of human capital may also determine the amount of innovative

capacity; the argument is that more educated farmers or workers are better able to “de-

code” new technologies or new information in general (Foster and Rosenzweig, 2010b).

In his paper, Welch (1970) provides evidence on the importance of education in

technology adoption in the United States. He finds that the relative earnings of more

educated U.S. farmers vis-à-vis less educated farmers increase with the amount of re-

search and development related to farming in a particular area. Similarly, Bartel and

Lichtenberg (1987) assess the demand for educated workers across industries and find

that industries that use newer technologies have a higher demand for an educated

workforce.

Foster and Rosenzweig (1996) examine the question in a developing country context.

Using household panel data, they find that the technological change associated with

the green revolution increased returns to schooling. This also led to higher educational

investments among farm households.

1.1.3 Risk

In contexts in which insurance markets are absent, risk aversion of farmers or en-

trepreneurs can prevent the adoption of or investment in new technologies. Because

losses made in the farm or enterprises directly affect household consumption, households

cannot afford to take great risks in their production decisions.

Morduch (1990) and Rosenzweig and Binswanger (1993) are among the first authors

to provide evidence that uninsured risk prevents farmers from planting risky crops, and

from holding profitable asset portfolios, respectively. Using household panel data from

India, Morduch (1990) estimates that poorer households exposed to higher risk plant

less risky crops. With the same data, Rosenzweig and Binswanger (1993) show that

the composition of household assets and production factors influences the variability in

profits from agricultural production. Furthermore, the authors estimate that the coef-

ficient of variation in the monsoon onset is negatively associated with the variability

in profits. Since more variable profits are also higher at the mean, the authors con-

clude that risk prevents households from taking profitable production decisions. Using

panel data from Ethiopia, Dercon and Christiaensen (2011) assess the importance of
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uninsured risk by constructing an indicator of household risk exposure that combines

a household’s probability of facing a rainfall shock with its ability to cope with such

a shock. They thereby circumvent the attribution problem of using only wealth as

a proxy for a household’s capacity to smooth consumption. The authors show that

Ethiopian households with lower expected consumption outcomes - due to high risk

exposure and low savings - are less likely to invest in fertilizer.

In the last few years, authors have used randomized variation in the availability of

insurance mechanisms to estimate the importance of risk. These articles find that crop

insurance is critical in stimulating fertilizer application (Karlan et al., 2014) and risky

crop choice (Cole et al., 2013) and risk taking in agricultural production more generally

(Mobarak and Rosenzweig, 2013).

In the context of MSEs, Grimm et al. (2012), Bianchi and Bobba (2013) and Dodlova

et al. (2015) argue that uninsured risk is at least partly responsible for low investment

rates. Bianchi and Bobba (2013) explore differences in the number of years, targeted

households expect to have access to Mexico’s cash transfer program, Progresa, to as-

sess the relative importance of liquidity constraints versus uninsured risk in the decision

to become an entrepreneur. They show that expected future transfers are more im-

portant determinants of occupational choices, than those currently received. Based on

backward-looking data, Grimm et al. (2012) argue that firms facing higher self-reported

business risk and higher sales variability have lower capital accumulation. Using similar

proxies and firm-level panel data, Dodlova et al. (2015) argue that risk slows down the

accumulation of capital in Peruvian MSEs.

1.1.4 Credit

Upfront expenses associated with any investment or change in technology may prevent

adoption because expenses have to be made prior to the realization of profits from this

technology. If households face credit constraints, for instance because they need to

provide collateral, then wealth and the probability to adopt a new technology will be

closely correlated.

In line with this argument, Bhalla (1979) finds that 48% of small-scale farmers

report the lack of access to credit as reason for not adopting fertilizer as opposed to only

6% of large-scale farmers during the Indian green revolution. Rosenzweig and Wolpin

(1993), and Fafchamps and Pender (1997) estimate structural models of investment
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decisions in rural India using household panel data. Both argue that the lack of credit

is an important explanation for foregone investments.

More recently, Gine and Klonner (2008) have analyzed the adoption of boats built

with plastic reinforced fiber among fishermen in Tamil Nadu, India. They find that

households with higher wealth invested earlier in the new technology than households

with lower wealth. Because most non-adopters cite the lack of financing as most impor-

tant reason for not adopting, the authors conclude that the lack of credit is the main

explanation for delayed adoption among poorer households.

In the context of MSEs, De Mel et al. (2008) use experimental data, and find that

access to cash and in-kind grants stimulates investment and raises firm profits in Sri

Lanka. Banerjee and Duflo (2014) explore policy changes in the eligibility for directed

credit to estimate whether MSEs are credit constrained in India. Since improved access

to credit leads to an acceleration in the rate of growth in the sales and profits of

these firms, the authors conclude that micro entrepreneurs are indeed severely credit-

constrained.

1.1.5 Scale effects

Scale effects might not only be due to learning costs. Some technologies might be

profitable only when used on a larger scale. Indivisible investments, such as borewells

for irrigation, or tractors, are not only costly; in the latter case they are also much less

effective on very small plots.

In agricultural research, studying the relationship between farm size and produc-

tivity has a long tradition. Early studies by Deolalikar (1981) and Rao and Chotigeat

(1981) suggest an inverse relation between farm-size and productivity. This stylized

fact has been largely attributed to supervision costs (Feder, 1985), missing labor mar-

kets (Skoufias, 1994), credit constraints (Eswaran and Kotwal, 1986) and uninsured

risk (Barrett, 1996) in the theoretical literature.

Contrasting evidence of the role of returns to scale in investments in agriculture was

produced by Fafchamps and Pender (1997). The authors estimate a structural model

of savings accumulation in the presence of risk aversion and shocks, and argue that

households face substantial difficulties in accumulating sufficient savings to self-finance

the investment in a well, which the authors identify as indivisible but highly profitable

asset.
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More recently, entry barriers and non-divisibilities have been studied more in the

context of micro and small enterprises in the manufacturing or service sector. Using

observational data, McKenzie and Woodruff (2006) find very high returns to capital at

low levels of investment and argue that entry barriers do not play much of a role in

the context of micro enterprises in Mexico. In a different article, they use randomized

access to cash and in-kind grants, and again find very high marginal returns to capital

at very low levels of investment. They conclude that entry barriers do not seem to

be an issue for MSEs in Mexico (McKenzie and Woodruff, 2008). Based on findings

from a randomized control trial (RCT) in Sri Lanka, De Mel et al. (2008) argue that

indivisibilities in the capital stock are unlikely to explain why small firms do not reinvest

profits despite very high returns to capital. In contrast, Grimm et al. (2011) find

barriers to entry in most activities of micro and small enterprises in West Africa.

Banerjee and Duflo (2011) suspect that non-linearities in returns might explain

why so many firms operate at small-scale despite high marginal returns to capital

in these businesses. Based on a review of different studies, the authors suggest that

entrepreneurs might face two different production technologies, with the more profitable

one having very high entry barriers, such that it is beyond the reach of most MSEs.

1.1.6 Insights from behavioral economics

Recently, researchers have begun to test insight from behavioral economics in developing

country contexts. The idea is that if individual behavior is at odds with standard

economic models, then this could explain why some economic policies are not being

effective.

In their experiment in Kenya, Duflo et al. (2011) find that farmers prefer purchasing

subsidized fertilizer at the time of harvest rather than at the time of actual need in the

following season. They argue that farmers seem to value the possibility to purchase

fertilizer early on as a commitment device. The authors conclude that at least some

farmers are present biased, and procrastinate in the sense that they keep postponing the

purchase of fertilizer until later, because they underestimate the probability of being

impatient (i.e. unwilling to decide on which fertilizer to use and to purchase it in the

store) in the future. Some farmers therefore end up never using fertilizer, even though

they originally intended to do so. The authors conclude that offering a commitment

device such as early discounts could therefore be much more cost effective than heavy
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subsidies. Similarly, Fafchamps et al. (2014) show in their RCT that shopkeepers in

Ghana are able to increase profits if supported by in-kind grants as opposed to cash

grants. Since cash grants were mostly used to finance household needs, the authors

conclude that entrepreneurs might face difficulties in translating intentions into action.

Behavioral economics also suggests that learning is more efficient in social net-

works: Vasilaky and Leonard (2013) find that learning about cotton farming practices

in Uganda is most effective when farmers are assigned a partner with which they com-

municate throughout the season about growing practices than if each farmer just re-

ceives a standard training module. Likewise, BenYishay and Mobarak (2014) find in

their RCT that farmers are more likely to adopt new technologies if they were trained

by peer farmers than if they were trained by government extension agents.

Finally, Kremer et al. (2013) show that Kenyan shopkeepers choose not to invest

despite high expected returns on that investment because they are small-stakes risk

averse. This is at odds with expected utility theory, which argues that for very small

stakes agents should be approximately risk neutral.

1.2 Contribution of this thesis

As we have seen, a number of factors can explain why households are not able to adopt

optimal production and investment decisions. On the one hand, research on learning

and on education has led to clear cut policy formulations. On the other hand, it is still

difficult to assess the extent to which insights from behavioral economics are substitutes

or complementary to policy formulations derived from more conventional economic

models. Currently, one of the major challenges in formulating adequate policies, that

foster productive investments among the poor, seems to be to disentangle the effects of

scale, credit constraints, and the lack of insurance mechanisms (Foster and Rosenzweig,

2010b).

This thesis seeks to shed further light on the relative role of these three constraints

in the context of rural India. Today, 33% of the world’s poor live in India, the vast

majority of them (80.5%) in rural areas. The economic structure of rural India is

still dominated by agricultural production: the agricultural sector employed 59% of all

male workers and 75% of all female workers in 2011/12 (National Sample Survey Office,

2014). Even nation-wide, agricultural employment still dominates: in 2010, 51% of the
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labor force were employed in agriculture. Meanwhile, the agricultural sector is much

less profitable than other sectors, contributing only 18% to the gross domestic product

(GDP) of India in the same year (World Bank, 2016).

Consequently, this thesis focuses on households engaged in agricultural production

or employed in agriculture, and analyzes what production and investment decisions

these households take. It shows that households face different constraints in their de-

cisions, which prevent them from taking optimal production and investment decisions.

Finally, this thesis evaluates potential policy tools that could support households in

overcoming these constraints.

Specifically, it addresses three main questions in three papers: First, are farm

households constrained in their crop choices by agricultural production risk and to

which extent can India’s public works program support households in overcoming this

constraint? Second, how profitable is cattle farming in rural India at different levels

of investment and which barriers do households face in reaching optimal investment

levels? And third, can risk in agricultural wages explain limited investment in girls’

education in the presence of intra-household substitution in household chores?

The first paper focuses on crop choice of farm households. It reassesses the stylized

fact that households have to trade-off between returns and risk in their crop choice in

the context of Andhra Pradesh, a state in the south of India. It then explores the effect

of India’s flagship anti-poverty program, the National Rural Employment Guarantee

Scheme (NREGS), on households’ crop choice using a representative panel data set.

The NREGS guarantees each household living in rural India up to a hundred days

of employment per year, at state minimum wages. The paper shows theoretically, and

empirically, that the introduction of the NREGS reduces households’ uncertainty about

future income streams because it provides reliable employment opportunities in rural

areas independently of weather shocks and crop failure. With access to the NREGS,

households can compensate income losses emanating from shocks to agricultural pro-

duction. Households with access to the NREGS can therefore shift their production

towards riskier but also more profitable crops. These shifts in agricultural production

have the potential to considerably raise the incomes of smallholder farmers.

Linking the employment guarantee to risk considerations is the key innovation of

this paper. Therewith, it provides empirical evidence that employment guarantees can,

similarly to crop insurance, help households in managing agricultural productions risks.
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It also shows that accounting for the effects of the NREGS on crop choice and profits

from agriculture affects the cost-benefit analysis of such a program considerably. This

insight contributes to the ongoing debate on the effectiveness of the NREGS in reducing

poverty.

Similarly to the first, the second paper analyzes the profitability of farming de-

cisions. It concentrates on the profitability of farming cattle in Andhra Pradesh at

different levels of investment in cattle, and then investigates potential constraints to

investment. While the first paper shows that production risk is a major factor in ex-

plaining non-adoption of profitable crops, the second paper identifies non-convexities

in the production technology as important constraint to investment in cattle. To which

extent this constraint is aggravated by limited access to credit or the lack of insurance

cannot conclusively be answered.

The paper also uses a representative panel dataset, and examines average and

marginal returns to cattle at different levels of cattle investment. It finds average

returns in the order of -8% at the mean of cattle value. These returns vary across

the cattle value distribution between negative 53% (in the lowest quintile) and positive

2% (in the highest). While marginal returns are positive on average, they also vary

considerably with cattle value and breed. The paper shows that average and marginal

returns are considerably higher for modern variety cows, i.e. European breeds and their

crossbreeds, than for traditional varieties of cows or for buffaloes. It also shows that

cattle farming becomes most profitable at minimum herd sizes of five animals, due to

decreasing average labor costs with increasing herd sizes.

These results suggest that cattle farming is associated with sizable non-convexities

in the production technology and that substantial economies of scale, as well as high

upfront expenses of acquiring and feeding high-productivity animals, might trap poorer

households in low-productivity asset levels. The paper then analyzes which households

are more likely to overcome these entry barriers, and finds that wealthier households

and households with lower costs to access veterinary services are more likely to oper-

ate at profitable levels. What cannot be assessed with the data is whether insurance

mechanisms or improved access to credit would support households in overcoming these

entry barriers.

The second paper concludes that cattle farming might well generate positive returns

for households in rural India, but that most households seem to operate at unprofitable
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levels. This could also explain the apparent paradox between widespread support of

cattle farming through agricultural policy interventions and negative returns to cattle,

as stressed in recent works. It argues that policy interventions that target productive

assets will only be beneficial if transfers are high enough to allow households to overcome

these entry barriers.

The third paper again concentrates on the effect of risk on the productive decisions

of households. Similarly to the second paper, it focuses on investment decisions; only

now the focus is on investment in human capital instead of productive capital.

The paper analyzes the effect of wage risk on women’s labor supply and time al-

located to home production. It shows that women increase their labor supply in the

presence of wage risk in order to accumulate savings. Furthermore, it seeks to under-

stand the extent to which risk raises labor supply of women to levels that can become

harmful for other members of the household. The hypothesis is that in the presence

of intra-household substitution effects – for instance in the performance of household

chores – increased female labor supply might have negative effects on the time alloca-

tion of girls. If women have less time available for home production and childcare, and

such activities can only be foregone at high cost, they might be forced to take older

girls out of school or to cut down on the time these girls study at home in order for

them to fill in for these tasks.

The paper uses cross-sectional data on the time allocation of different household

members and predicts wage risk at the village level as a function of the historical

rainfall distribution and a village’s share of land that is under irrigation. The results

show that wage risk affects the time allocation of women, increasing their labor supply

and reducing the time they allocate to home production. Wage risk also increases the

time girls spend on household chores and reduces their time in school. Because the

observed effect of wage risk on girls’ time allocated to household chores corresponds

very closely to the effect observed for women, it seems plausible to attribute it to

intra-household substitution effects. The observed effect of risk on girls’ school time,

however, is greater than the observed effect of risk on the home-production time of girls.

This can be due to two reasons: First, in the presence of intra-household substitution

effects, shocks in wages will not only increase female labor supply but also girls’ time

on household chores. And the model predicts that risk-averse households invest less

in education when future school time becomes uncertain, because future school time
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affects the returns to current schooling. Second, if school attendance is indivisible, then

girls might be forced to drop out of school temporarily or even permanently.

Similarly to the first paper, the third assesses the effect of the NREGS in this

context. But in the absence of adequate data to estimate the effect of the employment

guarantee, it simulates its effect on the time-allocation decisions of working women and

school-age girls. The results suggest that the NREGS could increase the time working

women spend on household duties, because it reduces uncertainty regarding future

earnings, and alleviates the need to accumulate savings. Thereby, the NREGS would

reduce the pressure on girls to perform household tasks and allow them to increase the

time they spend in school or studying by 6 minutes daily.

Each of three papers takes a different angle and focuses on different aspects. They

are complementary in the sense that they show that rural households face a multitude

of decisions and engage in different activities. The thesis shows that policy needs to

deal with this complexity adequately to avoid unintended consequences. It also shows

that policy impacts can go well beyond intended immediate effects, and that such

unintended effects are sometimes substantial. Consequently, a cost-benefit analysis of

policies is incomplete if unintended effects (good and bad ones) are not accounted for.

This thesis contributes to an understanding of the importance of risk constraints

and scale effects in household decision making. This thesis also shows that adequate

policies can help households overcoming important constraints in their production and

investment decisions and could therefore have a strong effect of poverty reduction, and

on development more generally.

Uninsured risk seems to affect household decision making processes in very different

ways. As we have seen, well designed public works programs can support households

in managing these risks, and can therewith inter alia enhance the profitability of agri-

cultural production and increase investments in education. The extent to which public

work programs also enhance other forms of productive investments remains to be ana-

lyzed.

This thesis also shows that the direct transfer of assets to the poor should remain

an important tool in development policy. But, as the second paper shows, such a

transfer can only contribute to raising the incomes of the poor if assets transfers are

large enough for households to operate at profitable levels. The extent to which these

13



1. INTRODUCTION

entry-barriers are context specific is not possible to assess given the small number of

profitability analyses in the literature.
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2

An employment guarantee as risk

insurance? Assessing the effects

of the NREGS on agricultural

production decisions

2.1 Introduction

Previous research suggests that farmers in developing countries are constrained in their

production and investment decisions. Evidence of delayed technology adoption, low

investment in fixed capital, a preference for conservative crop choices and, more gener-

ally, a lack of innovative capacity is by now well established (Duflo et al., 2008; Foster

and Rosenzweig, 2010b; Suri, 2011). This has potentially severe and long-lasting effects

on income and well-being in developing countries as a large share of their populations

still rely on agricultural production as a major source of income.

Empirical evidence suggests that uninsured risk prevents farmers from adopting new

technologies. A number of studies have used randomized variation in the availability

of index-based agricultural insurance to estimate the importance of uninsured risk in

production decisions. These studies show that crop insurance is critical in stimulating

fertilizer application (Karlan et al., 2014), risky crop choice (Cole et al., 2013) and

risk taking in agriculture more generally (Mobarak and Rosenzweig, 2013). However,

trust-related considerations and basis risk continue to limit the uptake of agricultural
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micro-insurance in many developing countries (Carter et al., 2014; Cole et al., 2013).

Given these limitations, it seems worthwhile to explore other policy options that could

help farmers to cope with shocks and manage risks.

This paper aims at contributing to the empirical evidence on the importance of risk

management in households’ production decisions. But instead of exploring variance in

the availability of insurance, as do the studies cited above, it examines variation in the

access to an alternative mechanism that could improve a household’s risk management:

an employment guarantee. The main argument is that public works programs or em-

ployment guarantees could help households to cope with income shocks by providing

additional employment opportunities. This idea is not new; the potential of public

works schemes in helping households to smooth income in the case of shocks has been

highlighted inter alia by Barrett et al. (2005) and Binswanger-Mkhize (2012). How-

ever, to the best of my knowledge, no empirical evidence on the insurance effect of an

employment guarantee on households’ production decisions has been provided so far.

In this paper I present evidence that the introduction of the National Rural Employ-

ment Guarantee Scheme reduces households’ uncertainty about future income streams

and enables them to produce a higher share of high-risk, high-profit crops. The Na-

tional Rural Employment Guarantee Act (NREGA) was passed in India in September

2005; the implementation thereof began in 2006. The NREGA entitles every rural

household to up to a 100 days of work per year at the state minimum wage. In the

financial year 2010/11 the NREGS provided work to close to 55 million rural house-

holds, generating a total of 2.5 billion person-days of employment (Ministry of Rural

Development, Government of India, 2012).

For the empirical analysis I use the Young Lives data; a household panel that

is representative of the state of Andhra Pradesh in southern India. The quality of

implementation of the NREGS has been shown to vary immensely across India (Dutta

et al., 2012). In most states the provision of work under NREGS is far too unpredictable

to completely offset the effects of a shock. Under such circumstances, the NREGS would

not affect households’ risk expectations. Andhra Pradesh, however, is one of the states

with the highest number of days of employment generated per rural household. I find

that the provision of work in Andhra Pradesh does effectively respond to changes in

household demand and thus supports households in managing agricultural production

risks.
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The estimation strategy builds on the sequenced introduction of the NREGS at the

district level, and explores the fact that the scheme was introduced in four out of the six

survey districts in 2006 and in the remaining two districts in 2008 and 2009. Because

this approach relies heavily on the parallel trends assumption, I perform a number of

robustness checks. The use of alternative treatment variables (e.g. block-level spending

and employment days generated under the NREGS, as well as households’ registration

with NREGS) does not change the results. Several additional robustness checks rule

out the possibility that the observed effect is due to alternative mechanisms.

The results of this paper suggest that employment guarantees can trigger important

gains in agricultural productivity in the medium term. These gains go far beyond the

direct income effect that the provision of employment in agricultural lean seasons has on

the wellbeing of rural households. By providing households with the right to work, such

programs have an insurance effect, which triggers additional increases in productivity

and, in turn, in households’ incomes. This is a very important lesson for other countries

with planned or ongoing public works programs.

The remainder of this paper proceeds as follows: Section 2.2 introduces a theoretical

framework for analyzing the effects of an employment guarantee on crop choice. Sec-

tion 2.3 presents the data and summary statistics. Section 2.4 outlines the estimation

strategy. Section 2.5 presents the empirical results, and Section 2.6 concludes.

2.2 Risk management and households’ crop choices: A

theoretical framework

Providing additional employment opportunities to a total of 55 million households has

brought about considerable changes in the social and economic realities in India. The

NREGS affects households in rural areas through various channels. The most obvious

and so far most intensely researched effect is the increase in available income and wealth

of those households participating in the program. This wealth effect is most pronounced

for households with surplus labor - namely households whose labor supply exceeds the

labor demand of their farm firm - and in regions where regular labor markets fail to

absorb this excess. The increase in income resulting from NREGS participation has
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been shown to increase consumption levels (Jha et al., 2012) and to reduce poverty

(Klonner and Oldiges, 2014).1

Another effect, which is much less well understood, is the insurance effect. It is

particularly relevant for households that are highly exposed to covariate shocks such as

droughts, floods or large-scale crop diseases. In rural areas of India wages were shown

to fall with covariate shocks (Jayachandran, 2006). Such wage fluctuations severely

limit households’ possibilities to cope with shocks through the labor market. By giving

households the right to work and making employment opportunities available indepen-

dently of shocks, the NREGS greatly influences households’ ability to smooth income

in the case of a shock. The expectation of having access to the NREGS, households

could take more risk in their production decisions, and reach higher expected incomes.

If a shock then occurs, households can cope with it by working for the NREGS.2

Finally, the NREGS is expected to affect wage levels through general equilibrium

effects in the village economy. The NREGS was shown to raise wage levels in the

private sector because wages under the NREGS are in many cases higher than the

wages paid for casual work and households consequently shift their labor supply from

the private sector towards the public works program (Berg et al., 2012; Imbert and

Papp, 2015). Increases in wages could also affect production levels or crop choice in

agriculture because they raise production costs, particularly for large-scale farmers.3

In this paper, I focus specifically on the insurance effect, and how it affects the

allocation of inputs to risky crops in a household’s farm.4 The following theoretical

model of household decision-making under uncertainty shows more systematically how

the introduction of NREGS can affect crop choice via the insurance effect. The model

primarily builds on Dercon and Christiaensen (2011). Taking into account the ideas

outlined by Fafchamps (1993) and Van Den Berg (2002), I particularly explore how the

sequencing of input allocation, shock realization and harvesting influences production

1Increases in disposable income and wealth might also positively influence the capacity to take risks
and investment behavior. This effect is different from the insurance effect, which is the main focus of
this paper. I discuss how I attempt to isolate the insurance effect in Section 2.4.

2Without the shock, it is unlikely that all of these households would participate in the NREGS,
because their shadow wages probably exceed the wage rate paid in the scheme.

3Bhargava (2014) for example shows, that the NREGS induces farmers to shift their production
technology towards labor-saving equipment. I show in Section 2.5.4 that the results of this paper are
not driven by differences in the labor intensity of crops.

4I focus on input allocation because of data constraints: information on land allocation was not
consistently collected.
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decisions. The possibility to smooth consumption over time is therein constrained by

two main factors: the lack of adequate risk management strategies and limited access

to credit. Crop choice is first modeled in a world without risk but with imperfect credit

markets and then extended to a world with uncertainty. This allows for the isolation of

the effects of uncertainty and risk aversion on production decisions. Finally, I show how

the introduction of the NREGS can affect input allocation decisions in both scenarios.

2.2.1 General setup

Assume that a household engaging in agricultural production has the choice between

two agricultural products Qd and Qs. Given that both products are well known to the

household and have been produced in the region for some time, we can abstract from

learning and other sunk costs. These products are produced with two different types of

production functions: one is deterministic and the other stochastic.5 It is also assumed

that the risky crop is more productive on average. Both products can be sold at local

markets at the same price p.

Agricultural production takes place over two periods, the planting and the harvest-

ing seasons. The total yield of both products Q depends on land a, labor l1 and input

k allocation in period one:6

Qd = fd(kd, ld1, a
d) (2.1)

Qs = εfs(ks, ls1, a
s) E[ε] = 1. (2.2)

Inputs k are defined as a bundle of variable inputs such as seeds, fertilizer and pesti-

cides. The total yield of the risky product additionally depends on the realization of a

multiplicative, random, serially uncorrelated shock ε at the end of the first period. The

expected value of this shock is 1; thus in expectation, the yield of the risky crop is just

fs(as, ls1, k
s). Total yield has to be harvested in the second period, and labor required

for harvesting l2 is a linear function of realized yields, e.g. l2 = α(Qd + Qs), where α

5The assumption, that one production function is deterministic and the other stochastic is rather
extreme. Instead, one would expect both production functions to depend on the realization of random
shocks, although to a different extent. However, this simplification is without major impact on the
results obtained here.

6I have abstracted from fixed capital because the marginal effect of productive capital was found to
be close to zero.
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is a parameter indicating how much labor is needed for harvesting given any realized

yield.7

I assume that the household maximizes utility from consumption C in both the

planting and the harvesting periods. The utility function is additive over both periods

and future utility is discounted by the factor δ. The utility function satisfies the usual

properties: it is twice differentiable and increases in C but at decreasing rates, ∂U/∂C >

0 and ∂2U/∂C2 < 0. This also implies that the household is risk averse. I abstract

from leisure in this model because it does not change the choice under uncertainty.8

The household generates income from wage employment on local labor markets and

from agricultural production. Building on the full-income approach, the household

maximization problem can be described as follows:

max V =U1(C1) + δU2(C2)

s.t.

C1 ≤ w1(T1 − ld1 − ls1)− g(kd + ks) +B

C2 ≤ p(Qd +Qs) + w2(T2 − l2)− (1 + r)B

B ≤ Bm

ad + as ≤ 1. (2.3)

Total time endowment is represented by T1 and T2. In both periods total time can be

allocated between working in the labor market and working in own fields. In the first

period, the household obtains income from wage work at level w1 and from borrowing B.

Inputs for agricultural production can be purchased at price g. In the second period, the

household obtains income from the sale its own agricultural production p(Qd+Qs) and

wage work at level w2. Note here that the household has to allocate labor to harvesting

in order to generate income from its agricultural production. Because it seems plausible

that the household always prioritizes its own harvest over wage employment, I assume

that the household deems the cost of harvesting to equate to reservation wages rather

7Because labor allocation is linear in realized yields, it is profitable to harvest either the entire crop
or nothing at all (depending on wage levels and output prices).

8By dropping leisure, I ignore possible income effects of increases in wage levels on a household’s
time allocation between labor and leisure. But since my main interest lies in crop choice rather than
in production levels, ignoring leisure is not of major concern. Similar approaches can be found in
Rosenzweig and Binswanger (1993), Fafchamps and Pender (1997) and Dercon and Christiansen (2011).
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than market wages. It is therefore useful to replace the wage cost of harvesting w2l2

in the budget constraint with αwr2(Qd + Qs), where wr2 is the reservation wage and

α(Qd +Qs) is the effort necessary for harvesting expressed in units of realized yield.

Incurred debts have to be repaid in the second period at an interest rate of r. Input

credits are relatively common in rural Andhra Pradesh, although it seems that the

amount of credit conceded is limited by a household’s wealth. In the sample around

18% of the households that applied for credit reported not receiving the total amount

of credit they applied for. Therefore, Bm describes the maximum amount a household

can borrow for productive purposes. In contrast to input credit, consumption credit is

much more difficult to obtain and highly expensive. Because households are expected

to opt for that source of credit only under extreme circumstances, this model does not

allow for any borrowing beyond the harvesting period.

In this setting local labor markets are assumed to function with the option to hire

labor in as well as out. In fact, most households in the sample report a range of income

sources - of which casual labor features prominently. However, harvest stage wages

are assumed to be stochastic and to covary with covariant shocks, such as rainfall

shortages. This was shown in the case of rural India by Jayachandran (2006). For most

households, this means that they can only form expectations about harvest stage wages

and face a double risk from rainfall fluctuations: First, their own harvest is likely to

fail if there is a rain shortage. Second, they cannot find work at adequate wage levels

in local labor markets.

Finally, ad + as = 1 describes the restrictions on allocable land. I assume that

there are no functioning land markets and that owned land is used for own agricultural

production or left fallow. This is obviously a simplifying assumption that does not hold

everywhere in India. Nonetheless, observed levels of land renting are relatively low in

rural Andhra Pradesh and land sales are virtually absent.9

The model described so far deviates from standard neoclassical models in that credit

and land markets are assumed to be dysfunctional. Given these constraints, households’

production and consumption decisions are not separable even in the absence of risk.

9Part of this is due to a very restrictive legal environment that discourages land owners from renting
out their land even if it is otherwise left fallow. Also, land prices are very high, which combined with
low levels of credit availability makes land acquisition impossible for the majority of households. Those
who could afford this rather seek to diversify out of agriculture and move to urban areas.
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2.2.2 Deterministic case

First, consider a scenario without uncertainty. In such a world each household maxi-

mizes utility by maximizing profits from agricultural production plus income from wage

employment.10. Because both production functions are deterministic in this scenario,

optimal land, input and labor allocations are achieved when their marginal products

equal respective prices. Solving the household maximization problem leads to the fol-

lowing decision rule for the allocation of variable inputs to each of the crops:11

∂fd,s

∂kd,s
=

g

(p− αwr2)

∂U1
∂C1

δ ∂U2
∂C2

. (2.4)

In the absence of risk, the decision rule is equal for both crops, and optimal allocation

implies that the marginal product of inputs in d is equal to the marginal product of

inputs in s. Because realized yield is harvested in the second period, input allocation

does not only depend on input and output prices but also on reservation wages in the

harvest season and on the intertemporal marginal rate of substitution in consumption.

If credit constraints bind, input allocation to both crops is lower, and the household

allocates more time to the labor market.12

2.2.3 Introducing uncertainty

When introducing uncertainty, the household has to form expectations about the real-

ized yield of the risky crop Qs, the wage levels in the harvest period w2, and the level

of consumption that can be achieved in the second period C2. The decision rules for

input allocation under uncertainty change to

∂fd

∂kd
=

g

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

(2.5)

10Identical results would be obtained if the household were risk neutral
11As mentioned earlier, the main focus of this paper is on input allocation, but similar results can be

obtained for the allocation of labor and land to each of the crops. A detailed derivation of all decision
rules can be found in the Appendix, Section 2.A.

12C.f. Section 2.A of the Appendix for a derivation of this result.
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for the deterministic crop, and to

∂fs

∂ks
=

g

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

−
cov( ∂U2

∂C2
, ε)

(p− αwr2)δ ∂EU2
∂C2

(2.6)

for the stochastic crop. Equation (2.5) looks similar to equation (2.4), except that the

household now maximizes expected utility of consumption in the harvest period. For

any expected consumption level C2, expected utility EU2(C2) is lower than the utility of

the expected value U2(E(C2)), and marginal expected utility is higher than the marginal

utility of the expected value. Thus, under uncertainty, the right-hand side term is lower

than in the deterministic case, implying that the household allocates more inputs to the

safe crop than it would in the absence of risk. This reflects the greater weight households

put on future consumption relative to current consumption when facing uncertainty.

Equation (2.6) shows the effect of uncertainty on input allocation to the risky crop.

Here the decision rule changes considerably and the overall effect is less clear. Again,

marginal expected utility is higher than marginal utility, thus implying higher input

allocation to the risky crop also. However, the covariance between marginal utility of

consumption and the random shock ε is strictly negative.13 This term increases the

value of the right-hand side of equation (2.6), which means that input allocation to

the risky crop is lower under uncertainty. Which of the two effects is stronger depends

on the degree of risk aversion of the household, expected consumption levels C2 and

the amount of covariance between marginal utility and the random shock. Since the

covariance is greater with lower wages in period two and with a higher interest rate

r, the net effect of uncertainty on input allocation can be expected to be negative in

this context. Irrespective of total levels of input allocation, it can be clearly seen that

under uncertainty, input allocation shifts towards the safe crop kd relative to the risky

crop ks. Thus under uncertainty, the share of risky crops in a household’s portfolio is

always lower than in the deterministic scenario.

13In a bad state of the world (ε = 0) consumption in the second period is lower and marginal utility
higher than in a good state of the world. Conversely, a high ε leads to higher consumption in period 2
and to lower marginal utility of consumption.
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2.2.4 The insurance effect of an Employment Guarantee

The insurance effect of an employment guarantee, such as the National Rural Employ-

ment Guarantee Scheme (NREGS), on households’ allocation rules is best represented

by an increase in expected harvest stage wages.14 For households with a labor surplus,

other farms offer the best possibility of finding employment during harvest periods; in

the case of major weather shocks, they have to expect to not find any employment at

all (Jayachandran, 2006; Kaur, 2014). Because the NREGS provides reliable income

opportunities throughout the year, households can expect to find employment in the

harvest period even in bad years. In other words, the NREGS increases wage levels

in bad years and therewith reduces the covariance between harvest stage wage levels

and covariant shocks. The comparative statics in this section show that the introduc-

tion of NREGS affects optimal input allocation under certainty differently than under

uncertainty.

Without uncertainty, an increase in average harvest period wages w2 affects optimal

input allocation by increasing consumption levels that can be realized in the second

period (c.f. eq. 2.4). Households that hire labor out (i.e. those whose land is too

small to produce at higher levels) increase consumption. One can thus see a decrease

in input allocation for net lenders of labor because of increases in C2, which reduces

∂U2/∂C2 and increases the second part of the right-hand side of equation (2.4). The

effect of increased wages on agricultural production levels (through consumption) can

be understood as a substitution effect. Because working outside the farm becomes more

profitable for households with little cultivated land, the allocation of inputs to those

lands should decrease from very high levels to more efficient ones.

An entirely different effect can be observed if uncertainty reduces input allocation to

risky crops as given by equation (2.6). If harvest stage wages increase, we can observe

the same effects on marginal utility of consumption as in the deterministic case. Under

uncertainty, however, the negative covariance term reduces input allocation to the

risky crop, and this effect is now partially offset by the introduction of an employment

guarantee. As possibilities to generate market income improve, the effect of shocks on

harvest period consumption decreases. Because the household knows that it can earn

additional income in instances of negative production shocks by spending more time

14Of course, in a scenario without uncertainty, expected wage levels need to be replaced by average
wage levels.
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working for the NREGS, it can afford to take a greater amount of risk in his agricultural

production. The more the covariance term on the right-hand side of equation (2.6)

approaches zero, the more the ratio of inputs allocated to the risky crop (versus the

safe crop) approaches the deterministic scenario. This means that even if total input

(or similarly labor) allocation is reduced due to the employment guarantee, the share

of total inputs allocated to each of the crops approaches the ratio of the deterministic

scenario. Interestingly, this effect holds independently of whether credit constraints

reduce total input allocation or not.15

2.3 Data

When estimating the insurance effect of the NREGS, one must take into account con-

siderable variation in the quality of implementation of the program across states (Dutta

et al., 2012). The section above highlighted the importance of households’ expectations

about future income streams. Therefore it seems plausible to observe insurance effects

only in states in which the demand for employment has been sufficiently met, already

in the early years of program implementation.

Given these considerations, the model specified above is tested using the Young

Lives Survey (YLS) data for Andhra Pradesh. Andhra Pradesh is particularly suited

to studying the question of interest because it is one of the best performing states in

India in terms of the number of workdays generated per household and meeting the

demand for work (Dutta et al., 2012). Regarding outreach, only Chhattisgarh, West

Bengal, Madya Pradesh and Rajastan reached higher proportions of rural households

in the financial year 2009/10.16

The YLS data set covers 3,019 households living in six different districts, 17 sub-

districts (blocks) and 87 villages. The selection process of districts for the YLS ensured

that all three geographical regions were surveyed, as too were the poor and non-poor

15C.f. Section 2.A of the Appendix for a detailed derivation of this result.
16At the same time, Andhra Pradesh has been a forerunner in terms of innovative approaches to

the implementation of the NREGS. First, it has a lot of experience with performing social audits to
increase accountability within the scheme. Second, it was one of the first states to cooperate with IT
enterprises to strengthen the efficiency of administrative processes. To increase transparency, entries
on muster rolls and the number of workdays generated per job card holder, inter alia, are publicly
accessible. Nonetheless, the program continues to be implemented in a top-down manner in Andhra
Pradesh. Usually, work is not generated upon demand, rather work applications are only accepted if
there is work available.
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districts of each region, such that the YLS is broadly representative of the population of

Andhra Pradesh (Galab et al., 2011).17 Three rounds of interviews have been conducted

so far (2002, 2007 and 2009/10). Panel attrition is relatively low: 2,910 households were

revisited in 2009/10, giving an attrition rate of 3.6% (Galab et al., 2011). For reasons of

comparability, only the second (2007) and third (2009/10) rounds are considered in the

current analysis. Furthermore, the analysis is restricted to households with non-zero

agricultural production in 2007 and 2009/10. This data is complemented by secondary

data for the calculation of the dependent variable as well as for a number of controls.

Table 2.1 reports baseline summary statistics for the main variables and controls

used in the paper. I split the sample in treatment and control group. Treatment

indicates that a household has access to the NREGS at the district level at the beginning

of the agricultural cycle. The period of reference for the 2007 round of interviews is

the agricultural year 2005/06 (May 2005 to April 2006). Given that the introduction

of the NREGS started in April 2006, no household had access to the NREGS in the

baseline reporting period. The period of reference for the 2009/10 interviews is the

agricultural year 2008/09. By that time, NREGS works had started in the districts

Anantapur, Cuddapah, Karimnagar and Mahaboobnagar, the treatment districts. In

Srikakulam and West Godavari, the control districts, the introduction of the NREGS

was in August 2007 and in March 2008 respectively. Since activities started only very

slowly in Srikakulam, I use this district as control district despite the introduction of

the NREGS in mid 2007.18

For the calculation of the dependent variable - a risk index of each households’ crop

portfolio - data on input allocation to each crop from the questionnaire is combined with

District-level crop production statistics. The time series of crop production statistics

are used to calculate the coefficient of variation of each crop’s yield.19 With this

information, a risk index Ri of each household’s crop portfolio is constructed given the

reported allocation of inputs to each of the crops.20 The risk index for household i

17This is in reference to the State of Andhra Pradesh in 2013, prior to its division into the states of
Andhra Pradesh and Telangana.

18For a detailed discussion of data sources and the construction of variables refer to the Appendix,
Section 2.B.

19Crop risk can also stem from variability in prices, not only in yield. However, given the practice
of setting and regularly adjusting Minimum Support Prices in India, it is impossible to compute price
risk based on time-series of prices.

20Allocation of inputs refers to the share in total variable inputs such as seeds, fertilizer and pesticides
that is allocated to each crop in a household’s portfolio. This is the only information collected in the
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Table 2.1: Baseline characteristics

Treatment Control
Mean SD Mean SD p-value

Household characteristics
Male household head 0.96 0.20 0.97 0.18 0.41
Age of household head 41.93 12.13 41.01 11.83 0.24
Household head is literate 0.32 0.47 0.25 0.43 0.01
Household size 6.10 2.62 5.61 2.07 0.00
Wealth index 0.39 0.13 0.38 0.20 0.77
Annual income, off-farm activities 24.70 24.82 19.81 26.13 0.00
Hh benefits from credit/training program 0.62 0.49 0.58 0.49 0.18
Any serious debts 0.63 0.48 0.47 0.50 0.00
Able to raise 1000 rupees in one week 0.61 0.49 0.33 0.47 0.00

Farm characteristics
Value of agr. production 28.49 45.76 24.38 124.96 0.56
Value of variable inputs 14.51 21.34 14.42 69.52 0.98
Area cultivated (acres) 4.14 4.57 2.73 5.47 0.00
Risk index of crop portfolio 0.36 0.12 0.26 0.08 0.00
Labor intensity of crop portfolio 0.27 0.07 0.28 0.08 0.01
Cost intensity of crop portfolio 21137 7411 25873 10455 0.00
Herfindahl index of crop portfolio 0.76 0.25 0.80 0.23 0.00
Number of crops 2.04 1.03 2.07 1.33 0.68
Irrigated area (% of total) 0.18 0.32 0.14 0.30 0.06
Fertilizer (dummy) 0.98 0.15 0.87 0.34 0.00
HYV seeds (dummy) 0.77 0.42 0.63 0.48 0.00
Participated in labor sharing (dummy) 0.75 0.43 0.78 0.41 0.22
Time in crop production (hours per year) 2085 2280 1365 1310 0.00

Shocks
Rainfall (deviation) 0.33 0.28 -0.06 0.16 0.00
Rainfall (deviation, lag) -0.39 0.10 -0.12 0.10 0.00
Self-reported shock 0.81 0.39 0.51 0.50 0.00

NREGS participation
Household registered with NREGS 0.66 0.47 0.00 0.00 0.00
Household generated income from NREGS 0.54 0.50 0.00 0.00 0.00
Income, NREGS 1.24 2.39 0.00 0.00 0.00

Observations 750 338

Notes: All values in constant INR 1,000 (July 2006). One US$ is equivalent to 46.38 INR (July 2006).
Variable definitions and sources are described in the Appendix, Section B.
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given input allocation k to crop m is defined as Ri =
∑
rmkm/

∑
kn, where rm is the

coefficient of variation of the yield of crop m.21 Note here, that rm is only available

for a subset of all crops n (26 out of 42), such that m ⊆ n. Still,
∑
km represents

roughly 90% of the total allocation of inputs in the sample. To reduce potential bias, I

drop all observations from the sample which have no crop in their portfolio for which

risk information is available, e.g.
∑
km = 0 or Ri = 0, in one or both of the survey

rounds.22 As can be seen in Table 2.1, The risk index at baseline is higher in the

treatment group (0.36) than in the control group (0.26). The difference is statistically

significant at the 1% level.

Using a risk index as dependent variable deviates from choice analyzed in the theo-

retical model because households can cultivate more than two crops. Obviously house-

holds could also chose to increase the number of crops in their portfolio as strategy to

diversify risk. If there is imperfect correlation between crops’ yields, then the risk index

would not adequately predict the amount of risk a household is willing to take in his

production decisions as it omits the effect of diversification in overall crop risk. How-

ever, crop concentration is quite high in the sample: the average household produces

only two crops and the baseline Herfindahl index of the crop portfolio is 0.76 in the

treatment group. In the control group, the baseline Herfindal index is 0.8 (c.f. Table

2.1).23

Agricultural production levels as well as the amount spent on variable inputs (such

as seeds, fertilizer and pesticides) are not statistically different between treatment group

households and control group households. However, the area cultivated, irrigation

levels, the probability to apply fertilizer and to use high yielding variety (HYV) seeds are

all higher in the treatment group than in the control group. Table 2.1 also summarizes

the occurrence of different shocks in both groups and in both periods. Rainfall deviation

and rainfall deviation (lag) describe the deviation of annual cumulative rainfall levels

from their long-term average. Finally, Table 2.1 reports the participation status with

survey that gives information about the relative importance of each crop in a household’s production.
21The distribution of the risk index as well as of the change in this variable between survey rounds

is plotted in Figures (2.D.1) and (2.D.2) respectively in the Appendix.
22Section 2.B.2 of the Appendix provides more information on how the variable is constructed. The

robustness of my findings to the selection of alternative dependent variables, such as the weighted
average of the standard deviation of crop returns, but also to different methods of aggregating the risk
index is shown in Table 2.D.1 in the Appendix.

23I also show in Section 2.5.4 that the introduction of the NREGS has a positive (although not
statistically significant effect) on crop concentration.
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the NREGS at the time of the baseline data collection. As can be seen, 66% of the

households in the treatment districts report having registered with the NREGS in 2007.

2.4 Estimation strategy

The key prediction of the model described in Section 2.2 is that an increase in expected

labor market wages in the harvesting period, ceteris paribus, increases the share of

inputs allocated to risky crops if households were previously constrained in their crop

choice by high levels of uncertainty regarding output levels and dysfunctional insurance

markets. It is not possible to test this hypothesis directly for two reasons. First,

households’ expectations with regard to wages depend on a range of individual factors

(such as perceived access to the labor market) that would not be captured by observed

village-level wages. Second, a range of unobserved village characteristics may change

over time and those changes probably influence both expected labor market wages and

households’ crop choice.

To circumvent the problems mentioned above, I explore the availability of the

NREGS as a source of exogenous variation in expected labor market wages during

the harvest period. As argued in Section 2.2.4, the introduction of NREGS increases

expected wages in the harvest period because employment opportunities through the

NREGS do not depend on favorable weather outcomes and hence do not covary with

village-level shocks.

It is important to notice here that the NREGS does not only affect households’ crop

choices through the insurance effect - which is the main focus of this paper. Because

increases in available income and wealth due to the NREGS might also influence a

household’s ability to cope with shocks, their access to credit and their willingness to

take risks, it is essential to control for these changes in order to isolate the insurance

effect.24 The outcome equation can be written as follows:

Rijt = β1Dijt + β2Xit + β3Zjt + ui + γj + δt + υijt. (2.7)

The dependent variable is the risk index of household i’s crop portfolio at time t.

Dijt represents a household’s access to the NREGS. Let Xit be a set of time-varying

household characteristics that affect preferences and crop choice (such as education,

24Table 2.D.2 in the Appendix shows that the results are robust to the omission of these variables.
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wealth, income and past experience with shocks) and ui be time-constant unobserved

household characteristics (such as risk aversion, farming ability and land quality). Zit

is a set of time-varying village-level characteristics (e.g. weather trends, extension

services, prices, etc.), γj are time-constant village characteristics (such as the land’s

suitability for certain crops), δt is a time fixed-effect and υijt is the error term.

Taking the first difference removes unobserved household and village level charac-

teristics that are constant over time:25

4Rij = Rij,t+1 −Rij,t = β14Dij + β24Xi + β34Zj +4δ +4υij . (2.8)

For β1 to have a causal interpretation, the differences in the change of the risk index

between the treatment and control groups must be entirely due to the NREGS. This

assumption could be violated for a number of reasons. First, since the access to the

NREGS is non-random, treatment could be correlated with potential outcomes of Rijt.

Second, households in the treatment and control group may not be following parallel

trends in their crop choices. The remainder of this section discusses how I address these

points.

This paper uses four different treatment variables. First, as discussed above, I ex-

plore the universal nature of the NREGS by coding as ‘treated’ those households based

in districts where the NREGS was introduced in 2006.26 Second, I use lagged block-level

disbursements under the program as an indicator of the intensity of treatment, arguing

that households living in blocks with higher past disbursements expect employment to

be more readily available in situations of need. The average lagged disbursement in

treatment districts is INR 14.27 Mio. with a standard deviation of 9.64 in 2009/10.

Third, following the same logic, I use the lagged annual total of employment person-

days generated per job card at the block-level. In 2009/10, the number of person-days

generated was 11.15 on average with a standard deviation of 5.58. Fourth, I explore

the self-selection of households into the program by comparing the changes in the risk

25With two time periods, taking the first differences is essentially the same as estimating the model
in fixed effects.

26Given the size of the program and the huge awareness campaigns undertaken at the beginning of
implementation, it seems valid to assume that households in rural Andhra Pradesh form expectations
about income opportunities through the NREGS based on the local availability of the program and
not only based on being registered with the program.
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index of households who were registered with the NREGS by 2007 with the rest of the

sample.

At the district level, the NREGS should have been introduced in the poorest dis-

tricts first. This could potentially bias the estimates downwards because poorer dis-

tricts are less likely to have extension services and marketing structures in place that

would enable households to seize the opportunity to plant more profitable cash crops.

However, in most states - and in Andhra Pradesh in particular - the prioritization of

the poorest districts was not systematically implemented. In this sample, the general

economic characteristics of treatment and control districts do not differ greatly.27 The

treatment intensity at the block level should also be exogenous to potential outcomes.

Estimates could be biased if funds allocated to blocks responded to rainfall shocks and if

these rainfall shocks also affected a household’s input allocation decision. However, the

amount of funds to be sanctioned per block is defined between December and March

for the following financial year (April to March). Since I am using lagged values of

disbursed funds, these amounts are fixed 14 to 18 months before household’s decide on

their input allocation.28 Lastly, I explore differences in crop choices across households

who registered with the NREGS or not. Here, the possibility that unobserved shocks

or other time-varying variables affect both the decision to register and a household’s

crop choice cannot be ruled out. I employ matching techniques to reduce selection bias,

but this is admittedly not sufficient to rule out non-random assignment.

The parallel trends assumption could be violated due to differences in crop pro-

ductivity which cause the share of certain crops in total input allocation to increase

independently of the NREGS. Given the small number of districts in the sample, this

could significantly bias the results. District-wise time trends in the risk index of crop

production are displayed in Figure 2.1. One of the treatment districts (Mahaboobna-

gar) displays a decreasing trend in the risk index, while all other districts seem to be

following the same trend.

Another - more subtle - violation of the parallel trends assumption could emerge

from mean reversion in the dependent variable. Why might households with riskier crop

portfolios display a negative change in the risk index? The reason could be effects of

27See Section 2.B.4 and Table 2.D.3 in the Appendix for more information.
28It is also fixed between 6 and 8 months before the start of the monsoon, which could affect next

years input allocation through time-lags in the effect of shocks. For more information on the time line
see Appendix, Section 2.B.1.
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Figure 2.1: District-wise risk-index of land use
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Source: Own estimation based on the Land Use Statistics and District-wise Crop Production
Statistics, Ministry of Agriculture, GoI.

lagged shocks on current input choices which are rooted in the non-separability of pro-

duction and consumption decision of agricultural households (Sadoulet and De Janvry,

1995). In a world with imperfect credit markets and risk, past shocks affect current

wealth and therefore also current input allocation decisions. If household wealth is

perfectly captured by the data, controlling for changes in wealth should eliminate any

bias. If wealth is, however, also reflected in soil nutrition, which is affected by weather

shocks and not captured in the data, then controlling for wealth is not sufficient (Foster

and Rosenzweig, 2010a).

Assume that the risk index of each household’s crop portfolio follows a modified

AR(1) process, where - in the absence of a shock - the risk index at time t + 1, Rt+1,

is equal to a linear transformation of the risk index of the previous period plus some

random noise, e.g ρRt + εt+1.
29 In contrast, if a shock occurs, households with higher

risk in their crop portfolio also face higher losses in agricultural production. This forces

them to choose a more conservative crop portfolio in the following period. Formally,

this process can be described as follows:

Rt+1 = ρRt + δut + g(Rt)ut + εt+1. (2.9)

29For expositional purposes, I drop all subscripts except the time subscript.
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The shock ut has expected value zero and g(Rt) is a flexible function of input allocation,

which allows shocks to have a differential effect on next seasons crop choice, depending

on the level of Rt. In the absence of any program effect, the observed change in crop

choice would be the following:

4R = Rt+1 −Rt

= ρ(Rt −Rt−1) + δ(ut − ut−1) + g(Rt)ut − g(Rt−1)ut−1 + εt+1 − εt

= (ρ− 1)Rt + δut + g(Rt)ut + εt+1. (2.10)

In expectation this change would be E(4R) = (ρ − 1)Rt. A placebo treatment

effect is zero in expectation only if the process approaches a random walk (e.g. ρ = 1)

or if the distribution of Rt is equal in treatment and control groups. The placebo

treatment effect is even higher if the occurrence of lagged shocks ut is different in both

groups. The low number of districts used in this analysis warrants special attention to

this phenomenon. As discussed earlier, baseline levels of risk as well as the occurrence

of shocks are substantially different between treatment and control groups. I estimate

the importance of mean reversion in the control group only and find estimates of ρ− 1,

δ and g(Rt)ut equal to −0.61, 0.03 and −0.24 respectively.30

I account for shock induced mean reversion by adjusting equation (2.8) in a way

that eliminates sources of correlation between4Dij and (υij,t+1−υij,t). Using equation

(2.10) to rewrite eq. (2.8) yields:

4Rij = β14Dij + β24Xi + β34Zj +4δ

+ (ρ− 1)Rijt + δujt + g(Rijt)ujt +4υij . (2.11)

Following Chay et al. (2005), I estimate a simplified version, such as:

4Rij = β14Dij + β24Xi + β34Zj +4δ

+ β4Rijt + β5ujt + β6Rijtujt +4υij . (2.12)

Before proceeding, one last empirical challenge needs to be addressed: within cluster

correlation in 4υij . Studies that work with a small number of clusters always face the

30I use the level and the square of Rt as approximation for g(Rt). Detailed results can be found in
the Appendix, Table 2.D.4.
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challenge of adequately adjusting standard errors for potential within cluster correlation

of errors. Throughout the paper, I calculate Eicker-White standard errors clustered at

the sub-district (block) level or district level depending on the level of aggregation of the

regressors. However, since the number of clusters is fairly small, these standard errors

are likely to be downward biased (Cameron et al., 2008). In cases of very few clusters,

Cameron et al. (2008) suggest to calculate p-values using a wild cluster-bootstrap with

Rademacher weights.31 In a more recent paper, Cameron and Miller (2015) suggest the

use of Webb’s (2014) weights if the number of clusters is smaller than ten, which seems

reasonable when using a district level treatment variable. P-values of the respective

treatment variable using both versions of the bootstrap with 4,999 replications are

reported at the bottom of Table 2.4.32

2.5 Results

This section starts by presenting estimates for an agricultural production function. It

proceeds by assessing the extent to which the NREGS can actually support households

in this sample in coping with shocks, which is the precondition for expecting any insur-

ance effect. This section then analyzes the effects of the NREGS on households’ crop

choices and presents a number of robustness checks.

2.5.1 Identifying profitable production strategies

To understand inhowfar households’ crop choice can improve their income from agricul-

tural production, I estimate an agricultural production function, linking the total value

of agricultural output Qijt to input allocation Kijt, labor Lijt, plot size Aijt and risky

crop choice Rijt. I estimate agricultural output assuming a Cobb-Douglas production

function, in which the choice of crops affects output multiplicatively in the following

31This approach was applied, inter alia, by Adrianzen (2014) to data clustered in 26 villages and by
Akosa Antwi et al. (2013) to 28 quarter-year groups.

32The wild cluster-bootstrap calculates t-statistics for each bootstrap sample and estimates rejec-
tion rates based on the resulting distribution of t-statistics. Because this method does not calculate
standard errors, I report clustered standard errors throughout the text. Implementation of the boot-
strap in Stata is done based on the do-file written by Douglas Miller, which can be accessed online:
http://www.econ.ucdavis.edu/faculty/dlmiller/statafiles/.
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manner:

Qijt = (Kβ1
ijtL

β2
ijtA

β3
ijt)e

g(Rijt). (2.13)

I allow Rijt to affect output non-linearly because it seems very likely that increasing the

average risk in a crop portfolio is only beneficial to a certain extent, beyond which risk

is simply too high to increase output. The production function described in equation

(2.13) can be estimated by log-transforming the data and controlling for shocks Zijt,

unobserved characteristics γij and time effects δt. Again, I use the level and the square

of Rijt as approximation for g(Rijt):

ln(Qijt) = β0 + β1 ln(Kijt) + β2 ln(Lijt) + β3 ln(Aijt) + β4Rijt + β5R
2
ijt

+ β6Zijt + γij + δt + υijt. (2.14)

The equation is estimated in OLS, random effects and fixed effects. As can be

seen in Table 2.2, all models generate similar results. Columns (1) and (2) report OLS

estimates for the survey round of 2007. These show that estimates are not affected

by the exclusion of labor from the agricultural production function.33 Columns (3)

and (4) show random effects estimates, and column (5) and (6) fixed effects estimates.

In columns (4) and (6), I additionally allow the effect of rainfall to vary with the

amount of risk in a household’s crop portfolio. The estimates in Table 2.2 suggest that

households could significantly raise the value of their agricultural production if they

were to increase the share of inputs allocated to riskier crops. However, this is only

true up to a certain level. The square of the risk index is statistically significant at

the 5% level in all specifications that use both rounds of data. Based on the fixed

effects estimates, predicted agricultural output reaches its maximum at a risk index

of 0.42.34 Beyond this point, a further increase in risk would reduce total agricultural

output. Average risk levels in households’ crop portfolios are well below this value;

in the survey round of 2007 the average risk index was 0.36 in the treatment group

and 0.26 in the control group (c.f. Table 2.1). Other variables, such as the amount

of inputs allocated, total cultivated area and labor have the expected sign and are all

33I cannot control for labor in the panel data models, because time information was only collected
in 2007 and not in 2009/10.

34C.f. Figure 2.D.3 in the Appendix.
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statistically significant.35 The interaction term of rainfall and the risk index is positive

and statistically significant at the 5% level. At the optimal risk level of 0.42, the

marginal effect of rainfall is as high as 0.24 with a standard error of 0.17.

Table 2.2: Agricultural Production Function

2007 OLS Random Effects Fixed Effects
(1) (2) (3) (4) (5) (6)

Risk index of crop portfolio 5.771∗ 6.040∗∗ 6.665∗∗ 6.618∗∗ 6.747∗ 6.353∗

(1.996) (1.989) (2.354) (2.344) (3.069) (2.913)

Risk index of crop portfolio (squared) -7.100∗∗ -6.887∗∗ -8.442∗∗ -8.616∗∗ -7.953+ -8.226∗

(2.312) (2.240) (2.818) (2.769) (3.770) (3.545)

Variable inputs (log) 0.876∗∗∗ 0.805∗∗∗ 0.915∗∗∗ 0.913∗∗∗ 0.736∗∗∗ 0.743∗∗∗

(0.114) (0.109) (0.131) (0.131) (0.128) (0.127)

Area cultivated (acres, log) 0.784∗∗ 0.622∗∗ 0.872∗∗∗ 0.880∗∗∗ 0.659∗∗ 0.673∗∗

(0.225) (0.196) (0.229) (0.227) (0.188) (0.185)

Labour (hours, log) 0.225∗∗∗

(0.056)

Rainfall (deviation) -0.347 -0.391 -0.191 -0.683 -0.010 -1.147+

(0.434) (0.421) (0.176) (0.533) (0.155) (0.619)

Rainfall (deviation) × Risk index 1.439 3.311∗

(1.259) (1.552)

Observations 1088 1088 2176 2176 2176 2176
R2 0.295 0.318 0.129 0.132

Notes: Dep. var.: Income from agricultural production (log). Additional controls are share of area under irrigation,
fertilizer application, HYV seeds application, labor sharing, rainfall (deviation), rainfall (deviation, lag), self-reported
shocks, and time trend. Col. (1) & (2) additionally control for household characteristics: age, sex, and education of
household head, and household size. Standard errors (clustered at the the sub-district) in parentheses. ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001.

To gauge the robustness of this result, I additionally consider state-level statistics

on the returns per hectare for major crops between 1996 and 2009.36 Figure 2.2 plots

the average returns of different crops against the standard deviation of these returns

for the years 1996 to 2006 in Andhra Pradesh. The scatter plot shows a clear positive

relationship between average returns and their volatility, indicating again that the

riskiness of crops is strongly correlated with returns to producing these crops.37

35Additionally, the share of area under irrigation seems to increase output levels. In contrast, the
dummies indicating whether or not a household applied fertilizer or high yielding variety (HYV) seeds
are not statistically significant. This might seem somewhat surprising, but since expenditure on fertil-
izer and seeds is included in variable inputs, one should not attribute too much weight to this finding.

36Unfortunately, these statistics are only available at state level and only for very few crops.
37Many of these commodities are traded internationally, such that risk-aversion of farmers alone can
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Figure 2.2: Returns per hectare of major crops
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2.5.2 Does the NREGS support households in coping with shocks?

Next, I estimate to which extent the NREGS helps households in coping with shocks. I

argue that the NREGS has an insurance effect only if work provision sufficiently reacts

to increasing demand in the case of a shock. Therefore, I test whether deviations from

mean rainfall levels, as well as households’ self-reported shocks, drive changes in the

number of days households work for the NREGS in a fixed effects model. The results

are reported in Table 2.3. In the first two columns, the total number of days worked in

the past 12 months is the dependent variable; in the last two columns it is the log of this

variable. The estimation is also restricted to phase one districts; thus only households

who had access to the NREGS in both survey rounds are considered.

The results suggest that the number of days worked for the NREGS changes con-

siderably with variation in rainfall levels. The greatest change is observed for lagged

rainfall levels - that is, cumulative rainfall in the agricultural year preceding the period

of reference. The coefficient of the lagged rainfall variable is negative 63.1, which im-

probably not explain the observed correlation between the riskiness of crops and their returns. Other
reasons could be differences in the concentration of supply or demand between crops. Analyzing the
reasons for the apparent relationship between risk and returns in crop portfolios is beyond the scope
of this paper.
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Table 2.3: Number of days worked with NREGS

(1) (2) (3) (4)
NREGS days NREGS days (log)

Rainfall (deviation, lag) -65.423∗∗ -63.104∗∗ -2.945∗∗ -2.873∗∗

(18.461) (19.151) (0.887) (0.845)

Rainfall (deviation) -28.798∗∗ -31.004∗∗ -0.800 -0.876
(8.700) (8.935) (0.554) (0.497)

Self-reported shock 1.543 1.437 0.174∗ 0.179∗

(3.631) (3.899) (0.069) (0.077)

Observations 1490 1490 1490 1490

Notes: Estimation in fixed effects. Dep. var.: No. of days a household worked for
the NREGS in the past 12 months. Time trend and region-time trends included,
but not reported. Col. (2) and (4) additionally control for area cultivated (acres,
log), wealth index of the household, and if household benefits from credit/training
program. Standard errors (clustered at the sub-district) in parentheses. + p < 0.10,
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

plies that households worked 6.3 more days for the NREGS if lagged rainfall levels were

10% below average. This supports the assumption that the NREGS helps households

in coping with shocks, because households use the program to smooth income ex post

- for instance, after harvest and after agricultural products have been sold.38

Table 2.3 also shows how important maturation of the program is. A large share of

the variance in the number of days worked for the NREGS can be explained by time

alone. In contrast, wealth levels do not seem to influence the dependent variable, and

the size of the cultivated area is only statistically significant in one specification. This is

probably due to the limited variation of this variable over time.39 Self-reported shocks

also seem to increase the number of days worked for the NREGS.40

To quantify the contribution of the NREGS to households’ risk coping, I compare

agricultural losses due to rainfall shortages with income gains through the NREGS.

The agricultural production function estimated in Section 2.5.1 (col. 6) suggests that

a deviation from average annual rainfall by negative 25%, would reduce agricultural

38Similar evidence is provided by Johnson (2009), who finds that the number of days households
work for NREGS increases if rainfall levels are lower than average.

39A positive coefficient could indicate program capture by wealthier households. But a further
investigation of this issue is beyond the scope of this paper.

40The variable is coded as one of a household reported any of 12 self-reported shocks related to
agricultural production.
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output by 5.9% at the optimal level of the risk index. For the average household, this

implies a nominal loss of about INR 1,740 (or US$ 37.5 in constant July 2006 values).

The same deviation in lagged rainfall would lead households to work about 15.8 more

days for the NREGS, which would generate an additional income of INR 1,020 (US$

22) at mean wages observed in the sample. The NREGS thus allows households to

compensate about 58% of agricultural production losses caused by rainfall shortages.

Since rainfall fluctuations are among the most important sources of risk for rural house-

holds, these results suggest that the NREGS could indeed have an insurance effect in

Andhra Pradesh.

2.5.3 The effects of the NREGS on households’ crop choices

In this section I estimate the effect of the NREGS on households’ input allocation

decisions. Table 2.4 reports the effects of the NREGS on the risk index of a household’s

crop portfolio. As described in Section 2.4, I estimate all equations in first differences

and control for initial condition in columns (2), (4) and (6). To isolate the insurance

effect described in Section 2.2.4, I also control for variables that might be affected by

the NREGS and might influence a household’s crop choice through effects other than

the insurance effect. These variables include household off-farm income and wealth, as

well as key farming characteristics, such as the size of cultivated land, irrigation and

total value of variable inputs allocated.41 In all specifications I also control for self

reported shocks, access to other government programs and rainfall levels (current and

lagged). Additionally, a time dummy is included to control for state-wide changes in

input and output prices, weather trends that are not captured by rainfall data and

other changes at the state level that could influence a household’s crop choice.

The results show a positive effect of the NREGS on the riskiness of households’

production decisions. Consistent with the higher prevalence of shocks in the treatment

districts and higher initial values of the risk index, controlling for mean reversion in-

creases the estimated effect of the NREGS. Given the low number of clusters, inference

should be based on the p-values obtained from the wild-cluster bootstrap. The effect

41Household off-farm income consists, inter alia, of income generated through the NREGS in the
past 12 months. Optimally, this should be a lagged value because input allocation decisions are taken
at the beginning of the season, while the income variable refers to the time period shortly after these
allocative decisions were taken. Unfortunately, the survey does not include this information. Table
2.D.2 in the Appendix shows that the results are not influenced by changes in income or changes in
total input allocation.
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Table 2.4: Effect of the NREGS on risk index of crop portfolio

(1) (2) (3) (4) (5) (6)

D.NREGS introduced in district 0.038∗ 0.072∗∗

(0.011) (0.017)

D.Cumulative expend., NREGS (log, lag) 0.007∗∗ 0.014∗∗∗

(0.002) (0.003)

D.Employment per JC generated, NREGS (lag) 0.002+ 0.002
(0.001) (0.002)

Rainfall (deviation) at baseline 0.121+ 0.109 0.175∗

(0.050) (0.072) (0.080)

Risk index at baseline -0.603∗∗∗ -0.582∗∗∗ -0.512∗∗∗

(0.061) (0.058) (0.068)

Risk index × Rainfall (deviation) -0.109 -0.152 -0.296+

(0.142) (0.132) (0.156)

Bootstrap p-value of main treatment variable

Rademacher weights: 0.107 0.047 0.072 0.015 0.326 0.388

Webb weights: 0.099 0.045 0.062 0.013 0.315 0.391

Observations 1088 1088 1088 1088 1088 1088
R2 0.067 0.443 0.066 0.435 0.058 0.400

Notes: Estimation in first differences. Dep. var.: Risk index of a household’s crop portfolio. Additional controls are variable
inputs (log), area cultivated (log), share of area under irrigation, fertilizer application, HYV seeds application, labor sharing, an-
nual income, off-farm activities (log), if household benefits from credit/training program, rainfall (deviation), rainfall (deviation,
lag), self-reported shocks, and time trend. Standard errors (clustered at the district in cols. (1) and (2) and at the sub-district
in cols. (3) to (6)) in parentheses. P-values are obtained by performing a wild cluster-t bootstrap with 4,999 replications and
two alternative weights. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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of the introduction of the NREGS at district level is statistically significant at the 10%

and 5% level in columns (1) and (2), respectively (using Webb weights). In columns

(3) to (6), I also test for the effects of cumulative expenditure and total employment

generated per job card under the NREGS. These variables are lagged by one year, to

avoid correlation of the treatment intensity with past shocks. The coefficient on cumu-

lative spending in the sub-district is statistically significant at the 10% and 5% level,

depending on the specification considered. Only the amount of employment generated

in the sub-district does not yield statistically significant effects when inference is based

on the wild-cluster bootstrap.

Results presented in column (2) suggest that the risk index in households’ crop

portfolios increased by 7.2 percentage points due to the introduction of the NREGS

at the district level. Given that the risk index in the treatment group was 0.36 at

baseline, the introduction of the NREGS raised the average risk index to 0.43 (absent

any shock induced mean reversion), which is remarkably close the optimal risk index

of 0.42 identified in Section 2.5.1.

In terms of economic relevance, the results suggest that per additional day of em-

ployment generated in the block, each household would increase the risk index by 0.15

percentage points (col. 5). One standard deviation increase in the number of person-

days generated per job card (6.9) would increase a household’s risk index by 1.07

percentage points and raise net income from agricultural production, ceteris paribus,

by about INR 480 (or US$ 10.4 in constant July 2006 values). This is particularly

interesting from a cost-benefit perspective, since these net income gains per household

are slightly higher than the wage cost (evaluated at the sample average of observed

NREGS wages) of creating 6.9 days of employment under the NREGS, e.g. INR 467

(US$ 10). Of course, wage costs make up for only a part of overall program costs and

not all of the NREGS participants own their own land, but nevertheless the magnitude

of this effect is striking.

2.5.4 Robustness checks

This section presents a number of robustness checks. The first robustness check is in-

tended to rule out the possibility that the observed effects is not due to the NREGS. The

second set of robustness checks is intended to rule out potential alternative mechanisms

through which the NREGS could affect crop choices.
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Table 2.5: Effect of registration with the NREGS on risk index of crop portfolio

(1) (2) (3) (4) (5)

D.NREGS registered (2007) 0.019+ 0.035∗∗ 0.034∗∗ 0.026∗

(0.010) (0.010) (0.010) (0.010)

D.NREGS registered (2009/10) 0.007
(0.006)

Rainfall (deviation) at baseline 0.206∗∗ 0.194∗∗ 0.205∗∗ 0.227∗∗∗

(0.055) (0.055) (0.061) (0.056)

Risk index at baseline -0.515∗∗∗ -0.572∗∗∗ -0.477∗∗∗ -0.500∗∗∗

(0.062) (0.059) (0.073) (0.061)

Risk index × Rainfall (deviation) -0.343∗ -0.276∗ -0.373∗ -0.342∗

(0.129) (0.128) (0.146) (0.136)

Observations 1088 1088 839 1088 1088
R2 0.057 0.414 0.459 0.387 0.395

Notes: Estimation in first differences. Dep. var.: Risk index of a household’s crop portfolio. Cols.
(1), (2) & (5) present results for the full sample without matching. Col. (3) restricts the sample to
households who have registered with the NREGS by 2009/10. Col. (4) matches households based
on baseline characteristics. Additional controls are variable inputs (log), area cultivated (log), share
of area under irrigation, fertilizer application, HYV seeds application, labor sharing, annual income,
off-farm activities (log), if household benefits from credit/training program, rainfall (deviation), rainfall
(deviation, lag), self-reported shocks, and time trend. Standard errors (clustered at the sub-district)
in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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2.5 Results

As a first robustness check, I test whether households that registered with the

NREGS change their input allocation more strongly than households who are not reg-

istered with the NREGS. To account for potential self-selection bias, I match households

on their probability to register with the NREGS by using entropy balancing, a method

developed by Hainmueller (2012).42 Table 2.5 reports the effects of registering with the

NREGS on the risk index of households’ crop portfolios. I find that households that

already registered with the NREGS in 2007 are more likely to grow a higher share of

risky crops in the follow-up period. Five different specifications are presented: Columns

(1) and (2) show estimates without matching, where column (2) additionally controls

for initial conditions. Column (3) excludes all households that did not register with the

NREGS by 2009/10.43 Column (4) shows estimates for the matched sample. As we can

see, the effects are only slightly smaller when matching households on their probability

to register with the NREGS. Overall, the effects are of a similar size in most specifi-

cations though somewhat lower than the estimates presented in Table 2.4, column (2).

Column (5) shows the estimation results for the full sample without matching. Here,

being registered by 2009/10 is the main explanatory variable. As we would expect,

households that registered with the NREGS only shortly before or even after deciding

on their crop portfolio, did not alter their input allocation in a meaningful way.

As mentioned before, the NREGS can affect household decisions via different mech-

anisms. The next set of robustness checks seeks to understand if the observed effect

of the NREGS is indeed an insurance effect and not due to alternative mechanisms

such as the increase in income of participating households or the change in agricultural

wages. If, for example, risky crops are also more capital intensive, then observed out-

comes could also be driven by increases in income and wealth or better access to credit

of participating households. Likewise, if risky crops are also less labor intensive, then

observed outcomes could be driven by wage changes due to the NREGS instead of its

insurance effect. Finally, the observed effect in the risk index could be due to an overall

change in the production strategy, where the observed change in the risk index is due

to a higher or lower diversification of the household’s crop portfolio not due to a switch

towards riskier crops.

42More details on the matching strategy can be found in the Appendix, Section 2.C.
43This is to exclude all households from the sample that - either because they consider it socially

undesirable or because they have other means of risk coping - would probably never register with the
NREGS.
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2.5 Results

I start by testing if the NREGS has effects on the labor intensity, cost intensity or

degree of concentration of households’ crop portfolios (c.f. Table 2.6). Labor intensity

per crop is calculated as the share of expenditures on labor in total production costs.

Cost intensity is defined as the total production cost that has to be incurred per hectare

for each crop.44 The amount if concentration is captured by the Herfindahl index

of each household’s share of inputs allocated to different crops. The coefficient on

labor intensity is positive, indicating that the NREGS, if anything, increases the labor

intensity of crop portfolios (c.f. cols. (1) and (2)). The coefficient on cost intensity is

also positive, suggesting that households are able to spend more on their agricultural

production. However, only one out of two specifications is statistically significant at

the 10% level (c.f. cols (3) and (4)). This suggests, that the NREGS acts through

the insurance effect more than through the wage or income mechanism. The effect

of the NREGS on concentration in the crop portfolio is positive but not statistically

significant (c.f. cols. (5) and (6)). A positive effect means that households with access

to the NREGS tend to further specialize in their crop choices, and not diversify their

portfolio. This suggests that the observed change in the risk index indeed reflects a

greater amount of risk taking in agricultural production.

The presence of alternative mechanisms through which the NREGS could affect

production decisions also means that households might register with the NREGS for

different reasons. For some households, consumption needs are a much more important

reason for registering with the program than the insurance effect. These households

would need to work for the NREGS as much as possible to satisfy their consumption

needs - even in good years, and are not likely to cultivate higher risk crops despite

working for the NREGS. Other households might already have access to alternative

risk coping mechanisms, and do not need the NREGS as risk management strategy.

We would thus expect households to react differently to the availability of the NREGS

depending on whether the program can contribute to smoothing their incomes in the

case of a shock. In Table 2.7, columns (1) and (2) I show that households who registered

with the program in 2007 while experiencing a shock to agricultural production (i.e. a

rainfall shock), adjust their production portfolio, while households who registered with

the NREGS despite experiencing favorable rainfall levels did not alter their production

44Both measures are based on the crop-wise Cost of Cultivation Statistics, published by the Ministry
of Agriculture. See Appendix, Section 2.B.2 for more details.
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2. AN EMPLOYMENT GUARANTEE AS RISK INSURANCE?

Table 2.7: Interaction with previously existing programs and rainfall

(1) (2) (3) (4) (5)

NREGS introduced in district 0.069∗∗ 0.087∗∗ 0.076∗∗ 0.083∗∗

(0.016) (0.015) (0.016) (0.018)

NREGS × Rainfall (deviation, lag) -0.022
(0.033)

NREGS registered (2007) 0.042∗∗∗

(0.010)

NREGS × Rainfall (deviation, lag) -0.040+

(0.020)

NREGS × Crop insurance -0.033
(0.029)

Crop insurance -0.013
(0.022)

NREGS × Watershed dev. -0.029
(0.022)

Watershed dev. 0.005
(0.006)

NREGS × Public works -0.021
(0.015)

Public works 0.008
(0.007)

Controls: Rainfall and risk index at baseline Yes Yes Yes Yes Yes

Observations 1088 1088 1084 1084 1084
R2 0.416 0.391 0.440 0.422 0.418

Notes: Estimation in first differences. Dep. var.: Risk index of a household’s crop portfolio. Expl. var. in
columns (1) and (3) to (5) is NREGS introduced in district; expl. variable in col. (2) is NREGS registered in
2007. Additional controls are variable inputs (log), area cultivated (log), share of area under irrigation, fertilizer
application, HYV seeds application, labor sharing, annual income, off-farm activities (log), if household benefits
from credit/training program, rainfall (deviation), rainfall (deviation, lag), self-reported shocks, and time trend.
Standard errors (clustered at the district in cols. (1), (3), (4) and (5) and at the sub-district in col. (2)) in
parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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2.6 Conclusions

decisions.45 This suggests that households who registered with the NREGS to cope

with a shock are much more likely to adjust their input allocation towards more prof-

itable crops, which is exactly what we would expect in case of an insurance effect. An

alternative strategy to separate households along their motivation to register with the

NREGS is to condition the treatment effect on the initial presence of other government

programs, such as watershed development projects, crop insurance schemes or public

works programs other than the NREGS. Columns (3) to (5) of Table 2.7 show that

treatment effects are smaller in villages with existing watershed development projects,

crop insurance programs and public works schemes, although none of the coefficients

is statistically significant at the 10% level. These results again support the hypothesis

that the NREGS has an insurance function for households because observed effects on

input allocation are smaller if households already have access to other insurance or risk

mitigation mechanisms.

2.6 Conclusions

This paper presents theoretical and empirical evidence that an employment guarantee,

such as the NREGS in India, improves households’ ability to cope with shocks in

agriculture by guaranteeing income opportunities in areas where and time periods when

they previously did not exist. By improving the risk management of households, the

NREGS enables households to switch their production towards riskier but also higher

profitability products and to generate higher incomes from agricultural production.

The results of this paper show that public works programs can have welfare ef-

fects that go beyond immediate income effects. The insurance effect of the NREGS

on agricultural productivity is similar to the effects of rainfall insurance analyzed by

Cole et al. (2013), Mobarak and Rosenzweig (2013), and Karlan et al. (2014). But in

contrast to purchasing insurance, registration with the NREGS provides little ex ante

cost to these households. Since trust-related considerations continue to limit the uptake

of insurance products in many countries, providing public works schemes - combined

with an employment guarantee - could be an alternative option with which to protect

45For better visualization, the marginal effect of registering with the NREGS conditional on lagged
rainfall is plotted in Figure 2.D.4 in the Appendix.
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2. AN EMPLOYMENT GUARANTEE AS RISK INSURANCE?

households against agricultural production risks and to enable productivity gains in

agriculture.

Current discussions regarding the effects of the NREGS on agricultural productivity

focus mainly on the trade-off between providing minimum income to poor households,

on one hand, and ensuring that production costs in the agricultural sector do not rise too

drastically due to increased agricultural wages, on the other hand. As this paper shows,

these discussions have failed to consider the following key aspect: because the number of

workdays each household is entitled to additionally affects its risk management capacity,

the amount of risk each household is willing to take in his own agricultural production

- and therewith potential productivity gains - crucially depends on the number of days

each household can expect to be able to work in the case of production shocks. Thus,

increasing the number of days each household is entitled to work with the NREGS

could increase agricultural productivity - an argument that has been largely ignored so

far. The assumption that only large-scale farmers can raise agricultural productivity

is still a mainstream one. Including in the discussion the effects of the NREGS on

households’ risk management and the resulting changes in production decisions might

change the overall picture.

The findings here contain some lessons for the ongoing debates on the effectiveness

of the NREGS and for other countries considering the implementation of such schemes.

First, for the insurance effect to unfold, the design of a public works program is cru-

cial. An employment guarantee that is entitled by law and entails adequate grievance

redress mechanisms provides households with the necessary protection against agri-

cultural production risks to enable them to take more risks in their production and

investment decisions. Additionally, it is crucial not to severely limit the number of

workdays, otherwise such a scheme’s potential as a risk-coping instrument cannot be

realized. Second, implementation matters. The data analyzed in this paper cover only

the state of Andhra Pradesh. This is, inter alia, because the performance of the NREGS

in terms of the number of workdays generated per eligible household varies immensely

across states and even across districts in India. Andhra Pradesh is one of the best

performing states in the implementation of the NREGS, so it goes without saying that

many of the effects captured in this paper might not be found in all Indian states.

Third, working for a public works scheme is always associated with opportunity costs.
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2.6 Conclusions

In countries or regions with well functioning off-farm labor markets, providing pub-

lic works schemes might not be necessary. A food-for-work program or cash-for-work

program is only effective in areas and time periods where labor is in surplus.
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2. AN EMPLOYMENT GUARANTEE AS RISK INSURANCE?

2.A Mathematical Appendix

2.A.1 Deterministic Case

In the deterministic case, the Lagrange can be summarized as follows:

L =U1(C1) + δU2(C2)

+ λ(w1(T1 − ld1 − ls1)− g(id + is) +B − C1)

+ µ[(p− αwr2)(Qd +Qs) + w2T2 − (1 + r)B − C2]

+ ϕ(Bm −B)

+ ρ(1− ad − as)

Differentiating the Lagrange with respect to the choice variables, leads to the following

first order conditions:46

∂L

∂C1
=
∂U1

∂C1
− λ = 0 (2.A.1)

∂L

∂C2
= δ

∂U2

∂C2
− µ = 0 (2.A.2)

∂L

∂ld1
= −λw1 + µ(p− αw2)

∂fd

∂ld1
= 0 (2.A.3)

∂L

∂ls1
= −λw1 + µ(p− αw2)

∂fs

∂ls1
= 0 (2.A.4)

∂L

∂id
= −λg + µ(p− αwr2)

∂fd

∂id
= 0 (2.A.5)

∂L

∂is
= −λg + µ(p− αwr2)

∂fs

∂is
= 0 (2.A.6)

∂L

∂ad
= µ(p− αwr2)

∂fd

∂ad
− γ = 0 (2.A.7)

∂L

∂as
= µ(p− αwr2)

∂fs

∂as
− γ = 0 (2.A.8)

∂L

∂B
= λ− µ(1 + r)− ϕ = 0 (2.A.9)

46Remember that Qd = fd(ad, ld1 , i
d) and Qs = fs(as, ls1, i

s).
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2.A Mathematical Appendix

Rearranging the first order conditions (2.A.1) and (2.A.2) gives:

λ =
∂U1

∂C1
(2.A.10)

µ = δ
∂U2

∂C2
(2.A.11)

And including (2.A.10) and (2.A.11) into (2.A.3)-(2.A.9) gives our decision rules:

w1
∂U1

∂C1
− (p− αwr2)δ

∂U2

∂C2

∂fd

∂ld1
= 0⇔ ∂fd

∂ld1
=

w1

(p− αwr2)

∂U1
∂C1

δ ∂U2
∂C2

(2.A.12)

w1
∂U1

∂C1
− (p− αwr2)δ

∂U2

∂C2

∂fs

∂ls1
= 0⇔ ∂fs

∂ls1
=

w1

(p− αwr2)

∂U1
∂C1

δ ∂U2
∂C2

(2.A.13)

g
∂U1

∂C1
− (p− αwr2)δ

∂U2

∂C2

∂fd

∂id
= 0⇔ ∂fd

∂id
=

g

(p− αwr2)

∂U1
∂C1

δ ∂U2
∂C2

(2.A.14)

g
∂U1

∂C1
− (p− αwr2)δ

∂U2

∂C2

∂fs

∂is
= 0⇔ ∂fs

∂is
=

g

(p− αwr2)

∂U1
∂C1

δ ∂U2
∂C2

(2.A.15)

∂fd

∂ad
=
∂fs

∂as
(2.A.16)

ϕ =
∂U1

∂C1
− δ(1 + r)

∂U2

∂C2
(2.A.17)

Equation (2.A.17) can be rewritten to describe the optimal consumption rule over

both periods given credit constraints:

∂U1

∂C1
= δ(1 + r)

∂U2

∂C2
+ ϕ (2.A.18)

If the credit constraint is binding, ϕ is greater than zero and the marginal utility from

consumption in the planting period greater than the discounted marginal utility from

consumption in the harvesting period. This means that consumption in the planting

stage is lower than what could be achieved if the credit constraints were not binding.

Including equation (2.A.18) into equation (2.A.14) also reveals the effect of the credit

constraint on input allocation:

∂fd

∂kd
=

g(1 + r)

(p− αwr2)
+

gϕ

(p− αwr2)δ ∂U2
∂C2

(2.A.19)

If the credit constraint is not binding, ϕ = 0, the marginal product of input allocation
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2. AN EMPLOYMENT GUARANTEE AS RISK INSURANCE?

is lower and input allocation higher. The same effect holds for input allocation to the

stochastic crop Qs, as well as for labor allocation to each of the crops.

2.A.2 Stochastic Case

When introducing uncertainty, the Lagrange becomes the following:

L =U1(C1) + λ(w1(T1 − ld1 − ls1)− g(id + is) +B − C1))

+ E[δU2(C2) + µ[(p− αwr2)(Qd +Qs) + w2T2 − (1 + r)B − C2]]

+ ϕ(Bm −B)

+ ρ(1− ad − as)

Note here that the household forms expectations not only about the utility he

derives from consumption in period 2, but also about the level of consumption that can

be achieved. Differentiating the Lagrange with respect to the choice variables, leads to

the following first order conditions:47

∂L

∂C1
=
∂U1

∂C1
− λ = 0 (2.A.20)

∂L

∂C2
= E[δ

∂U2

∂C2
− µ] = 0 (2.A.21)

∂L

∂ld1
= −λw1 + E[µ](p− αwr2)

∂fd

∂ld1
= 0 (2.A.22)

∂L

∂ls1
= −λw1 + E[µ(p− αwr2)ε

∂fs

∂ls1
] = 0 (2.A.23)

∂L

∂id
= −λg + E[µ](p− αwr2)

∂fd

∂id
= 0 (2.A.24)

∂L

∂is
= −λg + E[µ(p− αwr2)ε

∂fs

∂is
] = 0 (2.A.25)

∂L

∂ad
= E[µ](p− αwr2)

∂fd

∂ad
− γ = 0 (2.A.26)

∂L

∂as
= E[µ(p− αwr2)ε

∂fs

∂as
]− γ = 0 (2.A.27)

∂L

∂B
= λ− E[µ](1 + r)− ϕ = 0 (2.A.28)

47Remember that Qd = fd(ad, ld1 , i
d) and Qs = εfs(as, ls1, i

s).
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Rearranging (2.A.20) and (2.A.21) gives:

λ =
∂U1

∂C1
(2.A.29)

E[µ] = δ
∂EU2

∂C2
(2.A.30)

And the optimal consumption rule becomes:

∂U1

∂C1
= (1 + r)δ

∂EU2

∂C2
+ ϕ. (2.A.31)

The consumption rule - equation (2.A.31) - changes slightly when introducing uncer-

tainty because for any expected consumption level C2, expected utility EU2(C2) is

lower than the utility of the expected value U2(E(C2)), and marginal expected utility

is higher than the marginal utility of the expected value. Since all other variables re-

main constant, C2 has to be higher relative to C1 under uncertainty for the identity

to hold. This is equivalent with the well-known argument that risk decreases current

consumption levels and enhances savings.

Including (2.A.29) and (2.A.30) into (2.A.22)-(2.A.27) gives our decision rules for

ld1,

w1
∂U1

∂C1
− (p− αwr2)δ

∂EU2

∂C2

∂fd

∂ld1
= 0

⇔ ∂fd

∂ld1
=

w1

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

(2.A.32)

for ls1,

w1
∂U1

∂C1
− (p− αwr2)

∂fs

∂ls1
δE[

∂U2

∂C2
ε] = 0

⇔ (p− αwr2)
∂fs

∂ls1
δ[
∂EU2

∂C2
E[ε] + cov(

∂U2

∂C2
, ε)] = w1

∂U1

∂C1

⇔ ∂fs

∂ls1
=

w1

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

−
cov( ∂U2

∂C2
, ε)

(p− αwr2)δ ∂EU2
∂C2

(2.A.33)
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for id,

g
∂U1

∂C1
− (p− αwr2)δ

∂EU2

∂C2

∂fd

∂id
= 0

⇔ ∂fd

∂id
=

g

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

(2.A.34)

for is,

g
∂U1

∂C1
− (p− αwr2)

∂Qs

∂is
δE[

∂U2

∂C2
ε] = 0

⇔ (p− αwr2)
∂fs

∂is
δ[
∂EU2

∂C2
E[ε] + cov(

∂U2

∂C2
, ε)] = g

∂U1

∂C1

⇔ ∂fs

∂is
=

g

(p− αwr2)

∂U1
∂C1

δ ∂EU2
∂C2

−
cov( ∂U2

∂C2
, ε)

(p− αwr2)δ ∂EU2
∂C2

(2.A.35)

for ad,

δ
∂EU2

∂C2
(p− αwr2)

∂fd

∂ad
= γ

and as,

(p− αwr2)
∂fs

∂as
δE[

∂U2

∂C2
ε] = γ

⇔ (p− αwr2)
∂fs

∂as
δ
∂EU2

∂C2
E[ε] + cov(

∂U2

∂C2
, ε) = γ

resulting in:

∂fs

∂as
=
∂fd

∂ad
−

cov( ∂U2
∂C2

, ε)

(p− αwr2)δ ∂EU2
∂C2

. (2.A.36)

The decision rules can be reformulated to include the credit constraint. Then, input

allocation to the risky crop is determined as follows:

∂fs

∂ks
=

g(1 + r)

(p− αwr2)
+

gϕ

(p− αwr2)δ ∂EU2
∂C2

−
cov( ∂U2

∂C2
, ε)

(p− αwr2)δ ∂EU2
∂C2

(2.A.37)

We can see from equation (2.A.37) that both risk and credit constraints go in the

same direction and reduce the input allocation to the risky crop. More importantly, it
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also shows that uncertainty reduces input allocation to the risky crop relative to the

deterministic crop even if credit constraints are not binding.
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2.B Data Description

2.B.1 Young Lives Survey

• Reference periods: In most questions the references period of the YLS are the 12

months prior to the date of interview. However, for all questions on agricultural

production, the period of reference is a particular agricultural year. In 2007, the

reference period was the agricultural year 2005/06, thus May 2005 to April 2006.

In 2009/10, the reference period was the agricultural year 2008/09.

• Wealth index: The wealth index is calculated as a simple average of housing

quality, consumer durables and services. Housing quality is the simple average

of rooms per person and indicator variables for the quality of roof, walls and

floor. Consumer durables are the scaled sum of 12 variables indicating the own-

ership of items such as radios, fridges, televisions, phones or vehicles. Services

are calculated as the simple average of dummy variables indicating households’

access to drinking water, electricity, toilets and fuels. For more information

on the wealth index refer to the Young Lives data justification documents at

http://www.younglives.org.uk.

2.B.2 Crop production

In this paper, the agricultural year refers to the period May to April. Agricultural

production in India generally takes place over two seasons: the rainy (Kharif) and

the dry (Rabi) season. Most agricultural output is produced during the rainy season,

which, in Andhra Pradesh, lasts roughly from June to September. Planting of major

crops such a rice and cotton starts in May and needs to be completed before end of

July. The most important input allocation decision thus takes place around May and

June of every year, which is before the monsoon’s rainfall is fully observed.

• Risk index of major crops: The riskiness of crops is calculated from crop- and

district-wise yield data in the six survey districts over the period 1998/99 to

2011/12. The data were obtained from the District-wise crop production statis-

tics, Directorate of Economics and Statistics, Ministry of Agriculture, GoI, and

are available online: http : //apy.dacnet.nic.in.
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2.B Data Description

This data is available for 26 crops, which represents about 90% of the crop pro-

duction in the YLS sample. The risk index for household i given input allocation

k to crop m is defined as Ri =
∑
rmkm/

∑
kn, where rm is the coefficient of

variation of the yield of crop m. Note here, that rm is only available for a subset

of all crops n, such that m ⊆ n. The way in which I treat these missing crops

could potentially affect my results. In all results, I implicitly treat crops with

missing risk data as having a risk measure of zero, which obviously biases my

results. To reduce this bias, I drop all observations from the sample which have

no crop in their portfolio for which risk information is available, e.g.
∑
km = 0

or Ri = 0, in one or both of the survey rounds.

In order to gauge the robustness of my results, I recalculate the main results

using a range of alternative risk measures, see Table 2.D.1. In columns (1) and

(2), I use the standard deviation of returns per hectare as risk measure for each

crop. In columns (3) and (4), I first remove a linear time trend and district-level

differences in average productivity from the yield data and then compute the

standard deviation of the residual. This measure is then divided by the crop’s

average yield such that the data is on a scale between 0 and 1. For columns (5)

and (6), I compute a risk measure that takes into account only those crops for

which information is available, e.g. Ralti =
∑
rmkm/

∑
km. Here rm is again the

coefficient of variation of the yield of crop m. And finally, columns (7) and (8)

report the main results using the risk index described initially. The results do

not change when using alternative risk measures.

To calculate the risk-index in district-level land use (Figure 2.1), I merge this

information with the district wise land use statistics, which are also available

from the Directorate of Economics and Statistics, Ministry of Agriculture, GoI.

The risk index is calculated as follows: Rjt =
∑
rmamjt/

∑
amjt, where amjt is

the land allocated to crop m in district j at time t and rm is the coefficient of

variation of crop m.

• Cost and Labor intensity: The cost and labor intensity of crops is calculated from

the cost of cultivation statistics for Andhra Pradesh from 1995/96 to 2009/10.The

data were obtained from the Directorate of Economics and Statistics, Ministry of

Agriculture, GoI, and are available online: http : //eands.dacnet.nic.in.
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This data is available for 11 crops, which represents about 80% of the crop pro-

duction in the YLS sample. I calculate the cost intensity for each crop cm as the

average production cost per hectare indicated by the data. The cost intensity in-

dex per household is the Ci =
∑
cmkm/

∑
kn, where km are the inputs allocated

to crop m. The labor intensity is calculated as the share of labor cost in total

production cost as indicated by the same data. The aggregation method is also

the same: Li =
∑
lmkm/

∑
kn. Again, I drop all observations with

∑
km = 0 in

one or both of the survey rounds.

• Standard deviation in returns: Standard deviation in returns is calculated as the

weighted average of each crop’s standard deviation in returns per hectare, as re-

ported in the cost of cultivation statistics for Andhra Pradesh from 1995/96 to

2009/10. The standard deviation is calculated as the standard deviation over all

years for which the cost of cultivation statistics provides data. The data were ob-

tained from the Directorate of Economics and Statistics, Ministry of Agriculture,

GoI, and are available online: http : //eands.dacnet.nic.in.

2.B.3 Rainfall data

The rainfall data used in this paper were compiled by the Directorate of Economics

and Statistics, Government of Andhra Pradesh. Rainfall data are available at the block

level for the years 2002 to 2011. Rainfall deviation and rainfall deviation (lag) describe

the relative deviation of cumulative rainfall over the agricultural year (May - April)

from the long-term average, e.g. devrain05/06 = (rf05/06− rf)/rf . For the 2007 round

of interviews, current rainfall uses the 2005/06 rainfall, and lagged rainfall uses rainfall

in the agricultural year 2004/05. For the 2009/10 round of interviews, current rainfall

uses the rainfall in the agricultural year 2008/09, and lagged rainfall uses data from

the agricultural year 2007/08.

2.B.4 NREGS data

The implementation of the NREGS was intended prioritize India’s 200 poorest districts,

subsequently extending to the remaining districts. India has a total of 655 districts,

of which 625 had introduced the NREGS as of 2008. The 30 remaining district were

urban districts. In 2003 the Planning Commission of India elaborated clear rules stating
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which districts should be included in which round of implementation of the NREGS.

However, the process of district selection was influenced by political considerations due

to the huge size and financial relevance of this program and the rules elaborated by the

Planning Commission were not strictly followed.

• NREGS introduced in District: This variable is an indicator which equals 1 if a

household has access to the NREGS at the district level at the beginning of the

agricultural cycle. Since the period of reference for the 2007 round of interviews

is the agricultural year 2005/06 (May 2005 to April 2006) and the introduction of

the NREGS started in April 2006, Dijt equals 0 for all households in the baseline.

The period of reference for the 2009/10 interviews is the agricultural year 2008/09.

By that time, NREGS works had started in the districts Anantapur, Cuddapah,

Karimnagar and Mahaboobnagar. In Srikakulam and West Godavari the intro-

duction of the NREGS was in August 2007 and in March 2008 respectively. Since

activities started only very slowly in Srikakulam, we treat this district as control

district despite the introduction of the NREGS mid 2007.

• Treatment intensity, NREGS: Cumulative expenditure and number of person-days

of employment generated at the block level are used to capture the treatment in-

tensity of the NREGS. The amount sanctioned per village depends on a village’s

list of projects, which has to be approved by the block program officer. The block

program officer has to estimate employment demand for the following financial

year and consolidate all village lists before submitting the Block Employment

Guarantee Plan to the district program coordinator. The district council (zilla

parishad) has to approve all plans before transferring them to the state govern-

ment. Data are retrieved from Government of Andhra Pradesh, Department for

Rural Development, http : //www.nrega.ap.gov.in.
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2.C Matching strategy

In this paper, I use entropy balancing as matching strategy. Entropy balancing seems

to outperform most existing matching algorithms in terms of the balance reached on the

entire set of relevant covariates (Hainmueller, 2012). The matching algorithm assigns

weights to all observations in the control group such that the distribution of selected

variables matches the observed distribution in the treatment group. These weights can

then be used as sampling weights in the estimation. Since I estimate the model on a

balanced sample, the same weights can be applied to the 2009/10 round of interviews.

I match households on the mean and the variance of variables that determine a

household’s registration with the NREGS and potentially influence post-treatment out-

comes, such as cost incurred in agricultural production, total cultivated area, percentage

of area irrigated, a dummy indicating whether a household participates in labor shar-

ing in agriculture, wealth levels and off-farm income, and household characteristics, e.g.

education, age and sex of the household head, indebtedness, and the ability to raise

INR 1,000 (US$ 21.6) in one week. The resulting covariate balance is shown in Table

2.D.5. This method focusses on the covariate balance and less on the common support

among the treatment and control group. In order to understand how both groups differ

in terms of the selected variables, I estimate the propensity score for each household

based on the selection variables described above, and plot its distribution in Figure

2.D.5. As can be seen, there is substantial overlap in the estimated propensity scores.
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2.D Supplementary Figures and Tables

2.D Supplementary Figures and Tables

Figure 2.D.1: Distribution of risk-index
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Source: Own estimation based on District-wise Crop Production Statistics, Ministry of Agriculture,
GoI, and Young Lives data.
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Figure 2.D.2: Distribution of change in risk index
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Source: Own estimation based on District-wise Crop Production Statistics, Ministry of Agriculture,
GoI, and Young Lives data.

Figure 2.D.3: Agricultural output as function of the riskiness of crops
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Figure 2.D.4: Effect of the NREGS on risk index conditional on lagged rainfall
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Source: Own estimation based on the Young Lives data.

Figure 2.D.5: Distribution of the propensity score
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2. AN EMPLOYMENT GUARANTEE AS RISK INSURANCE?

Table 2.D.3: District-level statistics

Treatment Control

GDP per capita in INR (2006/07) 783,487 776,179
Rural population (2001 census) 80.54 84.64
SC/ST population (2001 census) 20.50 18.36
Literacy rate (2001 census) 54.6 64.4
Cropping Intensity (2007/08) 1.238 1.505
Average wage rate of agric. laborers (2007) Men 70.26 82.92

Women 54.91 57.23

Source: Districts at a glance, Directorate of Economics & Statistics, Govt. of Andhra
Pradesh.

Table 2.D.4: Evidence on mean reversion

(1) (2)

Risk index of crop portfolio -0.608∗∗∗ -0.220
(0.024) (0.353)

Rainfall (deviation) 0.033 -0.089
(0.080) (0.443)

Risk index of crop portfolio × Rainfall (deviation) -0.241 0.484
(0.276) (3.167)

Risk index of crop portfolio (squared) -0.488
(0.415)

Risk index of crop portfolio (squared) × Rainfall (deviation) -0.780
(5.270)

Observations 338 338
R2 0.404 0.422

Notes: Estimation in OLS. Dependent variable: 4R = Rt+1 − Rt. Standard errors (clustered at the
sub-district) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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Table 2.D.5: Weighted summary statistics

Treatment Control
(not matched) (matched)

Mean SD Mean SD Mean SD

Value of variable inputs 12.81 (16.41) 15.88 (55.71) 14.10 (27.61)
Area cultivated (acres) 3.96 (4.53) 3.50 (5.19) 3.88 (3.85)
Irrigated area (% of total) 0.14 (0.29) 0.19 (0.33) 0.14 (0.28)
Participated in labor sharing (dummy) 0.79 (0.41) 0.73 (0.44) 0.79 (0.41)
Annual income, off-farm activities 23.68 (21.48) 22.76 (28.15) 24.45 (26.72)
Male household head 0.96 (0.19) 0.96 (0.20) 0.96 (0.19)
Age of household head 41.20 (12.07) 42.01 (12.01) 41.20 (11.79)
Household head is literate 0.32 (0.47) 0.28 (0.45) 0.32 (0.47)
Wealth index 0.37 (0.11) 0.40 (0.19) 0.37 (0.13)
Household size 6.02 (2.56) 5.88 (2.40) 6.02 (2.51)
Able to raise 1000 rupees in one week 0.56 (0.50) 0.49 (0.50) 0.56 (0.50)
Any serious debts 0.67 (0.47) 0.50 (0.50) 0.67 (0.47)

Observations 496 592 592

Notes: Data from 2007 round of interviews. All values in constant INR 1,000 (July 2006). One US$
is equivalent to 46.38 INR (July 2006). Variable definitions and sources are described in the Appendix,
Section 2.B.
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3

Do cows have negative returns?

The evidence revisited

with Michael Grimm

3.1 Introduction

Next to the cultivation of food and cash crops, livestock farming is one of the most

important activities of rural households in developing countries. It is widely seen as a

profitable activity, and hence it is supported by many agricultural policy interventions

(see e.g. Swanepoel et al., 2010). The cow should not only supply milk, which can

be an important source of nutrition and income to families, but also manure, which is

a source of fertilizer for crops and biofuel for cooking (Hoddinott et al., 2014; Mdoe

and Wiggins, 1997). Livestock farming, or better livestock accumulation, is also often

seen as a reliable savings device for poor households with limited access to formal

banking; in particular in a context in which high inflation rapidly dilutes financial

assets (Rosenzweig and Wolpin, 1993). Based on such considerations, the government

of Rwanda approved, for example, the “One cow per poor family program” in 2006

(Protos et al., 2011).

The common belief in the profitability of cows has recently been shaken by a paper

of Anagol et al. (2014).1 In that paper, the authors estimate that the median annual

1The Working Paper was first published in 2013. Throughout the text, we cite the updated version
published in December 2014.
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3. DO COWS HAVE NEGATIVE RETURNS?

return to owning a dairy animal in northern rural India (Uttar Pradesh) is negative by

65% for buffaloes and by 293% for cows (not including the opportunity cost of capital).

Even if the authors make the extreme assumption that the opportunity cost of labor

is zero, they find a return of only negative 7% for cows and positive 17% for buffaloes.

This result is surprising, given the widespread ownership of cows in India and in many

other places. Anagol et al. (2014) put forward a number of potential explanations

for their findings: measurement error, better quality of home-produced milk, buffer

stock savings, labor market failures, time variation in returns, preference for positive

skewness in returns, the social and religious value of cows and intra-household conflict

over savings. Attanasio and Augsburg (2014) have recently revisited the issue and argue

that variation in returns with weather conditions is more likely to explain why Anagol

et al. (2014) find such large negative average returns. The authors argue that Anagol

et al. (2014) collected data during a drought period in which fodder was scarce and

fodder prices high. They recalculate returns using three rounds of data in a different

state of India (Andhra Pradesh) and find positive average returns in good years (in

terms of rainfall) and negative returns in bad years.

In this paper, we revisit the paradox between widespread support of cattle farming

through agricultural policy interventions and negative returns to cattle. We also use

data from Andhra Pradesh but from alternative years. On one hand, we want to see

how generalizable the findings of Anagol et al. (2014) as well as Attanasio and Augsburg

(2014) are; on the other hand - and more importantly - we want to explore in more

detail the economic choices households face when herding cattle in India. In order to

do so, we complement the accounting approach proposed by Anagol et al. (2014), which

basically serves to calculate the average profitability of holding cows, with an analysis

of marginal returns, of economies to scale and of returns to different varieties of cows

and buffaloes.

The results of this paper suggest that cattle farming might well generate positive

returns for households in rural India, but that most households seem to operate at

unprofitable levels. Similarly to Anagol et al. (2014), we find negative average returns

to cattle. If we set the opportunity cost of labor to the average market wage for women

for unskilled labor observed in the sample, average returns are in the order of -8%

at the mean and vary between negative 53% (in the lowest quintile of cattle value)

and positive 2% (in the highest). Similarly to Attanasio and Augsburg (2014), we
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3.2 Context and Data

also find that returns are considerably higher in times of favorable weather conditions

than in periods with low rainfall levels. When exploring the evolution of returns with

increasing cattle value we find substantial variation in the profitability of cattle holding.

The empirical pattern suggest a non-convex production technology, and can be best

explained with the existence of substantial economies of scale and higher returns of

modern breeds. A detailed analysis of the cost structure shows that decreasing labor

costs are one of the main drivers of profitability gains associated with increasing herd

sizes. Our analysis also hints at entry barriers which consist in overcoming high upfront

expenses of acquiring modern breeds; in particular modern variety cows. Wealthier

households and households with lower costs to access veterinary services are more likely

to overcome these barriers. These findings are in contrast to estimates from the off-farm

sector, where entry barriers do not seem to play a role (see e.g. Banerjee and Duflo,

2014; De Mel et al., 2008; Dodlova et al., 2015; Fafchamps et al., 2014; Grimm et al.,

2011; Kremer et al., 2010; McKenzie and Woodruff, 2006); and entail very important

implications for the support of cattle farming in development policy interventions.

The remainder of this paper proceeds as follows. Section 3.2 provides some back-

ground information on livestock production in India and presents the data used in the

analysis. Section 3.3 explores returns to cattle holding. Section 3.4 puts forward po-

tential explanations for observed non-convexities in marginal returns with a focus on

economies of scale, the profitability of different breeds, and entry barriers. Section 3.5

concludes.

3.2 Context and Data

India is the second largest cow-milk producer in the world (FAOSTAT, 2015).2 Cows

play an important role in the lives and livelihoods of rural households in India. They

are considered sacred in the Hindu religion, and cattle slaughter is prohibited in most

states of India. At the same time, dairy products are widely consumed in India, as

they are the main source of animal proteins of many households (GoI-NSSO, 2013).

2The FAO estimates the total production of cow milk in 2012 to be around 54 million metric tons.
If buffalo milk and cow milk are considered jointly, India is the largest producer in the world, with 110
million metric tons produced in 2012. The largest cow milk producer worldwide is the United States,
with about 91 million metric tons of fresh milk produced in 2012.
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3. DO COWS HAVE NEGATIVE RETURNS?

Households might own cattle for a number of reasons: in order to generate income,

as source of social status, to accumulate savings, because they prefer home produced

milk and dairy products etc. In order to estimate returns to cattle value, we need

to understand what outputs can be generated from cattle farming and what costs are

associated with it.

The main outputs from cattle farming are milk and dairy products as well as calves.

Calves can either be sold shortly after birth, be raised and sold later, or be kept by the

household for future dairy production. Households can also sell dung, which is used for

manure as well as a cooking fuel in rural India. But since the survey used in this paper

does not collect any information about dung, we are not able to account for it.3

Paid-out costs associated with cattle farming are mainly expenditures on fodder,

veterinary services and insemination. Furthermore households invest time in cattle

farming, such that the opportunity costs of time have to be valued appropriately. Lastly

an important source of costs in cattle farming is the depreciation of cattle over time,

given that the animals only produce milk in their fertile age.

The data used in this paper are the Young Lives Survey (YLS) data for Andhra

Pradesh. Andhra Pradesh is the third largest milk producer in the country; only Uttar

Pradesh and Rajasthan have higher milk production per year (GoI-DAHD, 2012). The

slaughter of cows and calves has been prohibited since 1977, and bulls and bullocks

can only be slaughtered upon permission, e.g. if owners can prove that these cannot

be used for reproductive purposes or in agricultural production (GoI-DAHD, 2002).

The YLS is part of a long-term research project that seeks to understand the chang-

ing patterns and long-term consequences of childhood poverty. For that, it collects panel

data in Ethiopia, India (Andhra Pradesh), Peru and Vietnam. The data is intended to

cover a time span of 15 years upon completion of the project. The dataset on Andhra

Pradesh consists of 3,019 households living in six different districts. The selection of

districts under the YLS ensured that all three geographical regions were represented

in the survey as well as poor and non-poor districts of each region. Classification of

districts was done along economic, human development and infrastructure indicators

(Galab et al., 2011). This sample design ensures that the YLS is broadly representative

3Anagol et al. (2014) include this source of revenue in their estimation, and estimate that the revenue
from the sale of dung makes up 14-15% of total revenue.
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for the population of Andhra Pradesh.4 Four rounds of interviews have been conducted

so far: in 2002, 2007, 2009/10 and 2013. Panel attrition is relatively low: 2,910 house-

holds could be revisited in 2009/10, which gives an attrition rate of 3.6% (Galab et al.,

2011). For reasons of comparability and availability, only the second (2007) and third

(2009/10) rounds are considered in the current analysis.5

Although the main focus of the survey is on child development, it also collects

information on households’ characteristics, their income sources, ownership of assets

and production strategies. It also contains a section on livestock, which inquires about

the type, number and current value of different animals; and about households’ expenses

for fodder, veterinary services and other items. Households are also asked to report

on the revenue they generated in the past 12 months from the sale of milk and dairy

products and on the production costs incurred.

Because we are interested in the productivity of cattle, we restrict the sample to

households living in rural areas. Although it is still common to see cattle being held in

Indian cities, the profitability of farming cattle and of producing dairy is likely to be

very different in cities as opposed to rural areas. Furthermore, the sample is restricted

to households that lived in the same locality in 2007 and 2009/10 because we assume

that livestock is one of the fist things to be sold when a household decides to move.

This results in a sample of 2,080 households (4,160 observations). Out of these, 678

households owned cattle (either cows or buffaloes) in either one or both of the survey

rounds. The sample of cattle owners contains 975 observations (463 observations in

2007 and 512 in 2009/10) distributed across 80 villages, 15 sub-districts and 6 districts.6

Finally, we exclude influential outliers from our analysis, as discussed in Section 3.3.2.

This eliminates three observations, reducing the final sample to 972 observations.

4This is in reference to the State of Andhra Pradesh in 2013, prior to its division into the states of
Andhra Pradesh and Telangana.

5In the 2002 data, households were only asked about the number of cattle owned, not its value. Also,
the questionnaire does not distinguish between buffaloes and cows, modern and traditional breeds or
between adult animals and calves. The 2013 data has not been released at the time of writing the
article.

6A total of 26 observations were excluded from the sample of cattle owners because households
owned cattle as well as goats or sheep. Since we cannot distinguish between the revenues of the sale of
dairy from cattle and dairy from goats or sheep in the dataset, we decided to drop these observations
from our analysis.
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3.2 Context and Data

Summary statistics of general household characteristics are presented in Table 3.1.

We split the sample by cattle ownership and by year. As we can see, cattle owners are

significantly different from non-cattle owners. In particular, cattle-owning households

are more likely to be headed by males and have older household heads. Households

that own cattle are also larger on average. Both groups are not statistically different

in the proportion of literate household heads, which is very low (around 30%) in both

groups. Households with cattle are also significantly wealthier than non-cattle owners:

Households with cattle have on average more land, which is the primary indicator for

wealth in rural India. But cattle owners have also better-quality houses (in terms

of the structure of roof, walls and floor), more consumer goods (such as television,

radio, refrigerator, etc.) and are more likely to have access to electricity, water and

sanitation.7 The difference in wealth is more pronounced in 2007 than in 2009/10,

although it is statistically significant in both periods. The income structure is also

very different between both groups. Although both have similar incomes from non-

agricultural activities (equality of means cannot be rejected), cattle owners have much

higher incomes from crop production than the rest of the sample.

Table 3.2 presents some household-level information about revenue and costs associ-

ated with cattle farming and dairy production. As we can see, the total value of owned

cattle increased between 2007 and 2009/10 from INR 12,150 to INR 13,600 (US$ 262

to US$ 293, in constant July 2006 values).8 This increase is partly reflected in a slight

increase in the quantity of cattle and partly in the increase of the average value of the

cows and buffaloes owned by these households. The composition of animals owned also

changed between 2007 and 2009/10. We find a considerable increase in the number

of cows in the sample: the average number of modern-variety cows - thus, European

breeds and their crossbreeds - owned by each household increased from 0.17 to 0.26, and

the number of traditional cows increased from 0.78 to 0.83. In contrast, the number of

buffaloes seems to have decreased over time, for both modern and traditional varieties.

7This information is summarized in three indices: housing quality index, consumer durables asset
and housing services index. The wealth index reports the simple average of these three indices.

8This is the total beginning-of-period value of all grown female cows and buffaloes owned by the
household. Households were asked to report the end-of-period value in the survey, which we multiply
with the inverse of one minus the depreciation rate to reflect the beginning-of-period value. How we
derive the depreciation rate is discussed in Section 3.3.1. Two households reported the value of their
animal to be zero. In order not to lose any information, we replaced the value of these cows with the
5th percentile of cattle value observed in the sample (INR 437). We used official exchange rates from
July 2006 to convert INR to US$.
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.2: Farming characteristics

2007 2009

Mean SD Mean SD

Total value: cattle 12152.9 12524.4 13624.5 13064.1
Quantity: cattle 1.97 1.47 1.96 1.47
Quantity owned: Cow (modern) 0.17 0.68 0.26 0.61
Quantity owned: Cow (traditional) 0.78 1.18 0.83 1.28
Quantity owned: Buffalo (modern) 0.19 0.62 0.11 0.53
Quantity owned: Buffalo (traditional) 0.82 1.29 0.75 1.23
Average cattle value 6079.8 4117.7 6832.1 3442.0
Total value: calves 815.8 1369.5 2244.5 3627.8
Quantity: calves 0.95 1.14 1.35 1.34
Total revenue from sale of dairy products 3599.2 9003.3 6187.1 10780.7
Total cost from sale of dairy products 1380.2 4562.9 2243.4 4281.5
Expenditure on cattle: veterinary 205.5 471.7 232.5 624.3
Expenditure on cattle: fodder 1801.8 4138.7 1550.1 2994.0
Expenditure on cattle: other cost 32.4 148.4 74.8 195.4
Total expenditure on cattle 2039.7 4449.5 1857.4 3224.9
Time spent on cattle (hours per year) 450.2 190.3 486.4 199.6
Shock affected livestock 0.13 0.33 0.19 0.39
Rainfall (deviation) -0.26 0.24 0.000070 0.24

Observations 463 509

Notes: All values in constant INR (July 2006). One US$ is equivalent to 46.38 INR.
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3.2 Context and Data

The number of calves per cow or buffalo was 0.48 in 2007 and 0.69 in 2009/10,

which gives an average annual reproduction rate of about 58.9%. The value of calves

over both rounds corresponds to about 17.4% of the total value of adult female cattle.9

In the survey, households were asked to report the total revenue from the sale

of milk and dairy products in the past 12 months (including the value of their own

consumption).10 As we can see in Table 3.2, the annual revenue from the sale of dairy

products increased between 2007 and 2009/10, from INR 3,600 to INR 6,200 (US$ 77

to US$ 133).

Expenditures on cattle are also collected in the survey and comprise fodder, but

also veterinary costs, insemination costs and labor. The cost variables are obtained

from two sections. In the livestock section, households were asked to report their total

expenditure on fodder, veterinary services and other expenses incurred for all animals

owned in the last 12 months.11 In order to derive from this information the expenditure

incurred for cattle, we divide these variables by the total value of all animals owned

by the household. We then multiply it by the reported value of cattle (mother cows,

mother buffaloes and calves) in the household. Expenditure on fodder makes up almost

90% of total paid-out cost. In 2007, spending on fodder was INR 1,800 (US$ 39) on

average, whereas households spent only INR 200 (US$ 4) on veterinary services and

INR 30 (US$ 1) on other items.12 Another source of information about the costs

associated with cattle farming is the income section in which households were asked

about the total costs associated with producing and selling dairy products in the last 12

months. Households were asked to also include expenditures on fodder and veterinary

9The value of calves reported by the household reflects current ownership, and hence excludes all
calves that were sold before the survey took place. Revenue from the sale of calves was not included
explicitly in the survey, which implies that we probably underestimate the reproduction value of cattle.
Again, a few households reported the value of their calves to be zero, and it is not clear from the data
whether this information was simply not known or misreported. Therefore, we replaced the value with
the 5th percentile observed in the sample: INR 95.

10With the data used in this paper, we cannot assess as to whether households correctly account for
the value of their own milk consumption. It is likely that there is non-random measurement error in
this variable because households that operate at a lower scale presumably consume a higher share of
produced milk within the household.

11The survey question explicitly asks for purchased fodder only. It is therefore likely that we are
underestimating the true expenses for fodder, as households with land ownership might let cattle forage
on their fields. We therefore control for land ownership in our estimations.

12Total expenditure on cattle is the sum of these three variables. Expenditure on fodder was only
multiplied by the value of adult female cattle, hence we assume fodder expenses for calves to be zero.
We show in Section 3.3.3 that our results do not change if we relax this assumption.
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3. DO COWS HAVE NEGATIVE RETURNS?

services for those animals that produce dairy.13 This information is captured by the

variable “Total cost from sale of dairy products”. Cost estimates from both sections

are somewhat different, which is why we estimate returns based on both cost estimates

for additional robustness. We do not find that the selection of cost estimates affect our

results substantially (c.f. Section 3.3.3).

In order to account for labor allocated to caring for the animals and for dairy

production, we construct a time variable based on the 2007 survey information. In

the 2007 survey, all household members (incl. children) were asked about their three

most important activities and about the number of hours per day, days per week and

weeks per month they spent on this activity. From this question, we compute an

aggregate variable that captures the total hours per year that households spent on

livestock farming. To obtain the hours worked in cattle farming, we divide this value

by the number of adult equivalent animals owned by the household and multiply it

by the number of cattle (both calves and adult cows/ female buffaloes).14 This gives

an estimate of total hours per year that households spent on caring for their cows,

female buffaloes and calves. Because the 2009/10 questionnaire did not include the

same information, we have to impute this data. In order to do so, we use the 2007 data

and run a simple OLS regression of the number of hours spent on cattle per year on

the number of currently owned cattle. Because we observe that the number of hours

that households spent on their animals increased with the number of owned animals,

but at a decreasing rate (due to complementarities), we also include the square of this

variable.15 From this regression, we can predict for each observation the hours per year

spent on cattle farming and dairy production. This predicted time variable for 2007

and 2009/10 is reported in Table 3.2.

13According to personal communication of the survey team, the variable also includes wage costs of
the household for caring for the animals and marketing the product. But when comparing this variable
with the costs variable computed from the livestock section, it does not seem to be much higher, which
it would have to be if labor costs were adequately accounted for.

14The adult equivalent of cattle is 0 for poultry and birds, 0.2 for pigs, and 1 for bullocks, bulls,
cows, buffaloes and calves. We assume it equals 1 for calves in order to account for increased labor
input when cattle is being milked.

15The coefficient of the square of that variable is statistically significant at the 1% level (p-value
0.002).
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3.3 Returns to cattle holdings

3.3 Returns to cattle holdings

3.3.1 Empirical specification

In order to understand how profits from cattle farming develop with cattle value, breed

and input allocation, we specify a profit function and then estimate both average and

marginal returns to cattle. In the absence of experimental data, this will remain a rather

descriptive analysis, yet we will conduct several robustness checks to get a better idea

regarding the potential margin of variation of these parameters.

We assume that Qit = f(Kit, Lit, Fit) is the production of milk, other dairy products

and calves, with capital (current value of cattle), labor and fodder as inputs. The sales

revenue of cattle products can be summarized by pQit, where p is the price vector of

all outputs. Opportunity costs of time can be captured by w, the price of fodder by g,

and c summarizes all other costs associated with cattle farming (i.e. veterinary services

and insemination). We assume that land enters the production function only through

the fodder it provides and therefore do not include it explicitly here.16 We also assume

the opportunity cost of capital to be zero, but have to account for the fact that cattle

depreciates over time. A profit function (net of depreciation) can thus be written as

follows:

πit = pQit − cKit − wLit − gFit − δKit. (3.1)

We value the total time a household allocates to cattle at an hourly wage of INR 5

(US$ 0.10) in 2007 and INR 8 (US$ 0.17) in 2009. This is equivalent to average daily

female wages for unskilled work reported in our data, and since caring for livestock

is mostly in the responsibility of women and children, it seems reasonable to impute

opportunity costs of time in that range.17 Obviously opportunity costs of time could

be very different for skilled vs. unskilled workers. We show in Section 3.3.3 that our

results do not change if we impute different wages according to the educational level of

the household member that is mainly responsible for caring for livestock.

The depreciation rate δ reflects the change in value of cattle from the current period

t to the next period t+1, and is simply −(Kt+1−Kt)/Kt. The value of cattle depreciates

16However, we control for land owned (in logs) in all our estimations.
17The observed daily wage for is INR 48 in the 2007 round and INR 75 in the 2009/10 round (in

constant July 2006 values). We assume a workday consists of 10 hours on average in India.
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3. DO COWS HAVE NEGATIVE RETURNS?

strongly over time because cows produce milk only as long as they are fertile.18 The

depreciation rate cannot be estimated with the data used in this paper because the

survey does not contain any information about the age of the animals.19 We thus

have to rely on secondary sources for this value. Data from the Animal Husbandry

Department of the Government of Andhra Pradesh suggest that a fertile cross-breed

cow cost about INR 10,500 (US$ 227) in Andhra Pradesh in financial year 2008/09

(AHD-GAP, 2009).20 Cows enter reproductive age at about 2.5 years (buffaloes after 3

years) and are expected to calve about five times during their lifetime (Ruvuna et al.,

1984).21 Given an average reproduction rate of around 0.59 per year (as observed in

the sample), we can assume cows and buffaloes to be productive for about 8.5 years

after entering reproductive age. Cows would thus be fertile up to the age of about 11

years, buffaloes up to the age of 12.22 As explained earlier, we expect the real value

of a cow or buffalo to be zero once it reaches that age. Assuming linear depreciation

of cattle, this would imply that each animal depreciates by around INR 1,240 (US$

27) per year. If we assume that the depreciation is declining with increasing age,

an annual relative decrease in cattle value of 20% would imply that animals have an

end-of-fertility value of INR 1,400 (US$ 30), which is slightly more than 1/10 of the

initial value. This depreciation rate is also used by government entities in their project

reports (see e.g. GHP-AHD, 2014) and produces more conservative estimates than a

linear depreciation.23

Based on the profit function specified above, average and marginal returns to cattle

18And since cattle cannot be sold for slaughter, this implies that the value of a cow will be zero once
it is no longer of reproductive age. Of course, reports exist throughout the country of unproductive
animals being sold off to other states in which cattle slaughter is not prohibited. But in this paper, we
assume that the market value of a cow approaches zero with the end of its fertility.

19We are also not able to account for potential increases in animal value after the cow or buffalo has
first calved.

20In July 2006 prices. The average price of a Graded Murrah buffalo was roughly the same. These
prices vary between districts, however.

21Of course these are rough averages; reproduction rates and number of calves per animal vary
across breeds. Crossbreeds seem to have higher reproduction rates than traditional varieties (Mukasa-
Mugerwa, 1989).

22Some studies even refer to 12 years of productive life for crossbred cows (Ghule et al., 2012).
23A relative depreciation seems more appropriate here because we do not know the initial value but

only the current value of each animal. We would otherwise introduce the rather unrealistic assumption
of equal initial value across breeds and animals.
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3.3 Returns to cattle holdings

value would be:

πit
Kit

= p
Qit
Kit
− c− wLit

Kit
− gFit
Kit
− δ (3.2)

and

∂πit
∂Kit

= p
∂Qit
∂Kit

− c− δ. (3.3)

In contrast to average returns, our estimates of marginal returns to cattle strongly

depend on assumptions concerning the functional form of the production function. In

order to get a better idea of the pattern of marginal returns to cattle, we try both

parametric and semi-parametric approaches. In the parametric approaches, we allow

the production function f(Kit, Lit, Fit) to be linear, quadratic or constant elasticity of

substitution (CES) type.

We start with a linear production function, where estimating marginal returns is

straightforward. We estimate profits (net of depreciation) as a function of cattle value

and account for a number of control variables xit, such as household characteristics,

period effects and shocks. We also control for fodder expenses and land ownership

(both in logs).24 We estimate:

πit = β0 + β1Kit + βxit + εit. (3.4)

Alternatively, we also include the square of cattle value, which allows marginal returns

to increase or decrease with cattle value. In a CES type production function, such as

f(Kit, Lit, Fit) = Kα
itL

η
itF

χ
it , the functional form imposes decreasing marginal returns, as

long as 0 < α < 1, 0 < η < 1 and 0 < χ < 1. These would be ∂πit/∂Kit = αpQit/Kit−

c − δ. Calculating marginal returns to cattle under CES functional form assumptions

requires an estimate of α, which we obtain by estimating the log-transformation of the

production function:25

log(pQit) = β0 + αlog(Kit) + ηlog(Lit) + +χlog(Fit) + βxit + εit. (3.5)

24We do not control for labor as this variable is imputed for all households. We show in Section 3.3.3
that the results are not affected by the omission of labor, nor by the omission of fodder expenses from
the estimation.

25We again control for land ownership in logs to account for self-produced fodder.
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3. DO COWS HAVE NEGATIVE RETURNS?

To compute marginal returns, we then multiply α with representative values of the

sales revenue of milk products and calves divided by the value of cattle and subtract

the depreciation rate and marginal costs. And finally, we leave the functional form

unrestricted and estimate marginal returns in a semi-parametric framework, such as:

πit = β0 + g(Kit) + βxit + εit. (3.6)

Here, g(Kit) is a non-parametric function of cattle value. In order to isolate the non-

parametric part of the equation, we follow Robinson (1988) in removing conditional

expectations given Kit from the dependent variable and all regressors. Formally, we

estimate πit −E(πit|Kit) = β(xit −E(xit|Kit)) + εit to obtain an estimate of βxit. We

then estimate the following equation non-parametrically:

πit − β̂xit = β0 + g(Kit) + εit. (3.7)

We estimate equation (3.7) with locally weighted mean smoothing using Cleveland’s

(1979) tricube weighting function and a bandwidth of 0.5. Estimates of 90% confidence

intervals are obtained from 5,000 bootstrap replications. To obtain estimates of the

marginal returns, we predict the slope of the nonparametric fit at all values of Kit. We

then smooth the pointwise slope estimates and calculate confidence intervals using the

same approach as described above.

Estimating returns to cattle with observational data is challenging for a variety of

reasons. First, we have good reasons to assume that unobservable household charac-

teristics, such as farming ability, are correlated with the observed value of cattle and

profits. Estimating returns in a fixed effect model can partly remedy this problem

by accounting at least for time-constant unobservable characteristics. The drawbacks

associated with the fixed effects estimation are: 1) that the panel is rather short and

therefore offers only limited possibilities to use within household variation in the inde-

pendent variable to estimate the parameters of interest; and 2) that the panel is not

fully balanced because many households seem to have changed their production strate-

gies by moving in or out of cattle farming and by increasing their herds with other

livestock, such as sheep or goats.26 Second, capital stocks are usually measured with

26Remember that we have to exclude all households with other milk-producing animals because the
questionnaire does not distinguish between these different sources of milk production.
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3.3 Returns to cattle holdings

high imprecision, and the current value of a farmer’s cattle is probably no exception.

This could lead to attenuation bias, where estimates of marginal returns would be bi-

ased toward zero due to measurement error in the explanatory variable. Third, reverse

causality - i.e., the fact that in the presence of capital market imperfections, higher

profits lead to faster capital accumulation - might cause an upward bias in estimated

returns.

Given these limitations, our estimate cannot be interpreted as causal, nevertheless

given the detail of the data, the panel dimension and the various robustness checks

we provide, we believe that our estimates provide at least a useful description of the

rough pattern of average and marginal returns. A more accurate estimation of these

parameters must be left to future work that can draw on experimental data.

3.3.2 Estimates of average and marginal returns

Following closely Anagol et al. (2014) we estimate average rates of return to cattle by

calculating profits (net of depreciation) for each household and dividing it by Kit, e.g.

the cattle value at the beginning of the period. As reported in Table 3.3, average rates

of return are negative at the mean of cattle value (INR 12,900 or US$ 279) by roughly

8% annually.27 Furthermore, we find that average returns are lower at lower quintiles

of investment in cattle. They range from -53% annually (in the lowest quintile) to

positive 2% annually (in the highest).28 Only households in the fifth quintile, with

animals worth INR 33,000 (US$ 711) on average, are able to generate positive average

returns. And even in this range, returns are well below the estimates of returns to

capital in micro and small non-agricultural enterprises in India (see e.g. Banerjee and

Duflo, 2014).

27These estimates draw on the costs reported in the income section of the survey and are our preferred
estimates. However, to check robustness, we calculate returns also based on the costs reported in the
livestock section (see also Section 3.2). Results can be found in the Appendix, Table 3.A.1. Both
approaches provide fairly similar results.

28To reduce bias from influential outliers, returns are calculated by using the the mean of cattle value,
revenue and cost in each group, instead of calculating the group mean of rates of return calculated at
the household level.
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3.3 Returns to cattle holdings

One of the drawbacks to the accounting approach is that it is difficult to under-

stand the circumstances under which observed profits come about. By calculating

averages, we also completely ignore external factors that might be driving observed

results. Marginal returns are presumably better able to inform about the different

options households face at different levels of cattle value and should thus shed further

light on the question why households would own cattle if average returns are found to

be negative.

In order to estimate marginal returns, we rely first on a parametric approach and

consider three types of production functions: linear, quadratic and CES. All three func-

tional forms seem to fit the data fairly well.29 We then also estimate marginal returns

semi-parametrically, leaving the functional form of the production function unspeci-

fied. As mentioned earlier, we drop three observations based on the DFITS statistic

and cutoff values recommended by Belsley et al. (1980) in order to reduce the influence

of outliers.30 Shocks, a time dummy and socio-economic household characteristics are

included as controls in all estimations. We also control for fodder expenses and land

ownership (in logs).

The estimates of marginal returns assuming a linear or quadratic production func-

tion are reported in Table 3.4. Column 1 reports pooled OLS estimates for the full

sample. The point estimate of cattle value is 0.086, suggesting marginal returns to

cattle of about 8.6% annually. In column 2, we add the square of cattle value to ex-

plore potential non-linearities in returns. The coefficient of the squared term is close to

zero and not statistically significant at the 10% level. When accounting for unobserved

heterogeneity in random effects models (column 3), the estimates of marginal returns

remain exactly the same. In the fixed effect model, however, estimates drop in size

considerably (column 4). The most probable reason for this strong reduction is the fact

29We regress revenue from cattle farming on the value of cattle and correlate predicted revenue with
actual revenue to get an impression of how well each functional form fits the data. The square of the
correlation coefficient then gives the R-squared. The quadratic production function seems to fit the
data best with an R-squared of 0.42. However, there is not much difference in the R-squareds of all
three regressions: The R-squared using a CES function is 0.40 and is 0.39 using a linear functional
form.

30We calculate the DFITS statistic in our estimation of marginal returns assuming a quadratic
production function. We choose the quadratic production function for this procedure instead of the
linear because it leads us to drop three observations, as compared to two observations in a linear
production function framework. Furthermore, two of the three observations would have to be dropped
in the linear function as well. The recommended cutoff value is 2/sqrt(k/N), with k being the degrees
of freedom plus one and N the number of observations.
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.4: Marginal returns to cattle: linear production function

OLS RE FE
(1) (2) (3) (4)

Total value: cattle 0.086+ -0.019 0.086+ 0.010
(0.044) (0.059) (0.044) (0.061)

Total value: cattle (squared) 0.000
(0.000)

Total land owned (acres, log) -356.316 -212.663 -356.316 319.958
(303.658) (275.897) (303.658) (938.559)

Expenditure on cattle: fodder (log) 258.994∗∗∗ 272.849∗∗∗ 258.994∗∗∗ 32.522
(62.159) (61.229) (62.159) (108.434)

Income, non-farm activities (log) 798.665∗∗∗ 814.274∗∗∗ 798.665∗∗∗ 990.622∗∗

(136.688) (135.453) (136.688) (325.271)

Household size -218.000∗ -205.153∗ -218.000∗ 486.370
(97.150) (97.093) (97.150) (353.868)

Age of hh head -28.489 -28.911 -28.489 -109.072∗

(18.837) (18.917) (18.837) (54.329)

Highest grade: hh head 80.688 77.962 80.688 51.220
(75.274) (72.654) (75.274) (143.561)

Male household head 401.121 440.127 401.121 -2150.610
(895.848) (887.593) (895.848) (2544.307)

Wealth index 1433.428 1214.291 1433.428 355.809
(1503.474) (1511.515) (1503.474) (4438.892)

Shock affected livestock -92.046 33.062 -92.046 457.196
(711.934) (700.110) (711.934) (1194.771)

Rainfall (deviation) 2099.687∗∗ 1917.049∗∗ 2099.687∗∗ 3852.322∗∗∗

(688.923) (673.906) (688.923) (928.651)

Year 2009 (dummy) 626.140 733.796+ 626.140 597.189
(399.126) (394.633) (399.126) (767.993)

Observations 972 972 972 972
R2 0.111 0.121 0.120

Notes: Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation. Standard
errors (clustered at the household) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3.3 Returns to cattle holdings

that the panel is relatively short and unbalanced, meaning that quite some households

own cattle only in one of the two survey periods. For those households who own cattle

in both survey rounds, we find very little changes in cattle value over time, which biases

the coefficient towards zero.

Alternatively, we estimate marginal returns to cattle assuming a CES functional

form of the production function. For that, we start by estimating equation (3.5) to

get an estimate of α. Results are reported in Table 3.5. The first column presents

results of pooled OLS estimation. The second and third columns present results of

random effects and of fixed effects estimations, respectively. Estimates of α are large

and statistically significant for most specifications. The size of the coefficient is similar

throughout specifications 1 and 2, ranging between 0.72 and 0.75. The coefficient on

cattle value is again lowest in the fixed effects estimation, i.e. 0.16. We calculate

marginal returns to cattle at all values of α (e.g., the coefficients on the cattle variable)

and for the median as well as at the mean of cattle value, revenue and cost. Results

are reported at the bottom of Table 3.5. As we can see, estimated marginal returns

are positive for all α except the fixed effects estimate. At the highest value of α (0.75),

marginal returns at the mean of cattle value (INR 12,900 or US$ 279), revenue (INR

6,500 or US$ 141) and cost (INR 1,800 or US$ 40) are 16% annually. At the lower

estimate of α (0.72), estimated marginal returns at the mean are 14%. This is slightly

higher than the return calculated in levels (cf. Table 3.4). At the median of cattle

value (INR 9,000 or US$ 194), revenue (INR 2,800 or US$ 60) and cost (INR 170 or

US$ 4), the marginal return to cattle is close to zero.

As mentioned before, imposing a particular functional form might not be appropri-

ate if the functional form is a priori unknown. We therefore proceed with estimating

marginal returns semi-parametrically, as discussed in Section 3.3.1. Results are shown

in Figures 3.1 and 3.2. Interestingly, marginal returns seem to follow a U-shape at

cattle values below INR 13,000 (US$ 280), being quite high at very low levels of cattle

value and falling with increasing cattle value. The minimum seems to lie at cattle val-

ues of around INR 7,000 (US$ 108). At higher levels, marginal returns increase again,

reaching their maximum at cattle values of roughly INR 13,000 (US$ 280), which is just

above the sample mean. After that, marginal returns seem to remain fairly constant

at about 10% per annum, before decreasing again at cattle values above INR 30,000
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.5: Marginal returns to cattle: CES production function

OLS RE FE
(1) (2) (3)

Total value: cattle (log) 0.754∗∗∗ 0.724∗∗∗ 0.162
(0.120) (0.121) (0.249)

Total land owned (acres, log) 0.139 0.164 0.128
(0.142) (0.144) (0.398)

Expenditure on cattle: fodder (log) 0.196∗∗∗ 0.191∗∗∗ 0.072
(0.031) (0.032) (0.057)

Income, non-farm activities (log) 0.358∗∗∗ 0.344∗∗∗ 0.197
(0.097) (0.097) (0.139)

Household size -0.069+ -0.066 0.133
(0.040) (0.040) (0.138)

Age of hh head -0.011 -0.012 -0.030
(0.009) (0.009) (0.021)

Highest grade: hh head 0.051 0.046 -0.028
(0.037) (0.037) (0.053)

Male household head -0.093 -0.006 0.970
(0.413) (0.428) (0.939)

Wealth index -0.350 -0.313 1.894
(0.708) (0.717) (2.277)

Shock affected livestock 0.668∗∗ 0.680∗∗∗ 0.650+

(0.208) (0.206) (0.363)

Rainfall (deviation) 0.329 0.309 0.253
(0.388) (0.385) (0.520)

Year 2009 (dummy) 1.718∗∗∗ 1.721∗∗∗ 1.569∗∗∗

(0.274) (0.271) (0.381)

Marginal returns to cattle at:

Median 0.02 0.01 -0.16

Mean 0.16 0.14 -0.14

Observations 972 972 972
R2 0.209 0.240

Notes: CES production function assumed. Dep. var: Revenue from sale of
dairy products and calves (log). Standard errors (clustered at the household)
in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3.3 Returns to cattle holdings

Figure 3.1: Semiparametric estimation of profits from cattle farming
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Figure 3.2: Semiparametric estimation of marginal returns to cattle
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3. DO COWS HAVE NEGATIVE RETURNS?

(US$ 647). Because confidence intervals are very large, we cannot reject the possibility

of constant marginal returns at all levels of cattle value.

The fact that marginal returns seem to increase with cattle value (at least over a

certain range of cattle value) could be an indication for the existence of non-convexities

in the production technology. Why these non-convexities exist and what they imply

for policy is ex-ante less clear. We will turn to this question later and present some

robustness checks first.

3.3.3 Robustness checks

Not only the point estimate of marginal returns can be biased due to a number of

reasons, also the observed pattern in marginal returns could be due to omitted variables,

rather than the specificities of cattle farming. This section seeks to gauge the robustness

of the point estimates of average and marginal returns as well of the observed pattern.

Attanasio and Augsburg (2014) stress the importance of adequately accounting for

the effects of shocks on the productivity of animals. Below average rainfall, for example,

will likely affect the productivity of cattle because fodder is less accessible, and this will

affect both the nutritional status of animals as well as their milk production. When

we split the sample by round of interview, we find that average returns at the mean

are higher in 2009/10 (-3%) than in 2007 (-14%). This could be due to the fact that

most households had faced severe rainfall shortages during the period of reference of

the 2007 interviews, whereas rainfall levels were close to the long-term average in the

2009/10 reference period (c.f. Table 3.A.2 in the Appendix). We also allow marginal

returns to vary with rainfall conditions to get more explicit evidence on the role of

weather conditions. We find that returns to cattle increase with higher rainfall levels,

and approach zero when rainfall is lower than normal. At zero rainfall deviation (hence

at the 10-year average of annual rainfall), marginal returns are 11.6% (c.f. Table 3.A.3

in the Appendix). Obviously, rainfall shocks could also have another effect on returns:

if cattle prices drop during a rainfall shock because many farmers want to sell their

animals simultaneously and reported cattle values reflect the drop in animal prices, we

would probably overestimate returns in drought years. However, we could not find any

evidence for this: reported cattle values seem to be largely unrelated to current rainfall
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3.3 Returns to cattle holdings

levels.31

Another reason why we might get biased estimates of returns to cattle are unob-

served household characteristics such as farmer ability, that affect both the value of

cattle as well as returns to cattle. To get an impression of how severe such a bias could

be, we allow marginal returns to vary with the educational level of the household head

as well of the main person responsible for taking care of the livestock. We find that

marginal returns to cattle farming are indeed higher if the household member respon-

sible for livestock farming has completed primary education (c.f. Table 3.A.4 in the

Appendix). We also find evidence that better educated households own higher value

animals: the mean cattle value is IRN 12,200 for households whose main person re-

sponsible for livestock has not completed primary education, as opposed to INR 15,000

for households with higher educated members. Returns are also higher for wealthier

households (c.f. Table 3.A.4 in the Appendix). This suggests that wealthy households

are able to operate at higher cattle values, which were shown to have higher marginal

returns.

Given the questionnaire design, we have to make a number of assumptions in the

calculation of average and marginal returns. Our assumptions regarding the oppor-

tunity costs of time could well influence both point estimates as well as the observed

patterns in average and marginal returns. If we set, for instance, the opportunity costs

of time to zero, average returns are positive throughout all quintiles and highest at

the lower quintiles (c.f. Table 3.3). We also observe that the average time allocated

to each animal decreases with the number of animals owned (c.f. Section 3.2). This

implies higher labor costs per animal for households operating on a smaller scale. But

if opportunity costs of time are lower for poorer and less educated households and

these households tend to operate at lower cattle values, then this would change our

results. We therefore allow imputed wages to depend on the educational status of the

household member that is mainly responsible for taking care of cattle as additional

robustness check. We set wages for individuals with less than 12 years of schooling

to equal the observed average wage for herding cattle in the data and set wages for

individuals with 12 years of education and more to equal the observed average wage

31The correlation coefficient of total cattle value and the deviation of rainfall from the long-term
average is -0.066, and the correlation coefficient of the average value of cattle in the household with
rainfall is 0.0025. Also Figures 3.A.1 and 3.A.2 show that reported average and total cattle values do
not vary systematically with the date of interview.
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3. DO COWS HAVE NEGATIVE RETURNS?

of a teacher. As shown in Table 3.A.5 in the Appendix, this does not affect our point

estimates of marginal returns.32 It also does not affect the observed non-convexity in

marginal returns (c.f. Figure 3.A.3 in the Appendix).

Also, the manner in which we compute fodder expenses could affect our results. The

main results presented so far use cost estimates from the income section (c.f. Section

3.2), as these estimates do not require us to make any additional assumptions. We

show in the Appendix, Tables 3.A.1 and 3.A.6 that we get the same results for average

and marginal returns, respectively, if we use cost estimates from the livestock section.

Table 3.A.6 additionally shows that the results are robust to allowing calves to need

purchased fodder too.

Finally, the assumptions we make regarding the production function and its param-

eters might be influencing estimated outcomes. Allowing fodder inputs to affect output

directly, for example, could change our results. The underlying assumption would be

that if a household fails to adequately nourish its dairy animals during the pregnancy

and milking period, then this is likely to influence the returns on that animal. In the

main specifications, we control for fodder expenses in logs. However controlling for

expenses in levels might be more adequate when assuming a linear production func-

tion. We show in the Appendix, Table 3.A.6 that returns are only marginally higher

when excluding fodder as regressor. Also the coefficients on the level and the square

of fodder (in levels) are not statistically significant. When including fodder in levels,

the coefficient on cattle value drops considerably, from 8.6% to 3.4%. One problem in

correctly measuring both returns, is that fodder expenses are highly correlated with

animal value, and animal value is likely to reflect the feeding practices of households

(well-nourished animals with high milk output have a higher current value than under-

nourished animals). The correlation coefficient of both variables is about 0.52.

3.4 Explaining the non-convexities: Returns to scale and

returns to modern-variety cows

The results presented so far suggest that returns to cattle vary considerably over the

distribution of cattle value. While average returns to cattle increase continuously, and

32Table 3.A.5 also shows that the results are robust to the omission of time (both reported and
imputed values) from the empirical specification.
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are only positive in the highest quintile of cattle value, marginal returns vary over

the range of cattle value. Looking at the overall pattern, four different stages can

be distinguished. In the range of cattle values up to INR 6,000 (US$ 129), marginal

returns are positive but strongly falling and average returns are significantly negative.

At cattle values between INR 6,000 and 10,000 (US$ 216) both marginal and average

returns to cattle value are negative. In the range of INR 10,000 to 34,000 (US$ 733),

marginal returns to cattle value are positive again, reaching their maximum just above

the sample mean of cattle value (at INR 13,000 or US$ 280). Average returns continue

to be negative. At cattle values above INR 34,000, finally, both average and marginal

returns are positive, although marginal returns are somewhat lower than in the third

stage.

There are different potential explanations for the observed variation in returns to

cattle value, and this section seeks to explore some of them. The first reason for

observed non-convexities could be returns to scale: minimum thresholds of the number

of animals a household needs to own in order to be able to operate at profitable levels.

The second reason could be heterogeneity in the profitability of different cattle breeds.

Upgrading traditional breeds by cross-breeding them with European varieties has a long

tradition in India (Turner, 2004). If only high-value animals generate positive returns,

then this would generate additional entry-barriers to cattle farming.

3.4.1 Returns to scale

To get a better understanding of the importance of returns to scale, we estimate different

costs and plot them against cattle value (Figure 3.3). These curves are fitted non-

parametrically using locally weighted mean smoothing with a bandwidth of 0.2. We

do not make any specific assumption about the substitutability between cattle and

other inputs, and we just use the observational data. Remember also that we assume a

constant depreciation rate of 20% per annum. The first graph shows predicted absolute

costs, whereas the second graph shows predicted average costs.

Total costs are roughly INR 3,200 (US$ 69) at the minimum of cattle value, which

is more than twice the corresponding cattle value. In this range, labor costs make up

the main part of total costs, whereas paid-out costs are about one-third of total costs.

Depreciation is negligible at this level due to the low value of cattle. Average costs

decrease pronouncedly with cattle value up to a cattle value of roughly INR 20,000

93



3. DO COWS HAVE NEGATIVE RETURNS?

Figure 3.3: Cost structure
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(US$ 431). The starkest decrease can be observed at very low cattle values. Beyond

INR 20,000, average costs increase again, reaching 50% of cattle value at cattle values of

INR 27,000 (US$ 582), and then decrease again. With increasing cattle value, the cost

structure changes. Average labor costs decrease steadily with cattle value, reaching

11% at the maximum of cattle value. Average paid out costs, in contrast, reach their

minimum (8%) at cattle values of INR 20,000 (US$ 431), increasing again beyond this

value to 12% at the maximum of cattle value. Returns to scale thus seem to play an

important role in cattle farming, as average costs decrease over most of the cattle value

distribution. These cost reductions come to substantial extend from falling average

labor cost, and are due to economies of time associated with increasing herd sizes.

To test if there is a threshold regarding the minimum number of animals required

to operate at profitable levels, we allow returns to cattle to vary with the number of

animals owned. In the sample, roughly half of the households (51.0%) own only one cow

or buffalo, the vast majority of them (78.9%) no more than two animals. To identify

potential thresholds we create a set of dummies; for households who own more than

two, more than three animals etc. Because we are worried that unobserved household

characteristics, such a farming ability, might affect both the number of animals owned,

as well as the returns to cattle farming, we present estimates in OLS and in fixed effects.

However, even fixed effects cannot rule out the possibility that unobserved time-varying

variables are driving the observed results. Yet, it is reassuring to see that, controlling

for household fixed effects does at least not substantially affect the results.
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3.4 Explaining the non-convexities

Interacting cattle value with these dummies reveals that marginal returns become

statistically significant for households who own three or more animals (c.f. Table 3.6,

col. 3). The difference in returns between both groups becomes statistically significant

at a threshold of four animals: households who own four animals or more have marginal

returns that are between 12.6 and 21.1 percentage points higher than households who

own less than four animals. As the herd size increases further, returns to cattle continue

to increase, reaching 36% for households with 6 cows or female buffaloes and more (cols.

9 and 10). Average returns by farm size are displayed at the bottom of Table 3.6. As

can be seen average returns become positive at herd sizes of five and higher. These

results suggest that cattle farming is associated with considerable returns to scale and

becomes profitable only beyond the threshold of five to six animals. In our sample,

the average farmer with that many animals operates at cattle values of around INR

43,000 (US$ 927). However, economies of scale cannot explain why we find marginal

returns that reach their maximum at cattle values around INR 13,000 (US$ 280) and

then decrease again.

3.4.2 Returns to modern variety cows

As mentioned before, an additional explanation for the observed non-convexities in

marginal returns could be related to the differences in productivity across animal breeds

and value. Investing in cattle not only implies acquiring more cattle, but typically also

implies exchanging animals for more productive breeds. Hence, positive and increasing

marginal returns may be found even in farms where economies of scale are not being

fully exploited.

In order test this hypothesis more systematically, we re-estimate average and marginal

returns but now split the sample by animal breed. Table 3.7 reports estimates of

marginal returns for different cattle breeds. Our pooled OLS estimates suggest that

modern-variety cows and buffaloes - thus, imported European breeds and their cross-

breeds - have by far the highest returns (43% annually), whereas traditional breeds

and buffaloes have marginal returns close to zero. Fixed effect estimates are somewhat

different, but again we find that modern variety cows have returns of 10% while all

other breeds seem to generate negative or zero marginal returns. Estimates of average

returns by cattle breed support this finding. While modern-variety cows have average

97



3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.7: Marginal returns to cattle by cattle breed

(1) (2) (3) (4) (5)
N Av. cattle value Av. return OLS FE

Mixed 109 7480.1 -0.03 0.144+ 0.183
(0.079) (0.125)

Cow (modern) 119 7471.2 0.04 0.427∗∗∗ 0.098
(0.065) (0.101)

Cow (traditional) 363 5351.5 -0.20 -0.047 0.013
(0.062) (0.133)

Buffalo (modern) 63 7419.3 -0.06 -0.016 -0.670∗∗

(0.089) (0.255)

Buffalo (traditional)) 318 6849.2 -0.05 0.016 -0.019
(0.051) (0.083)

Other than cow (modern) 827 6227.2 -0.11 0.023 -0.005
(0.036) (0.072)

At least 1 cow (modern) 145 7879.7 0.04 0.220∗ 0.066
(0.105) (0.128)

Notes: Column 2 reports the mean of the average value of all cows or buffaloes owned by a household.
Column 3 reports the average returns of each subgroup. Columns 4 & 5 report estimates of marginal
returns to cattle. Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation.
Controls are those of main model. Std. errors (clustered at the household) in parentheses. ∗ p < 0.05,
∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3.4 Explaining the non-convexities

returns of 4%, all other varieties have negative average returns.33 To gauge the robust-

ness of our findings, we also split the sample by the ownership of at least one modern

variety cow. Again, we find that returns are roughly 20 percentage points higher for

households who own at least one modern variety cow.

Given that modern-variety cows are also among the most expensive animals (c.f.

Table 3.7), these results suggest that returns to modern-variety cows (i.e. returns to

acquiring a more productive animal) are at least as important as returns to scale in

order to explain the found non-convexities in cattle holding.

3.4.3 Combining returns to scale and returns to quality

To see if the specificities of cattle farming described above are sufficient to explain

the observed pattern in average and marginal returns, we plot the predicted farm size

and the predicted number of modern variety cows as function of cattle value in Figure

3.4. The predicted outcomes are fitted non-parametrically using locally weighted mean

smoothing with a bandwidth of 0.2. As can be seen, most farms own only one animal

up to cattle values of INR 6,000 (US$ 129). Beyond this value the predicted herd size

increases continuously with cattle value. The predicted ownership of modern variety

cows increases most sharply in the range of cattle values from INR 14,000 to INR 26,000

(US$ 302 - 561). Given these ownership patterns, the existence of both returns to

modern-variety breeds and returns to scale could explain the observed non-convexities

in average and marginal returns.

At very low levels of cattle value (up to INR 6,000 or US$ 129), we find negative

average returns and positive but falling marginal returns. In this range, households

tend to own only one animal, and increasing cattle value probably means exchanging

that animal for a more productive one. In these low levels of cattle value, average costs

fall drastically with small increases in cattle value. Increasing the value of cattle thus

raises costs, but only marginally when compared to the productivity gains of increasing

cattle value. Increasing cattle value thus increases profits in this range, as reflected in

positive marginal returns.

As cattle value increases further (INR 6,000 to 10,000, or US$ 129 to 216), the

reduction in average costs with increasing cattle value slows down, leading to a decline

33Detailed estimates of average returns by cattle breed can be found in the Appendix, Table 3.A.7.
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3. DO COWS HAVE NEGATIVE RETURNS?

Figure 3.4: Predicted herd size and composition as function of cattle value
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Notes: Locally weighted mean smoothing, bw= 0.2.
Source: Own estimation based on YLS data.

and eventually negative marginal returns. At cattle values above INR 6,000 the pre-

dicted herd size starts to increase with cattle value. But still very few farmers own two

animals or are increasing cattle value by acquiring a modern variety cow.

At cattle values of INR 10,000 most farmers already own two animals. Also the

predicted number of modern variety cows owned increases most pronouncedly in the

range of cattle values between INR 14,000 and 26,000 (US$ 302 - 561). Thus most

farmers are increasing the herd size from one to at least two animals, and many of

them seem to be doing this by acquiring at least one modern variety cow. Given that

modern variety cows are more productive, this probably explains why we find positive

and increasing marginal returns in this range. Marginal returns reach their maximum

at cattle values around INR 13,000 (US$ 280), while average returns continue to be

negative.

Beyond cattle values of INR 13,000 marginal returns decrease continuously, but

remain positive. Average returns increase, and become positive at cattle values around

INR 34,000 (US$ 733). In this range, most farmers own at least one modern variety cow,

and increasing cattle value means increasing herd size as shown in Figure 3.4. With
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3.4 Explaining the non-convexities

increasing herd size average cost continue to decrease, particularly due to economies of

time (c.f. Figure 3.3).

3.4.4 Entry barriers

There seem to be two important thresholds involved in cattle farming in India. The first

threshold seems to lie at cattle values around INR 10,000 to 14,000 (US$ 216 - 302):

households generally own more than one animal and shift their production towards

modern variety cows. This allows them to explore some returns to scale and the higher

returns of owning modern variety cows. Wile average returns in this range continue

to be mostly negative, marginal returns are positive. And for those households who

successfully shifted towards modern variety cows and own at least two animals average

returns are also positive. The second threshold seems to lie at herd sizes greater than

five and cattle values around INR 34,000 (US$ 927). Beyond this value, not only

marginal returns but also average returns are positive for all farmers.

Both thresholds need to be overcome to reach herd values that generate positive

average returns. It is likely that different obstacles are at play for these two thresholds.

Identifying those obstacles with observational data is virtually impossible, and with

this caveat in mind, we explore a number of potential explanations of how to overcome

both thresholds. Table 3.8 displays a simple OLS estimation of potential determinants

of modern cow ownership and of herd sizes of five animals and greater.

As can be seen, the educational level of the household head seems to be associated

a higher probability of owning a modern cow. This could suggest that modern cows

require better farming ability, but could also just mean, that more educated farmers

are wealthier and have therefore better possibilities to finance these more expensive

animals (either through self-financing or through credit). This would be in line with

the finding that wealthier households (measured by the housing services index) are

more likely to own these animals. Interestingly, the self-reported access to a number

of government programs seems to increase the probability of owning a modern variety

cow, which suggest that knowledge and access to information about new breeds are

important, as is the cost of accessing veterinary services and insemination facilities (see

negative coefficient on the distance to veterinary hospitals). Another reason for the

limited ownership of modern variety cows could be that fodder expenses are usually

higher for these animals (Turner, 2004). Supportive evidence for higher fodder expenses
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.8: Determinants of ownership of modern variety cows and minimum herd size

Modern cow ownership Herd size ≥ 5
(1) (2) (3) (4) (5) (6)

Age of hh head 0.000 -0.001 -0.003 0.000 0.000 0.001
(0.001) (0.001) (0.003) (0.001) (0.001) (0.002)

Male household head -0.002 -0.023 0.093 -0.038 -0.033 -0.016
(0.053) (0.051) (0.118) (0.043) (0.046) (0.067)

Household head is literate 0.042+ 0.041 0.000 0.024 0.023 0.000
(0.025) (0.025) (.) (0.021) (0.019) (.)

Housing quality index -0.019 -0.047 0.025 -0.059∗ -0.063∗ 0.033
(0.056) (0.060) (0.096) (0.029) (0.030) (0.057)

Consumer durables index -0.116 -0.106 -0.245 -0.038 -0.035 -0.180
(0.080) (0.085) (0.157) (0.058) (0.072) (0.131)

Housing services index 0.250∗ 0.214∗ 0.301∗ 0.062 0.015 -0.053
(0.102) (0.095) (0.149) (0.075) (0.047) (0.068)

Income, non-farm activities (log) -0.011 -0.005 0.005 0.018∗∗∗ 0.018∗∗∗ 0.002
(0.009) (0.009) (0.015) (0.005) (0.005) (0.009)

Value of agr. production (log) 0.000 -0.003 0.001 0.003 0.002 0.002
(0.004) (0.004) (0.008) (0.002) (0.002) (0.003)

Total land owned (acres, log) 0.003 0.026 0.066 0.043∗∗ 0.054∗∗ 0.083∗

(0.018) (0.021) (0.050) (0.016) (0.017) (0.031)

Household registered with NREGA -0.084∗ -0.071 -0.147∗ -0.016 -0.027 0.020
(0.039) (0.044) (0.067) (0.030) (0.029) (0.037)

Hh benefits from DWCRA 0.001 -0.040 -0.134 -0.015 -0.013 0.037
(0.049) (0.058) (0.082) (0.025) (0.023) (0.046)

Hh benefits from IKP -0.011 0.015 0.021 0.044 0.029 -0.009
(0.027) (0.029) (0.042) (0.028) (0.023) (0.029)

Hh benefits from PMRY -0.040 -0.036 0.273∗ -0.022 -0.064 -0.052
(0.037) (0.074) (0.128) (0.047) (0.113) (0.077)

Hh benefits from CMEY/Rajivy 0.479 0.478 0.694∗∗ -0.039∗ 0.019 0.019
(0.319) (0.296) (0.220) (0.018) (0.029) (0.031)

Hh benefits from SGSY -0.049 -0.054 -0.008 -0.070+ -0.087∗ 0.012
(0.080) (0.061) (0.105) (0.036) (0.038) (0.039)

Hh benefits from other program 0.171∗ 0.189∗ 0.169∗ -0.012 0.013 0.010
(0.065) (0.073) (0.082) (0.035) (0.036) (0.051)

Distance to veterinary hospital -0.008∗∗∗ -0.004∗ -0.002 0.001 0.001 0.001
(0.002) (0.002) (0.002) (0.002) (0.001) (0.001)

Availability: Cattle development program 0.064 -0.036 0.000 -0.063∗∗ -0.049+ 0.000
(0.061) (0.052) (.) (0.020) (0.026) (.)

Availability: Dairy development program 0.101+ -0.054 0.000 -0.029 -0.079 0.000
(0.054) (0.048) (.) (0.023) (0.069) (.)

Availability: Free Veterinary camp 0.071∗ 0.039 0.000 0.020 0.039+ 0.000
(0.032) (0.035) (.) (0.025) (0.021) (.)

Year 2009 (dummy) 0.139∗∗ 0.124∗ 0.120∗ -0.020 -0.008 0.024
(0.052) (0.053) (0.056) (0.016) (0.015) (0.020)

Fixed Effect No Sub-district Household No Sub-district Household

Observations 969 969 969 969 969 969
R2 0.123 0.170 0.153 0.068 0.108 0.050

Notes: Pooled OLS. Cells report estimates of average marginal effect. Standard errors (clustered at the village) in parentheses. +

p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3.5 Conclusions

is the fact that modern variety cows have higher returns to fodder expenses than other

breeds (as reported in the Appendix, Table 3.A.8). Finally, potential differences in the

variability of returns of modern variety cows as compared to other breeds could explain

limited adoption of new varieties. However, this cannot be assessed with the data at

hand.

In contrast, only income and wealth related variables seem to predict the probability

of owning five cows or buffaloes and more: only non-agricultural income and land

ownership have positive and statistically significant coefficients.34 This suggests that

credit constraints are among the most important obstacles to reach minimum herd sizes

of five animals.

3.5 Conclusions

This paper addresses the apparent puzzle of widespread support of cattle farming

through agricultural policy interventions vis-à-vis largely negative returns to cattle,

as stressed in recent works. To get a more in-depth impression of the profitability of

cattle farming, we explore average and marginal returns to cattle at different levels of

cattle value and for different breeds in Andhra Pradesh, India. The results of this paper

are as follows. We find that average returns to cattle are negative by 8% at the mean

of cattle value and vary between large negative rates at low cattle values and positive

rates at high cattle values. Similar to Attanasio and Augsburg (2014), we find that

returns increase considerably with favorable weather conditions. In contrast to average

returns, marginal returns to cattle are found to be positive on average. At the mean of

cattle value, marginal returns range between 9% and 16% annually, depending on the

specification considered. Whereas average returns increase with cattle value, marginal

returns seem to follow a U-shaped pattern, with the highest returns materializing at

extremely low and above-average cattle values.

These estimates are quite substantial and indicate that investing in cattle could

be a viable strategy for households in rural areas of Andhra Pradesh. But we also

find strong evidence that herd size and quality matter. The fact that only households

34Interestingly the existence of cattle development programs at village level seems to reduce the
probability of owning five animals and more. As does the self-reported access to SGSY (a credit
program targeted at self-help groups). But these could both be selection effects rather than ‘treatment’
effects.
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3. DO COWS HAVE NEGATIVE RETURNS?

operating on a larger scale as well as households with the highest-value animals have

positive average returns suggests that high entry costs prevent many households from

operating at profitable levels. These entry barriers would also explain the observed

non-convexities in marginal returns.

Two types of entry barriers were identified: first, economies of scale associated

with the substantial cost savings of owning more than one animal; second, differences

in animal prices and productivity across cattle breeds. This paper also discusses a

few potential explanations of how these entry barriers could be overcome. We find

suggestive evidence that access to information, to veterinary services and to adequate

fodder seem to matter for the adoption of modern variety cows. But the most important

obstacle to overcoming both entry barriers seem to be credit constraints: wealth and

income seem to explain both the adoption of modern variety cows and the probability

to operate at herd sizes larger than five.

This is not surprising: As we saw in Section 3.3.1, the average market value of a

fertile crossbred cow is about INR 10,500 (or US$ 226), and in many cases considerably

higher. In contrast, the average value of cows and buffaloes in the sample is roughly

INR 6,500 (US$ 140), thus just over half this value. That the cattle value in the

sample is consistently below reported market prices suggests that most households in

our sample might face difficulties in raising the resources to finance the investment in a

high-value animal. The average household income of non-cattle farmers in the sample

is INR 30,700 (US$ 662) per year: this is not even three times the market value of a

crossbred cow. We also saw that average returns to cattle become positive at cattle

values above INR 34,000 (US$ 733), which is more than the total annual income of

these households.

The results of this paper suggest that non-convexities in returns to livestock farming

trap poor households in low-productivity asset levels. This finding explains why policy

interventions to increase investments in cattle seem to fail in rural India, as stipulated

by Morduch et al. (2013). Households can only reach a level of positive average returns

to cattle and start on a beneficial accumulation path if they overcome considerable

entry barriers. This is obviously harder for poorer households, which would be the

potential beneficiaries of asset-based anti-poverty policies.

In terms of policy implications, the results of this paper suggest that policies such

as the “One cow per poor family” and “Targeting the ultra poor”, can only have lasting
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3.5 Conclusions

impacts on poverty if beneficiaries are enabled - for instance through credits - to invest

enough in the quantity and quality of their cattle, thereby ensuring the profitability of

the investment.

There could obviously be other reasons beyond financial profits that motivate poor

households to hold low values of cattle despite the negative or at least very low returns.

This may have to do with a preference for own milk products or because households

use cattle as a intertemporal savings device. Exploring these motivations is beyond the

scope of this paper and is left for future research.
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3.A Supplementary Figures and Tables

Figure 3.A.1: Average value of cattle by month of interview
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Figure 3.A.2: Total value of cattle by month of interview
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3. DO COWS HAVE NEGATIVE RETURNS?

Figure 3.A.3: Semiparametric estimation of marginal returns to cattle with heteroge-
neous wages
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3.A Supplementary Figures and Tables

Table 3.A.3: Marginal returns to cattle by rainfall conditions

(1) (2)

Total value: cattle 0.116+

(0.069)

Total value: cattle × Rainfall (deviation) 0.180∗

(0.088)

Rainfall (deviation) -44.321
(1014.967)

Marginal returns to cattle

at Rainfall (dev., lag)= -0.5 0.026
(0.074)

at Rainfall (dev., lag)= -0.4 0.044
(0.070)

at Rainfall (dev., lag)= -0.3 0.062
(0.068)

at Rainfall (dev., lag)= -0.2 0.080
(0.067)

at Rainfall (dev., lag)= -0.1 0.098
(0.068)

at Rainfall (dev., lag)= 0 0.116+

(0.069)

at Rainfall (dev., lag)= 0.1 0.134+

(0.071)

at Rainfall (dev., lag)= 0.2 0.152∗

(0.075)

at Rainfall (dev., lag)= 0.3 0.170∗

(0.079)

at Rainfall (dev., lag)= 0.4 0.188∗

(0.084)

at Rainfall (dev., lag)= 0.5 0.206∗

(0.089)

Observations 972 972

Notes: Pooled OLS. Linear production function assumed. Dep. var: Profits (adj.
for labor) - depreciation. Controls are those of main model. Coefficients in first
and marginal returns in second column. Std. errors (clustered at the village) in
parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.A.4: Hetergogeneity of marginal returns by household characteristics

(1) (2) (3) (4)

Total value: cattle 0.028 0.005 -0.204+ -0.254+

(0.050) (0.046) (0.111) (0.151)

Household head is literate -806.535
(998.389)

Total value: cattle × Household head is literate 0.103
(0.083)

Person resp. for livestock is literate -700.820
(1034.497)

Total value: cattle × Person resp. for livestock is literate 0.163+

(0.085)

Wealth index -6513.209∗

(2643.811)

Total value: cattle × Wealth index 0.572∗

(0.230)

Housing services index -6056.276∗

(3038.446)

Total value: cattle × Housing services index 0.530∗

(0.254)

Observations 972 972 972 972
R2 0.121 0.143 0.135 0.143

Notes: Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation. Controls are those of main
model, except col. 4 does not control for wealth index. The wealth index is the simple average of the housing quality index,
the consumer durable index and the housing services index. Housing quality is the simple average of rooms per person and
indicator variables for the quality of roof, walls and floor. Consumer durables are the scaled sum of 12 variables indicating
the ownership of items such as radios, fridges, televisions, phones or vehicles. Services are calculated as the simple average of
dummy variables indicating households’ access to drinking water, electricity, toilets and fuels. For more information on the
wealth index refer to the Young Lives data justification documents at http://www.younglives.org.uk. Std. errors (clustered at
the household) in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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3.A Supplementary Figures and Tables

Table 3.A.5: Sensitivity of results to omission and alternative calculation of labor cost

Pooled OLS 2007 OLS Pooled OLS
(1) (2) (3) (4) (5)

Total value: cattle 0.086+ 0.069 -0.035 0.019 0.093∗

(0.044) (0.051) (0.079) (0.081) (0.046)

Predicted time spent on cattle (hours per year) -3.001
(6.344)

Predicted time spent on cattle (squared) 0.004
(0.006)

Time spent on cattle (hours per year) -5.797∗∗∗

(1.070)

Time spent on cattle (squared) 0.001∗

(0.001)

Total land owned (acres, log) -356.316 -378.316 -4.902 -355.807 -580.385+

(303.658) (301.941) (435.938) (418.810) (329.389)

Expenditure on cattle: fodder (log) 258.994∗∗∗ 256.108∗∗∗ 197.489∗ 244.674∗∗ 200.074∗∗

(62.159) (61.920) (80.697) (74.893) (64.260)

Income, non-farm activities (log) 798.665∗∗∗ 803.647∗∗∗ 361.722∗ 437.177∗∗ 717.978∗∗∗

(136.688) (136.631) (171.243) (167.003) (154.772)

Household size -218.000∗ -227.188∗ -147.522 -135.337 -193.901+

(97.150) (96.863) (126.415) (116.599) (102.212)

Age of hh head -28.489 -27.974 -29.744 -14.546 -29.680
(18.837) (18.933) (21.042) (20.279) (19.377)

Highest grade: hh head 80.688 84.380 45.852 80.824 -98.741
(75.274) (75.128) (75.772) (71.511) (85.619)

Male household head 401.121 424.400 545.516 845.043 157.013
(895.848) (903.683) (1009.687) (1026.958) (915.638)

Wealth index 1433.428 1482.132 1209.265 990.568 76.309
(1503.474) (1494.771) (2063.193) (1905.076) (1757.445)

Shock affected livestock -92.046 -162.283 -707.349 -728.712 -424.847
(711.934) (711.067) (865.848) (795.018) (755.351)

Rainfall (deviation) 2099.687∗∗ 2111.613∗∗ -867.956 -1018.930 1829.446∗

(688.923) (681.215) (1206.972) (1126.193) (722.421)

Year 2009 (dummy) 626.140 621.464 522.635
(399.126) (390.594) (415.272)

Observations 972 972 463 463 972
R2 0.111 0.112 0.046 0.201 0.096

Notes: Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation. Cols. 1 & 2 use predicted time
allocation to calculate profits and as regressor, cols. 3 & 4 use self-reported time allocation. Column 5 uses alternative wages to
calculate profits, as described in Section 3.3. Std. errors (clustered at the household) in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗

p < 0.001.
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3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.A.6: Sensitivity of results to omission and alternative calculation of fodder cost

(1) (2) (3) (4) (5)

Total value: cattle 0.086+ 0.101∗ 0.034 0.101∗ 0.088+

(0.044) (0.045) (0.043) (0.051) (0.047)

Expenditure on cattle: fodder (log) 258.994∗∗∗ 147.942∗ 96.262
(62.159) (69.271) (68.055)

Expenditure on cattle: fodder 0.314
(0.311)

Expenditure on cattle: fodder (squared) 0.000
(0.000)

Total land owned (acres, log) -356.316 -602.031∗ -260.433 -221.811 -196.378
(303.658) (296.833) (286.100) (328.317) (313.280)

Income, non-farm activities (log) 798.665∗∗∗ 794.134∗∗∗ 814.601∗∗∗ 929.750∗∗∗ 922.924∗∗∗

(136.688) (134.962) (137.803) (149.569) (147.206)

Household size -218.000∗ -228.107∗ -185.926+ -240.121∗ -227.081∗

(97.150) (98.728) (98.491) (106.598) (105.666)

Age of hh head -28.489 -27.915 -31.687+ -29.654 -27.963
(18.837) (19.146) (18.829) (20.239) (20.030)

Highest grade: hh head 80.688 89.657 61.599 64.575 58.113
(75.274) (76.689) (70.002) (82.505) (79.681)

Male household head 401.121 354.176 127.843 315.041 246.300
(895.848) (907.855) (840.722) (898.113) (871.696)

Wealth index 1433.428 2147.341 1183.239 2023.194 1978.738
(1503.474) (1509.226) (1478.330) (1704.590) (1679.121)

Shock affected livestock -92.046 -72.547 -113.549 -622.808 -668.223
(711.934) (715.084) (708.858) (780.388) (762.871)

Rainfall (deviation) 2099.687∗∗ 2071.893∗∗ 2192.682∗∗ 3354.262∗∗∗ 3319.264∗∗∗

(688.923) (680.934) (682.694) (852.941) (836.870)

Year 2009 (dummy) 626.140 521.733 620.217 1169.990∗∗ 1072.268∗

(399.126) (396.644) (381.069) (440.348) (428.197)

Observations 972 972 972 972 972
R2 0.111 0.096 0.134 0.114 0.104

Notes: Pooled OLS. Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation. Cols. 1-3 use cost
estimates from the income section (as described in Section 3.2) to calculate profits. Col. 4 uses cost estimates from the livestock
section (as described in Section 3.2) to calculate profits. Column 5 also uses cost estimates from the livestock sections, but
assumes that calves also require fodder. Std. errors (clustered at the household) in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗

p < 0.001.
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3.A Supplementary Figures and Tables
T

a
b

le
3
.A

.7
:

A
ve

ra
g
e

re
tu

rn
s

b
y

ca
tt

le
b

re
ed

B
re

ed
s

N
A

v
er

a
g
e

ca
tt

le
va

lu
e*

Q
u
a
n
ti

ty
:

ca
tt

le
T

o
ta

l
va

lu
e:

ca
tt

le
R

ev
en

u
e:

d
a
ir

y
V

a
lu

e:
ca

lv
es

C
o
st

:
d
a
ir

y
L

a
b

o
r

co
st

D
ep

re
-

ci
a
ti

o
n

P
ro

fi
ts

R
O

R

I=
D

+
E

A
B

C
D

E
F

G
H

-F
-G

-H
J
=

I/
C

M
ix

ed
10

9
74

80
3.

66
27

52
0

93
22

31
43

31
89

46
77

51
51

-9
0
6

-0
.0

3
C

ow
(m

o
d

er
n

)
11

9
74

71
1.

45
11

20
0

66
69

14
05

25
47

28
46

21
92

4
4
1

0
.0

4
C

ow
(t

ra
d
it

io
n

al
)

36
3

53
52

1.
74

94
48

21
83

17
17

93
4

29
89

19
14

-1
9
1
2

-0
.2

0
B

u
ff

al
o

(m
o
d

er
n

)
63

74
19

1.
68

12
37

4
56

99
10

60
26

67
24

19
26

46
-8

0
2

-0
.0

6
B

u
ff

al
o

(t
ra

d
it

io
n

al
)

31
8

68
49

1.
90

12
64

1
58

32
10

07
19

60
29

45
26

06
-5

9
5

-0
.0

5

T
ot

al
97

2
64

74
1.

97
12

92
4

49
54

15
64

18
32

31
10

25
85

-1
0
0
8

-0
.0

8

N
o
te

s:
C

el
ls

re
p

o
rt

th
e

m
ea

n
va

lu
e

o
f

th
e

va
ri

a
b
le

o
f

ea
ch

co
lu

m
n

fo
r

a
g
iv

en
ca

tt
le

b
re

ed
.

A
ll

va
lu

es
a
re

co
n
st

a
n
t

IN
R

(J
u
ly

2
0
0
6
).

O
n
e

U
S
$

is
eq

u
iv

a
le

n
t

to
4
6
.3

8
IN

R
.

R
a
te

o
f

re
tu

rn
(R

O
R

)
ca

lc
u
la

te
d

a
s

fo
ll
ow

s:
(π

t
−

(K
t
−
K

t+
1
))
/
K

t
,

w
h
er

e
K

t
is

th
e

va
lu

e
o
f

th
e

a
n
im

a
l

a
t

ti
m

e
t.

*
A

v
er

a
g
e

va
lu

e
o
f

a
ll

co
w

s
a
n
d

b
u
ff

a
lo

es
ow

n
ed

b
y

h
o
u
se

h
o
ld

.

115



3. DO COWS HAVE NEGATIVE RETURNS?

Table 3.A.8: Heterogeneity in returns to fodder

OLS FE OLS FE
(1) (2) (3) (4) (5) (6)

Total value: cattle 0.036 0.018 0.047 0.021
(0.044) (0.066) (0.043) (0.067)

Expenditure: fodder 0.564∗∗∗ -0.156 0.434 0.140
(0.167) (0.459) (0.370) (0.597)

Cow (modern) 1371.677 2938.965
(1373.738) (2002.134)

Cow (traditional) 869.671 3331.714∗

(1042.948) (1603.183)

Buffalo (modern) 2704.729∗ 7025.467∗∗

(1329.885) (2310.671)

Buffalo (traditional) 739.921 2973.573
(1074.054) (1928.451)

Cow (modern) × Expenditure: fodder 0.697 -0.722
(0.680) (0.954)

Cow (traditional) × Expenditure: fodder -0.110 -0.417
(0.420) (0.657)

Buffalo (modern) × Expenditure: fodder -0.585 -2.693∗∗∗

(0.455) (0.776)

Buffalo (traditional) × Expenditure: fodder 0.363 0.534
(0.401) (0.677)

Marginal return to fodder for:

Mixed 0.434 0.140
(0.370) (0.597)

Cow (modern) 1.131∗ -0.582
(0.570) (0.779)

Cow (traditional) 0.324 -0.277
(0.241) (0.278)

Buffalo (modern) -0.152 -2.553∗∗∗

(0.274) (0.495)

Buffalo (traditional) 0.797∗∗∗ 0.674+

(0.209) (0.353)

Observations 972 972 972 972
R2 0.131 0.122 0.160 0.271

Notes: Linear production function assumed. Dep. var: Profits (adj. for labor) - depreciation. Controls are those of main model.
Columns 4 & 6 report marginal returns to fodder for each cattle breed. Std. errors (clustered at the household) in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
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4

Wage risk, labor supply and

human capital accumulation in

India

with Andrew Foster

4.1 Introduction

Risk affects household behavior in several ways. Previous literature has shown that

uncertainty regarding future consumption and the inability of households to insure

against shocks affects their current consumption and saving (Rosenzweig and Wolpin,

1993; Udry, 1995), as well as their investment and technology adoption decisions (Der-

con, 1996; Karlan et al., 2014; Rosenzweig and Binswanger, 1993).

Only a few papers look at the effect of risk on labor supply. Rose (2001) for example

addresses the link between weather risk and off-farm labor supply and shows that vari-

ability in rainfall increases labor force participation of households because households

need to accumulate savings for later periods. In the context of OECD countries, Pista-

ferri (2003) links wage risk with the elasticity of intertemporal substitution in labor

supply and finds that wage risk increases labor supply in the early years of labor force

participation and reduces the intertemporal substitution in hours worked associated

with changing wages over the life-cycle.
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4. WAGE RISK AND HUMAN CAPITAL ACCUMULATION

In India, the context of our study, increased labor supply – especially of women

– would be desirable from a policy perspective. Literature has shown that increased

own income improves the intra-household bargaining power of women and the social

status of women in general (Basu, 2006; Jensen, 2012). Likewise, it has been shown

that children in households with working women are generally healthier (Kennedy and

Peters, 1992) and better educated (Afridi et al., 2012).

However, wage work is not the only activity of women in India. In fact, the India

Time Use survey from 1998/99 revealed that women spend more time than men on

activities other than leisure. While women spend 53.4 hours per week on salaried

activities and household work combined, men only spend 45.6 hours per week on these

activities (Government of India, 2000).1 One might therefore expect that an increase in

labor market work has to go hand-in-hand with a reduction of household-related work

for women.

In this paper, we seek to understand the extent to which risk raises labor supply to

levels that can become harmful for other members of the household. In the presence

of intra-household substitution effects, for instance in the performance of household

chores, increased female labor supply might have negative effects on the time allocation

of children. If women have less time available for home production and childcare,

and such activities can only be foregone at high cost, they might be forced to take

older children out of school or to cut down on the time these children study at home

in order for them to fill in for these tasks (Ilahi, 2000; Skoufias, 1993). Under such

circumstances, risk would not only affect labor supply decisions of adult household

members, but potentially also have severe consequences on other members of these

households and on their human capital accumulation in particular.

The relationship between labor supply and children’s outcomes is unlikely to be

linear. Labor supply decisions are very different at the extensive or the intensive mar-

gin (Heckman, 1974, 1993), as are likely to be the effects on other household members.

Understanding what factors drive labor supply decisions at different margins and how

these affect other household members is crucial for the adequate design of policy re-

sponses.

1Women spend on average 18.7 hours per week on wage work and 34.6 hours per week on household-
related activities. These activities are classified as extended SNA activities in the Time Use Survey
and include household maintenance, as well as care for children, sick and elderly.
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4.1 Introduction

There is, to the best of our knowledge, no evidence so far on the effects of risk on

intra-household substitution in different activities and on the inter-linkages between

risk, adult labor supply and the time allocation of children. In this paper, we focus

on the effect of risk on the time allocation of children between household work and

school, and try to determine to what extent this can be attributed to adults’ labor

supply. Because we are interested in intra-household substitution of home activities, we

concentrate on female labor supply and girls’ time allocation. We thereby contribute to

existing research on the effects of risk on labor supply (Jayachandran, 2006; Pistaferri,

2003; Rose, 2001), to previous work that estimates labor supply elasticities in developing

countries (Abdulai and Delgado, 1999; Bardhan, 1979; Goldberg, 2014) and, lastly, we

complement existing evidence on the effects of shocks on children’s human capital

accumulation (Beegle et al., 2006; Duryea et al., 2007; Gubert and Robilliard, 2008;

Jacoby and Skoufias, 1997; Jensen, 2000; Skoufias and Parker, 2006).

In order to address the questions outlined above, this paper develops a model of

household time allocation and human capital accumulation that highlights the effect

of uncertainty regarding future consumption on a child’s school time. Following Ja-

coby and Skoufias (1997), we model labor supply and schooling decisions in a unitary

household. In order to incorporate time allocation to home production, we assume that

the household derives utility from two consumption goods, one of which is produced

at home and the other on the market. The model is flexible about the degree of sub-

stitutability between these goods. In line with previous literature, the model predicts

that adults allocate more time to the labor market if they face uncertainty regarding

future income and consumption. Likewise, risk leads to a reduction in school time of

children because they have to allocate more time to home production.

We test these predictions in the context of rural India, where female labor force

participation is higher than in urban areas (24.5% vs. 16.7% in 2009/10)2 and where

time constraints seem to be more important: the average time allocated by women

aged 6 and above to salaried activities and household work is 56.5 hours per week in

rural India, as opposed to 45.6 hours per week in urban areas (Government of India,

2000). We predict wage risk at the village level as a function of the historical rainfall

distribution and a village’s share of land that is under irrigation.

2According to the NSSO statistics, obtained from Indiastat.
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4. WAGE RISK AND HUMAN CAPITAL ACCUMULATION

We find that wage risk affects the time allocation of women, increasing their labor

supply and reducing the time in home production. We also find that wage risk increases

the time girls spend on household chores, and reduces their time in school. We conduct

a number of robustness checks to understand if the heterogeneity in observed effects is in

line with the model’s predictions. Finally, we simulate the effects of a wage-smoothing

policy (such as the Indian Employment Guarantee) on household decisions and show

that the policy could mediate the effect of risk on the time working women allocate to

household chores, allowing girls to spend less time on household chores and more time

in school.

The remainder of the paper proceeds as follows. Section 4.2 discusses the theoretical

model. Section 4.3 presents the data and Section 4.4 the estimation strategy. Results

are discussed in Section 4.5. Section 4.6 simulates the effect of the NREGS on the

outcomes of interest, and Section 4.7 concludes.

4.2 A model of household time allocation and human cap-

ital investment

4.2.1 General setup

In order to understand the effect of wage risk on labor supply, the intra-household

substitution in tasks and time in school, we extend the model developed by Jacoby and

Skoufias (1997) to a setting with two consumption goods, one of which is produced at

home and the other on the market.

The central assumption in the model is that households derive a positive utility

from educating their children. Now, assume that the household has one child of school

age, and that the household forms expectations over consecutive agricultural seasons.

The beginning-of-period stock of human capital, Hit, can be augmented each period by

school attendance, Sit. We follow Jacoby and Skoufias (1997) in specifying a learning

technology that allows the stock of human capital to be larger if school attendance is

stable than if school attendance is variable, but with the same mean,

Hit+1 = g(Hit, Sit; θit), (4.1)
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4.2 A model of household time allocation and human capital investment

where g is increasing in Hit and Sit. θit represents an education productivity shifter,

which reflects the effect of child illness or under-nutrition on human capital accumula-

tion. The marginal rate of transformation in school attendance between both periods

is,

zit = − dSit
dSit−1

= gHt

gSt−1

gSt

(4.2)

where gHt = ∂g(Hit, Sit; θit)/∂Hit and so forth.3 zit thus represents the cost of one unit

less education in period t−1 in units of period t school attendance. Given that gHt > 0,

this cost will always be greater than the ratio of the marginal product of school time

in both periods.

The household’s value function is the sum of the discounted utility of consumption

U of all periods and the utility of end-of-schooling phase education φ,

V =

T∑
t=1

δtU(Cmit , C
h
it) + φ(HiT+1) (4.3)

where Cmit is the consumption of the market good of household i in period t, Chit the

consumption of the home-produced good, HiT+1 the end-of-schooling stock of human

capital and δt the discount factor. The model ignores leisure both of adults and of the

child as unnecessary complication.

The household is subject to two budget constraints in each period: the savings

constraint,

At ≤ wt(T at − hat ) + (1 + r)At−1 − Cmit , (4.4)

and the time constraint on school attendance,

St ≤ (hat + T ct )− 1

ρ
Chit, St ≤ T ct . (4.5)

In this setup, the only cost of school attendance is the foregone time allocated to home

production. In contrast to Jacoby and Skoufias (1997), we assume that there is no

market for child labor, i.e. the child can only contribute to the home-produced good,

3To see this more explicitly, consider that Hit+1 = g(Hit(Hit−1, Sit−1; θit−1), Sit; θit). Taking the
differential and setting it equal to zero, yields dSitgSt + dSit−1gHtgSt−1 = 0.
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4. WAGE RISK AND HUMAN CAPITAL ACCUMULATION

while the parents can work for wages wt in order to purchase the market-produced good

or allocate their time to home production hat . T
c
t and T at are the total time endowments

of the child and the adults respectively, and ρ is the marginal product of time in home

production. Assuming that the child cannot work for wages but only in the household

is a simplifying assumption, which helps to highlight that uncertainty can affect school

time even in the absence of a market for child labor.

In such a framework, the time allocation of adults between labor market time and

home production is governed by the equality of the marginal rate of substitution be-

tween the two consumption goods to the ratio of the market wage to the marginal

product of home production,

UCh
it

UCm
it

=
wit
ρ
. (4.6)

For any increase in market wages, households will change their consumption bundle

towards the market produced good. This can happen by reducing consumption of the

home produced good, by increasing consumption of the market good or both. Given

the shift in consumption, households will also shift the allocation of adult time away

from home production towards the labor market.

4.2.2 Effect of wage risk on each period’s school time

In order to highlight the effect of wage risk on each period’s school attendance, we

introduce uncertainty in wages, and set up the household maximization problem in a

world with perfect predictability and in a world with uncertainty and risk aversion.

Consider the decision rules of the penultimate period, T − 1.4

In a world with perfect predictability, the household maximizes utility subject to

the savings and time constraints. Dropping individual subscripts, the decision rule with

respect to school time in period T − 1 is described by

gST−1
=
wT−1δ

T−1UCm
T−1

φHT+1
gHT

. (4.7)

4Details as well as a more general derivation of decision rules for t 6= T − 1 can be found in the
Mathematical Appendix.
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4.2 A model of household time allocation and human capital investment

As can be seen, the marginal product of school time is a function of the marginal utility

of market-good consumption, of current wages, as well as of the marginal utility of end-

of-schooling education and the marginal product of human capital stock on period T

education production. gHT
is an increasing function of the entire human capital stock

accumulated until the end of period T , which at T − 1 includes future school time, ST .

The allocation of time to schooling in T − 1 thus increases in past school time as well

as in the time allocated to school in T . School time also increases in the relative value

given to human capital stock vis-à-vis market-good consumption. Because parents will

shift their time away from home production towards the labor market with increasing

wages, and home production can be performed by the parents as well as by the child,

school time decreases in current wages.

Now, if the household faces uncertainty regarding period T wages and therefore

market-good consumption, the decision rule with respect to school time in period T −1

changes to

gST−1
=

wT−1δ
T−1UCm

T−1

E[φHT+1
]E[gHT

] + cov(φHT+1
, gHT

)
. (4.8)

Risk affects the decision regarding how much time to allocate to schooling in two ways.

First, because households increase savings in the presence of uncertainty, they will

have to reduce school time. To see this, consider the intertemporal marginal rate of

substitution in market good consumption,

1

(1 + r)
=
δEUCm

T

UCm
T−1

. (4.9)

Since the marginal expected utility is higher than the marginal utility of the expected

value for any risk-averse household, households will have to increase their savings in

period T − 1 in the presence of uncertainty to ensure sufficient consumption of the

market good in period T in the presence of a shock. Since this entails increased hours

supplied to the labor market but doesn’t shift the ratio of consumption between the

home-produced and the market good in T −1, children will have to reduce their time in

school in order to substitute for their parents in home production. Inserting eq. (4.9)
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into eq. (4.8), yields

gST−1
=

wT−1δ
T (1 + r)EUCm

T

E[φHT+1
]E[gHT

] + cov(φHT+1
, gHT

)
. (4.10)

Equation (4.10) shows that uncertainty leads to a reduction of school time in period

T−1 through the savings motive. The difference between EUCm
T

and UCm
T

, and thereby

in school time ST−1 between a scenario with uncertainty and a world with perfect

predictability, will be greater the higher a household’s risk aversion, the higher the

variance in wages and the lower average market-good consumption, i.e. the poorer the

household.

Second, because risk in wages makes future investments in school time uncertain,

and the returns to current school time increase with future school time, investing in

current school time becomes risky. Formally, each period’s school time is influenced by

the amount of covariance between the marginal utility of end-of-schooling education,

φHT+1
, and the marginal product of human capital stock on period T education pro-

duction, gHT
. gHT

increases in ST , the final period’s school time. The covariance term

reflects the fact that risk-averse households will have fewer incentives to invest in their

child’s current schooling if its returns are risky. The covariance term will always be

negative and increase the right-hand side of equation (4.10).5

As both effects go in the same direction, this implies that the marginal product

of period T − 1 school time is higher if the household faces uncertainty than it would

be in the absence of uncertainty. Everything else being equal, this can only happen if

households reduce period T − 1 school time when facing uncertainty regarding period

T wages.

5The covariance term is strictly negative, because both terms are influenced by the effect of period
T wages on the child’s school time: in a bad state of the world, i.e. wT → 0, market-good consumption
can only be ensured if adults increase their time supplied to the labor market and the child will have
to take on more household duties. This will reduce the child’s school time in period T . If ST falls,
the marginal product of HT will also fall (which is due to the complementarity of HT and ST in
the education production function). The same reduction in ST would increase the marginal utility of
end-of-schooling education, φHT+1 .
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4.3 Context and data

4.2.3 Heterogeneity in the effect of wage risk on each period’s school

time

The model predicts that wage risk affects a child’s school time through the time alloca-

tion of their parents. Equation (4.10) also shows that current wages enter the decision

on school time multiplicatively, which means that the effect of risk increases in wages.

Since labor supply and time allocated to home production of adults depend on current

wages, we can expect the effect of risk to be more important at increasing levels of

labor supply, i.e. at the intensive margin. Likewise, we expect the effect of risk to be

negligible at low levels of labor supply, i.e. the extensive margin.

A second source of heterogeneity in the effect of wage risk on school time stems from

current consumption levels. As discussed earlier, the difference between the marginal

expected utility of consumption and the marginal utility of expected consumption is

highest at low consumption levels. This would suggest that the effect of uncertainty on

adults’ labor supply and the child’s time allocation between home production and school

is likely to be more important for poorer households with lower current consumption.

If households face seasonality in wages, such that wages are high in agricultural peak

seasons and low in agricultural lean seasons, the model predicts two different effects.

To the extent that consumption cannot be perfectly smoothed throughout the year,

the model would suggest that the effect of uncertainty is greater in periods with lower

wages and thus lower consumption. On the other side, we saw earlier that wages

enter the decision rule multiplicatively. This would suggest that uncertainty leads to

stronger reductions in school time in periods with relatively high wages. This effect can

be thought of as substitution effect: the pressure to accumulate savings is greater in

periods with high wages than in periods with relatively low wages. These two effects go

in opposite directions, and which of the two effects dominates is essentially an empirical

question. We therefore estimate in the data the extent to which seasonality in wages

influences the effect of risk on time-allocation decisions.

4.3 Context and data: Risk, labor supply and human cap-

ital accumulation in rural India

We test these hypotheses with the 2006 round of the Rural Economic and Demographic

Survey (REDS) data. The REDS is the follow-up survey of the Additional Rural
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4. WAGE RISK AND HUMAN CAPITAL ACCUMULATION

Incomes Survey (ARIS), which was first collected in 1971. The sample was designed to

represent the rural population of India across 17 major states. The ARIS covers 4,527

households in 259 villages. Three follow-up rounds were collected in 1982, 1999, and

2006 to re-visit these households. The sample was increased over time by randomly

sampling additional households from the same villages. The sample in 2006 consists of

roughly 9,500 households in 242 villages.6 We can only use the 2006 round because of

changes in the questionnaire over time.

There are three reasons for using the REDS data to study the questions outlined

above. First, the geographic coverage of almost the entire country allows a comparison

of households in very different agro-climatic regions and economic conditions. Second,

the REDS 2006 survey collects detailed information about time allocated to different

activities for all household members. Third, the sample consists mostly of rural house-

holds and, as we have seen, time constraints seem to be more important for women in

rural areas.

We restrict the sample to households and individuals with complete information

on time allocation, income and consumption, and who live in rural areas. This gives a

final sample of 8,575 households. These households are distributed across 17 states, 104

districts and 240 villages of India. We create two different subsamples: one for working-

age women and one for school-age girls. The subsample of working-age women, e.g.

every woman aged 19 to 65, consists of 12,187 individuals. The subsample of school-age

girls consists of all girls between 6 and 18 and covers 5,796 individuals.

Table 4.1 reports some general household summary statistics. As we can see, most

households in the sample (58%) cultivate their own land. Consistently, income from

agricultural production is the most important source of income: Average annual per

capita income from agricultural production is INR 5,700, as compared to INR 4,900

from labor-market work and INR 1,900 in non-labor income.

6Due to armed conflict no data were collected in Jammu & Kashmir and in Assam in the 2006 round
of interviews.
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4.3 Context and data

Table 4.1: Household characteristics

Mean SD

Household size 5.16 (2.60)
No of children in household 1.65 (1.61)
Age 50.5 (13.3)
Sex 0.89 (0.31)
Married 0.86 (0.34)
Caste: SC/ST 0.25 (0.43)
Religion: Hindu 0.88 (0.32)
Education: no grade 0.39 (0.49)
Education: primary 0.24 (0.43)
Education: secondary 0.23 (0.42)
Education: tertiary 0.13 (0.34)
Hh cultivated any land 0.58 (0.49)
Area cultivated p.c. (acres) 0.50 (1.18)
Annual p.c. income: labor 4871.7 (9329.5)
Annual p.c. income: labor (log) 4.92 (4.32)
Annual p.c. income: non-labor 1850.2 (8282.2)
Annual p.c. income: non-labor (log) 2.43 (3.45)
Profits from agr. production per capita 5704.2 (14524.7)
Total liquid assets per capita 14094.6 (16634.8)
Total liquid assets per capita (log) 9.04 (1.03)
Consumption expenditure per capita 9052.7 (6935.6)
Consumption expenditure per capita (log) 8.95 (0.54)
Total annual precipitation (log) 6.88 (0.56)
Std dev. of log annual rainfall (1960 - 2010) 0.27 (0.097)
Share of irrigated land, village average 0.61 (0.37)
Expected log consumption 8.93 (0.26)
Interquartile range of log consumption 0.033 (0.033)
SD of log consumption 0.025 (0.025)

Observations 8575

Notes: All values in current INR. Age, sex, married, caste, religion and education
refer to the household head.
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4.3.1 Risk in rural India

In order to predict wage risk, we merge the REDS data with historical rainfall data.7 In

rural India, labor markets are still dominated by casual agricultural employment.8 As

can be seen in Table 4.2, agricultural casual employment is by far the most important

labor market activity of women in our sample.

And casual agricultural employment is inherently risky. As previous literature has

shown, wages and employment levels in the agricultural sector are strongly influenced by

rainfall conditions (see e.g. Jayachandran, 2006). High rainfall leads to good harvests,

high demand for labor and high wages. In contrast, low rainfall levels lead to poor

harvests and low demand for agricultural labor. The variability of rainfall combined

with the village-level availability of irrigation systems should therefore be good proxies

for wage risk in this context.

We compute consumption risk as follows. First, we estimate in the sample by

how much current rainfall levels determine a household’s consumption per capita (in

logs) given a village’s share of area that is irrigated.9 Results are reported in Table

4.3.10 Rainfall is interacted with the share of agricultural land under irrigation in

the village, to capture differential risk exposure. The assumption here is that rainfall

shocks will translate less strongly into consumption outcomes the higher the share of

irrigated land in a village is. This can be because households are more likely to have

irrigation on their own land in villages with a high share of area under irrigation or

because casual agricultural employment will be less affected by current rainfall levels

(since most farmers in the village do not depend on current rainfall levels for their

agricultural output). We also control for irrigation levels separately, and include a

number of controls that could proxy for permanent income such as education, caste,

7We use precipitation data compiled by the University of Delaware for the period 1960 to 2010.
Data are available for 1900 onwards, but the data quality improved a lot over the time period, which is
why we prefer working only with more recent data. We merge the data with the geocode of the village
center. Since the data are available for grids of 0.5 degrees in latitude and longitude (approximately
50 km), some of the villages fall in the same cell.

8Agriculture is the dominant economic sector in rural India, employing 67% of the all male workers
and 83% of all female workers in 2004/05 (National Sample Survey Office, 2006).

9This approach is inspired by Dercon and Christiaensen (2011).
10In this regression, we drop 469 observations in order to reduce the influence of outliers and to

obtain realistic predictions, e.g. that the effect of rainfall on consumption goes to zero with increasing
irrigation levels but never becomes negative. Outliers are detected using the DFBETA statistic for the
share of irrigated land and the usual cutoff value of 2/sqrt(N), with N being the number of observations.
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Table 4.2: Individual characteristics of women and girls

Women Girls
N Mean SD N Mean SD

No of children in household 12187 1.91 (1.78) 5796 3.01 (1.85)
Household size 12187 6.17 (3.16) 5796 6.96 (3.08)
Married 12187 0.86 (0.34) 5796 0.028 (0.17)
Age 12187 38.8 (13.0) 5796 12.2 (3.66)
Caste: SC / ST 12187 0.23 (0.42) 5796 0.26 (0.44)
Religion: Hindu 12187 0.89 (0.32) 5796 0.88 (0.33)
Education: no grade 12187 0.54 (0.50) 5796 0.13 (0.34)
Education: primary 12187 0.17 (0.37) 5796 0.48 (0.50)
Education: secondary 12187 0.18 (0.38) 5796 0.29 (0.45)
Education: tertiary 12187 0.11 (0.32) 5796 0.10 (0.31)
Years of Schooling 12187 3.77 (4.71) 5796 5.15 (3.58)
Presently enrolled 12187 0.016 (0.13) 5796 0.74 (0.44)
Hrs p year: agr. casual labor 12187 119.8 (359.4) 5796 11.9 (109.8)
Hrs p year: agr. casual labor (ffw) 12187 2.31 (25.6) 5796 0.19 (8.10)
Hrs p year: own agr. production 12187 115.2 (300.0) 5796 5.60 (55.8)
Hrs p year: own livestock production 12187 243.3 (352.7) 5796 59.0 (168.6)
Hrs p year: public works 12187 4.51 (45.5) 5796 0.18 (7.47)
Hrs p year: non-agr. casual labor 12187 20.8 (171.5) 5796 0.93 (37.9)
Hrs p year: migration 12187 1.48 (45.2) 5796 0 (0)
Hrs p year: self-employed 12187 15.8 (144.5) 5796 2.38 (54.4)
Hrs p year: construction (own) 12187 12.0 (57.9) 5796 1.47 (9.29)
Hrs p year: household work 12187 1654.1 (740.6) 5796 413.4 (584.8)
Hrs p year: CPR 12187 2.56 (44.5) 5796 0.24 (10.2)
Hrs p year: other 12187 431.3 (493.3) 5796 1499.9 (848.7)
Hrs p year: permanent employment 12187 26.4 (239.5) 5796 0.26 (19.7)
Hours worked (per year) 12187 2649.5 (844.0) 5796 1995.5 (832.7)
Household chores (hours per year) 12187 1910.1 (842.0) 5796 474.1 (667.4)
Labor supply (hours per year) 12187 306.2 (555.7) 5796 21.5 (147.5)
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religion and land ownership. State fixed effects and a linear time trend are also included.

As can be seen in Table 4.3, the results are robust to the inclusion of these controls.

Given these estimates, we then simulate the amount of risk faced by each household

using the historical rainfall distribution and the current share of area that is irrigated

in the village. We use the historical rainfall data to calculate the probability of each

rainfall outcome in a village. We then predict a household’s log consumption per

capita for each rainfall outcome given the current availability of irrigation in a village.

Combining the probability of rainfall outcomes with predicted log consumption gives us

a probability distribution of consumption outcomes for each household.11 Finally, two

approaches are used to predict wage risk: First, we calculate the interquartile range of

each household’s predicted log consumption per capita. Second, we use the standard

deviation of each household’s predicted log consumption per capita.

4.3.2 Labor supply in rural India

As discussed earlier, agricultural casual employment is the dominant source of wage

income in our sample. The REDS collects information on time allocation for three

seasons of the year (each of which lasts for four months), which are also marked by

very different levels of agricultural activity and hence demand for labor in the agricul-

tural sector. Seasons 1 and 2 are the agricultural peak seasons in which most of the

agricultural production takes place. Season 3 is the dry season, during which only very

few crops are cultivated and agricultural employment is considerably lower (c.f. Table

4.4).

For all household members aged 6 to 65, the questionnaire collects information

about the total number of days and hours per day allocated to a number of different

activities per season.12 Consistent with the ILO definition, we compute labor supply as

the total number of hours per season worked in paid employment or in self-employment.

However, we exclude hours worked in own-agricultural production from this variable.

11The probability weights are obtained by dividing the sample rainfall distribution in 0.1 intervals of
annual log rainfall. We then calculate the historical probability of village-level rainfall to fall in each
of these intervals.

12The full list of activities are salaried work, agricultural casual labor, own-crop production, own-
livestock production, work for public works programs, non-agricultural casual labor, migration, self-
employment in non-farming, construction and maintenance of house, farm and other assets, household
work, other household-related activities (collecting fuel, herding cattle, fishing, cutting grass) and other
activities (schooling, unemployment, leisure).
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Table 4.3: Determinants of consumption per capita (log)

(1) (2)

Total annual precipitation (log) 0.253∗∗ 0.249∗∗∗

(0.086) (0.033)

Share of irrigated land, village average 1.831∗∗∗ 1.616∗∗∗

(0.343) (0.215)

Total annual precipitation (log) × Share of irrigated land -0.249∗∗∗ -0.219∗∗∗

(0.050) (0.031)

Average of annual rainfall (1960 - 2010), log -0.089 -0.100∗∗

(0.078) (0.032)

Religion: Hindu 0.103∗∗∗

(0.017)

Caste: SC/ST -0.179∗∗∗

(0.011)

Education: primary 0.036∗∗

(0.012)

Education: secondary 0.107∗∗∗

(0.012)

Education: tertiary and higher 0.220∗∗∗

(0.015)

Area cultivated per capita (acres, log) 0.107∗∗∗

(0.005)

Observations 8106 8106
R2 0.267 0.354

Notes: OLS estimation. State fixed effects and linear time trend included in all specifications but not
reported. Influential outliers excluded using the the DFBETA statistics on the share of irrigated land
and the usual cutoffs. Standard errors (clustered at the village level) in parentheses. + p < 0.10, ∗

p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 4.4: Time allocation of women and girls

Women Girls
N Mean SD N Mean SD

Season 1

Labor force participation 12187 0.17 (0.37) 5796 0.018 (0.13)
Labor supply (hours per season) 12187 70.8 (179.8) 5796 5.91 (49.0)
Own agr. production (hours per season) 12187 58.1 (136.8) 5796 2.82 (26.1)
Household chores (hours per season) 12187 634.2 (285.6) 5796 153.9 (222.5)
Average wage (season) 1877 8.43 (11.4)
Predicted wage 12187 4.09 (1.53)
Predicted wage (log) 12187 1.35 (0.31)
Hours per day: chores 5796 2.08 (2.61)
Hours per day: studying 5796 5.74 (3.76)

Season 2

Labor force participation 12187 0.17 (0.37) 5796 0.018 (0.13)
Labor supply (hours per season) 12187 69.6 (179.8) 5796 6.05 (50.3)
Own agr. production (hours per season) 12187 43.5 (123.5) 5796 2.19 (23.3)
Household chores (hours per season) 12187 633.4 (288.9) 5796 157.2 (226.1)
Average wage (season) 1835 8.56 (11.5)
Predicted wage 12187 4.00 (1.48)
Predicted wage (log) 12187 1.33 (0.31)
Hours per day: chores 5796 2.12 (2.68)
Hours per day: studying 5796 5.79 (3.77)

Season 3

Labor force participation 12187 0.13 (0.33) 5796 0.012 (0.11)
Labor supply (hours per season) 12187 50.6 (152.8) 5796 3.91 (40.1)
Own agr. production (hours per season) 12187 13.6 (72.4) 5796 0.59 (14.1)
Household chores (hours per season) 12187 642.5 (300.7) 5796 163.0 (233.2)
Average wage (season) 1355 9.27 (13.3)
Predicted wage 12187 3.29 (1.34)
Predicted wage (log) 12187 1.13 (0.32)
Hours per day: chores 5796 2.17 (2.73)
Hours per day: studying 5796 5.44 (3.70)

Notes: Season 1 & 2 are agricultural peak seasons, season 3 is lean season. Sample of women includes women
aged 19 to 65. Sample of girls consists of all girls aged 6 to 18.
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The reason for this is that labor supply to own-agricultural production will be affected

by rainfall risk in different ways and we want to avoid mixing up different causal

mechanisms.13 Household chores, then, include all activities related to the household:

construction and maintenance of the house, farm and other assets, household work

and other household-related activities (collecting fuel, herding cattle, fishing, cutting

grass). We also count the time allocated to livestock production as home production,

arguing that livestock production is mostly a household duty, even though it could also

be undertaken for profit.

The labor force participation in our sample of working age women is 17% in the peak

seasons and 13% in the lean season (c.f. Table 4.4).14 In all seasons, labor supply is on

average slightly higher than time allocated to own-agricultural production. By far the

majority of the time is spent on household chores: 634 hours in season 1, which makes

roughly 39.6 hours per week. Hours allocated to labor supply and own-agricultural

production together make up for 8.1 hours per week on average in season 1. Total time

spent on activities other than leisure is thus 47.7 hours per week in season 1, which is

less than the time spent on those activities reported in the Time Use Survey (53.4).15

4.3.3 Human capital accumulation in rural India

Achieving universal education has been the declared goal of Indian governments since

independence. The Right to Education Act of 2002 declares free and compulsory educa-

tion a fundamental right of children aged 6 to 14. Since then, substantial improvements

have been made in the enrollment rates of boys and girls and in closing the gender gap

in primary school enrollment. By 2010/11 the gross enrollment ratio reached 114.9%

for boys and 116.3% for girls in the classes 1 to 5. The gender gap has also been closing

13Labor supply to own-agricultural production should fall with increasing rainfall risk, as this income
source becomes increasingly risky. Labor has to be allocated to agricultural production partly before
the rainfall realizes, hence before the household can assess how the harvest, and therefore the returns
to that labor, will be.

14The average labor force participation is 15.6%. This is considerably lower than the 24.5% reported
for rural India by the NSSO in 2009/10. But the NSSO classifies own-agricultural production as labor
supply, while we do not include it in our analysis. If we include own-agricultural production we get an
average labor force participation of 31.3%. In addition, the sample of the NSSO covers women aged 15
and above, while we look at women aged 19 to 65. If we apply the same definition as the NSSO, the
labor force participation in our sample is 28.0%.

15There is a substantial time lag between the two surveys however. Wealth increases over 8 years
could explain the increase in leisure.
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in middle school enrollment: by 2010/11, 87.5% of the boys were enrolled in the classes

6 to 10, as compared to 82.9% of the girls (also in gross figures).16

Still, literacy rates remain low, particularly for women and in rural areas. According

to the Census in 2011, only 50.6% of the women aged 15 and above living in rural India

are literate. This is not only an issue among the adult population: according to the

Annual Status of Education Report (ASER) for Rural India, only 48.2% of the children

in grade 5 could read a grade 2 level text in 2011 (Pratham, 2012).17

While the quality of education is an often-cited reason for low learning outcomes in

India (Banerjee et al., 2010; Kremer et al., 2005), demand-driven factors play a role,

particularly in the inequality of learning outcomes between boys and girls: according to

the Status of Education and Vocational Training in India survey conducted in 2011/12,

the ratio of children not attending school in the age group 10 to 14 is highest for girls

in rural areas (10.1%), as compared to 6.4% for girls in urban areas and 6.7% for boys

in rural areas (National Sample Survey Office, 2015). This inequality increases further

if we consider the age group 15 to 19: in this group, 44.8% of the rural girls are out of

school as compared to 29.7% of the urban girls and to 34.3% of the rural boys.

The REDS questionnaire contains a section that records the number of hours per

day allocated to different activities on a typical day for all household members in each

of the three seasons. Since this section explicitly differentiates between time in school

and leisure it is particularly interesting for analyzing the effect of wage risk on girls’

time in school. In the REDS sample, 74% of the girls aged 6 to 18 are currently enrolled

in school, as compared to 81% of the boys in the same age group (c.f. Table 4.2)18 The

difference is even more pronounced when the age group 10 to 18 is looked at: 79% of

the boys are enrolled, while only 70% of the girls are enrolled. Average time in school is

also higher for boys than for girls; in season 1 boys spend on average 6.4 hours per day

in school or studying, while girls spend only 5.7 hours on these activities (c.f. Table

4.4). Again, the difference is even more pronounced if we look at the age group 10 to

18. In this group, boys spend on average 6.3 hours studying, while girls do so for only

5.6 hours.

16Ministry of Human Resource Development, Government of India. Data retrieved from Indiastat.
17ASER is based on an annual survey that assesses children’s schooling status and basic learning levels

throughout all rural districts of India. It is facilitated by the Indian NGO Pratham and interviews are
conducted by volunteers, which has raised a number of doubts regarding the data quality. Still, it is
the only India-wide assessment of learning levels currently available.

18Summary statistics for boys are reported in the Appendix, Table 4.B.1.
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4.3.4 Female labor supply and the time allocation of girls

That time constraints might be an important explanation for lower school attendance

and grade progression of girls was revealed by the NSS Survey on the Status of Educa-

tion and Vocational Training in India from 2011/12. More than half of the girls aged

5 to 29 years who were currently not in school but had ever attended an educational

institution stated that attending domestic chores was the single reason for not being

enrolled in any educational institution (National Sample Survey Office, 2015).

Figure 4.1: Girls’ predicted hours in school
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Source: Own estimation based on REDS data.

The idea that the time mothers spend on household chores and wage work influences

the time allocation of girls in the household is also confirmed in the data used in this

paper. With the caveat in mind that female time allocation is endogenous to a number

of household decisions, we test if the level, square and cubic of the mother’s labor

supply and time in home production affect how much time girls allocate to household

chores and to studying. Results are reported in Table 4.5. In line with our expectations,

mother’s labor supply has a substantial effect on their daughters’ time allocation. The

predicted values plotted in Figures 4.1 and 4.2 show that the effects on girls are non-

linear and become quite severe at very high levels of their mother’s labor supply. Given

the small number of observations in this spectrum, predicted outcomes become fairly

imprecise at high levels of hours worked, but the general direction of the results is
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Figure 4.2: Girls’ predicted hours in home production
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still astonishing. For most levels of a mother’s labor supply, a small increase in labor

supply increases the time girls spend in school. At very high levels of a mother’s labor

supply, however, a further increase in labor supply seems to strongly reduce girls’ time

in school. The same holds for the amount of time girls allocate to household chores: up

to a labor supply of 50 hours per week, an increase in mother’s labor supply reduces

the time girls spend on chores. Above this level, however, a further increase in the

mother’s labor supply also increases the time girls spend on household chores.

4.4 Estimation strategy

Assume the structural hours function to be estimated is

hijt = β0 + β1 lnwijt + β2Nijt + β3Yijt + β4Rijt + β5Xijt + εijt, (4.11)

where the dependent variable is the amount of time individual i, living in village j,

allocates to the labor market (or to home production) at time t. The dependent variable

will first of all depend on wages wijt, but also on non-labor income, asset and land

ownership Yijt and other household members’ labor income Nijt. We are particularly

interested in estimating β4, e.g. the effect of wage risk Rijt on hours allocated to

136



4.4 Estimation strategy

Table 4.5: Girls’ time allocation as function of mother’s time allocation

(1) (2) (3) (4)
Home production Studying

Mother’s labor supply (hours per season) 0.0031∗∗∗ -0.0030∗

(0.0008) (0.0014)

Mother’s labor supply (square) -0.0000∗∗∗ 0.0000∗

(0.0000) (0.0000)

Mother’s labor supply (cubic) 0.0000∗∗∗ -0.0000∗∗

(0.0000) (0.0000)

Mother’s time on household chores (hours per season) -0.0002 0.0030
(0.0012) (0.0019)

Mother’s time on household chores (square) 0.0000 -0.0000
(0.0000) (0.0000)

Mother’s time on household chores (cubic) 0.0000 0.0000
(0.0000) (0.0000)

Age -0.1829∗∗∗ -0.1702∗∗ 1.7635∗∗∗ 1.7560∗∗∗

(0.0544) (0.0552) (0.1024) (0.1027)

Age (square) 0.0237∗∗∗ 0.0235∗∗∗ -0.0813∗∗∗ -0.0811∗∗∗

(0.0024) (0.0024) (0.0044) (0.0044)

Married 1.8201∗ 1.9131∗ -1.6089+ -1.6388+

(0.7748) (0.7710) (0.9457) (0.9536)

Household size -0.1251∗∗∗ -0.1153∗∗∗ 0.1053∗∗ 0.1100∗∗∗

(0.0176) (0.0171) (0.0329) (0.0317)

No of children in household 0.2202∗∗∗ 0.2088∗∗∗ -0.2963∗∗∗ -0.3055∗∗∗

(0.0307) (0.0294) (0.0644) (0.0645)

Caste: SC / ST -0.0103 0.0775 -0.5233∗ -0.5603∗∗

(0.0964) (0.0895) (0.2086) (0.2048)

Religion: Hindu 0.0828 0.0961 0.9737∗∗ 0.9703∗∗

(0.1534) (0.1470) (0.3022) (0.3078)

Area cultivated per capita (acres, log) -0.0590 -0.0781+ 0.1393+ 0.1585+

(0.0490) (0.0445) (0.0836) (0.0835)

Annual p.c. income: labor (log) 0.0486∗∗∗ 0.0475∗∗∗ -0.0913∗∗∗ -0.0883∗∗∗

(0.0098) (0.0094) (0.0168) (0.0168)

Annual p.c. income: non-labor (log) 0.1070∗∗∗ 0.0896∗∗∗ -0.0078 -0.0039
(0.0171) (0.0139) (0.0253) (0.0243)

Total annual precipitation (log) -0.4022∗∗∗ -0.3778∗∗∗ 0.4711∗ 0.5031∗

(0.0985) (0.0982) (0.2203) (0.2195)

Observations 10669 10669 10669 10669
R2 0.340 0.352 0.125 0.125

Notes: OLS estimation. Linear time trend included, but not reported. Mother’s labor supply includes time in own
agricultural production. Standard errors (clustered at the village level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01,
∗∗∗ p < 0.001
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different activities. We assume that preferences for work can be captured by individual

and household characteristics Xijt such as age (squared), education, caste, religion,

the number of children (in the household), household size and the marital status of

individual i. The error term can be decomposed into a permanent and two transitory

components such that εijt = µj + σjt + ηit, where µj is a state-level fixed effect, σjt are

village-level shocks and ηit is a mean zero, strictly exogenous, idiosyncratic shock.

When estimating the function described above, we need to adequately control for

wages each woman would face if she were in the labor market. But adequately con-

trolling for wages is challenging for a number of reasons. First, observed wages are

potentially endogenous to labor supply if wages reflect work effort as well as skills or

ability, such that individuals who work longer hours are likely to get higher wages. This

is of concern particularly in the labor markets of developed economies (see e.g. Keane,

2011). In the context of low-skill agricultural wage work, however, we feel that this

is less of an issue, because wage rates are determined by local conditions rather than

individual abilities (Jayachandran, 2006; Rose, 2001; Rosenzweig, 1978).

Second, both wages and other household members’ labor income are endogenous to

risk. There might be general equilibrium effects of risk on wages: if all households in

the village supply more labor due to risk, equilibrium wages should be lower than in

the absence of risk. Jayachandran (2006) makes a similar argument for the effect of

shocks on wages. We need to be aware that we are estimating only the direct effect of

risk on labor supply, and that we control for predicted wages that already account for

general equilibrium effects of risk on wages in the village economy.

Third, wages are only observed for individuals who are currently in the labor mar-

ket, such that we have to deal with missing wages for all individuals who are not

participating in the labor market. Potentially the sample of workers is not a random

sub-sample of all individuals, such that we have to account for selection bias when

imputing wages. Fourth, most individuals in our sample reported working in different

activities, at different wages. Fifth, we have to deal with classical measurement error

since wages are mostly measured with considerable error in micro data (Keane, 2011).

We address the last three issues by predicting wages for all individuals in our sample.

Following Blundell et al. (2007), we predict wages using a Heckman selection correction.

Since individuals report working in a number of different activities at different wage

levels, we calculate weighted average wages, i.e. calculate total income from all activities
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and divide it by the total number of hours worked.19 Assume wages are determined as

follows:

lnwijt = δ0 + δ1Xijt + µj + σjt + υit. (4.12)

µj and σjt capture state fixed effects and village-level rainfall shocks respectively. The

structural participation equation looks exactly as the structural hours equation, except

that we allow the coefficients to be different,

pijt = α0 + α1 lnwijt + α2Nijt + α3Yijt + α4Rijt + α5Xijt + εijt. (4.13)

Substitution eq. 4.12 into the structural participation equation, gives the reduced-form

participation equation, which is the selection equation for the Heckman selection model,

pijt = a0 + a1Nijt + a2Yijt + a3Rijt + a4Xijt + µj + σjt + υit. (4.14)

We estimate this reduced-form participation equation first and then estimate the log

hourly wage equation (4.12) including the inverse Mills ratio obtained from the esti-

mated participation equation (4.14). In this approach, the wage equation is identified

from the exclusion of other household members’ income, non-labor income, land own-

ership and ownership of assets from the wage equation, as well as from the normality

assumption. The structural hours equation (4.11) can then be estimated with imputed

wages.20

4.5 Results

Based on the model and the implications described above, we want to estimate the

effect of wage risk on girls’ time in school. Our hypothesis is that the effect of risk

on school time is due to intra-household substitution effects in home production. We

therefore estimate first the effect of risk on women’s labor supply and time allocated to

19Alternatively one could use marginal wages, hence the lowest wages observed at which individuals
supply a positive number of hours. But we are worried that this measure cannot account for necessity-
driven labor supply, i.e. cases in which labor supply is high because wages are low in all activities that
are performed.

20In the selection model, we augment the participation equation by the square of non-labor income
and in other household members’ income as it improves the model fit.
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home production, and then estimate the effect of risk on girls’ time allocated to home

production and on girls’ time in school.

The model predicts that the effect of risk might be different between periods with

high wages and periods with relatively low wages. We therefore estimate the effect

separately for agricultural peak and agricultural lean seasons, arguing that labor market

opportunities and wage levels are very different between these seasons.

4.5.1 Risk and labor supply

The first hypothesis we want to test is whether wage risk increases labor supply of

women. We use two variables to proxy wage risk, i.e. the interquartile range as well as

the standard deviation of log consumption. As discussed above, we control for predicted

wages and for individual and household-level socio-economic characteristics in all our

specifications. In order to account for the effect of non-labor income on labor supply,

we include a measure of all other household members’ labor income as well as total

household non-labor income per capita. We also control for rainfall shocks, state fixed

effects, a linear time trend and a lean-season fixed effect. Standard errors are clustered

at the village level; i.e. the level of variation of the main explanatory variable.

Because the model predicts that the effect of risk on labor supply is very different at

different levels of labor supply, we estimate extensive and intensive margin responses to

risk separately. First, we estimate the participation frontier (eq. 4.13) using a probit

model. We then estimate the hours equation (eq. 4.11) for the sample of working

women in OLS.

Estimates of the effect of wage risk on labor force participation of women are pre-

sented in Table 4.6.21 In line with our expectations, the marginal effect of both risk

measures, i.e. the interquartile range and the standard deviation of log consumption,

is close to zero and very imprecisely estimated. We also cannot find any statistically

significant difference between the peak and the lean seasons. We thus cannot find any

evidence that risk in wages increases labor supply at the extensive margin. The coeffi-

cient on log wages is statistically significant at the 1% level and has a point estimate of

0.24. This implies an extensive-margin labor supply elasticity of 1.57, which is slightly

21In the absence of specific questions on work-seeking behavior of individuals in the questionnaire,
we classify every individual as being in the labor force who supplied non-zero amount of hours to the
labor market at any time in the current season.
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Table 4.6: Female labor force participation

(1) (2) (3) (4)

Interquartile range of log consumption -0.229
(0.253)

SD of log consumption -0.079
(0.338)

in peak season -0.201 -0.025
(0.253) (0.339)

in lean season -0.259 -0.179
(0.249) (0.354)

Predicted wage (log) 0.217∗∗∗ 0.236∗∗∗

(0.042) (0.040)

No of children in household 0.028∗∗∗ 0.027∗∗∗

(0.005) (0.005)

Household size -0.023∗∗∗ -0.022∗∗∗

(0.004) (0.004)

Married -0.092∗∗∗ -0.087∗∗∗

(0.017) (0.016)

Age -0.000 -0.000
(0.000) (0.000)

Caste: SC / ST 0.055∗∗∗ 0.051∗∗∗

(0.013) (0.013)

Religion: Hindu 0.009 0.009
(0.014) (0.014)

Education: primary -0.034∗∗ -0.034∗∗

(0.011) (0.011)

Education: secondary -0.062∗∗∗ -0.061∗∗∗

(0.012) (0.011)

Education: tertiary and higher -0.111∗∗∗ -0.114∗∗∗

(0.013) (0.012)

Annual p.c. income: non-labor (log) 0.002 0.002
(0.001) (0.001)

Annual p.c. income: other hh members’ labor (log) 0.017∗∗∗ 0.016∗∗∗

(0.002) (0.002)

Area cultivated per capita (acres, log) 0.012∗ 0.012∗

(0.005) (0.005)

Total annual precipitation (log) -0.018 -0.014
(0.016) (0.016)

Lean season -0.001 0.003
(0.009) (0.009)

Observations 36561 36561 36561 36561

Notes: Probit estimation. Cells report average marginal effects. State fixed effects and linear time trend included,
but not reported. Col. (3) and (4) report marginal effect of risk variable in peak and lean seasons, obtained
from add. including an interaction term in the regression. Standard errors (clustered at the village level) in
parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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above the elasticities found for married women in OECD countries in the 1960s and

1970s (Blundell and MaCurdy, 1999; Keane, 2011).22 Interestingly, the number of chil-

dren in the household seems to increase the probability of a woman being in the labor

force, which stands in contrast to findings from OECD countries (Angrist and Evans,

1998). Women belonging to scheduled castes and tribes are also more likely to be in

the labor force as well as women without education. This suggests that poorer women

are more likely to be in the labor force. However, the coefficients on land ownership

as well as on other household members’ labor income are also positive, suggesting that

wealthier women tend to be more likely to work. Those effects are probably non-linear

though, which is consistent with previous literature that suggests that mostly poor and

very rich women tend to work (c.f. Klasen and Pieters, 2015). Transient shocks do not

seem to affect the probability of participation in the labor force.

In contrast to the extensive margin, we find evidence that wage risk increases the

number of hours worked conditional on being in the labor force (Table 4.7). The

estimated effect is positive and statistically significant for both risk measures. The

estimated effect is also considerably higher in the agricultural peak season than in the

agricultural lean season; and not statistically significant in the agricultural lean season.

Our estimates suggest that a one standard deviation increase in the interquartile range

of log consumption (0.033) increases labor supply by roughly 33.6 hours per season (or

8.4 hours per month) at the intensive margin in the peak season. Using the alternative

explanatory variable, we find that a one standard deviation increase in the standard

deviation of log consumption (0.025) would increase hours worked by 26.3 hours per

season and 6.6 hours per month in the agricultural peak season. The marginal effect

of log wages on hours worked is 388.8 (column 3), so for a 1% increase in wages labor

supply in a given season increases by roughly 3.87 hours. With an average labor supply

of 360 hours per season, this results in a labor supply elasticity of 1.08 at the intensive

margin. Labor supply is thus very elastic also for women who are in the labor force. At

the intensive margin, other household members’ labor income seems to decrease hours

worked, while land ownership still has a positive effect on hours worked.23 Household

22If we estimate the participation equation in OLS, we obtain a point estimate on log wages of 0.136,
which gives an extensive margin elasticity of 0.88. This value is more in line with previous literature.

23Remember that we excluded time allocated to own-agricultural production from our labor-supply
variable. Thus, this does not reflect greater time allocated to own-farm activities with increasing land
ownership.
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Table 4.7: Female labor supply in hours per season

(1) (2) (3) (4)

Interquartile range of log consumption 811.459∗∗

(281.517)

SD of log consumption 814.642∗

(349.840)

in peak season 1018.880∗∗ 1052.562∗

(326.361) (415.433)

in lean season 480.310 430.843
(348.212) (439.876)

Predicted wage (log) 412.893∗∗∗ 388.766∗∗∗

(99.256) (101.579)

No of children in household -8.506 -7.747
(6.009) (6.143)

Household size 18.248∗∗∗ 17.305∗∗∗

(4.883) (4.977)

Married 13.755 10.271
(18.295) (18.689)

Age -0.107 -0.013
(0.666) (0.680)

Caste: SC / ST -24.519 -21.809
(17.644) (17.852)

Religion: Hindu -25.510 -26.011
(16.271) (16.419)

Education: primary -2.125 -2.329
(14.106) (14.114)

Education: secondary 52.319∗∗ 50.875∗∗

(17.363) (17.419)

Education: tertiary and higher -41.617 -29.573
(58.432) (59.397)

Annual p.c. income: non-labor (log) 1.997 2.068
(1.949) (1.952)

Annual p.c. income: other hh members’ labor (log) -5.347∗∗∗ -5.368∗∗∗

(1.577) (1.592)

Area cultivated per capita (acres, log) 28.303∗∗∗ 28.040∗∗∗

(6.208) (6.150)

Total annual precipitation (log) -13.837 -18.392
(16.100) (16.126)

Lean season -36.323+ -40.668∗

(19.134) (19.444)

Observations 6462 6462 6462 6462
R2 0.238 0.239 0.236 0.237

Notes: OLS estimation. Cells report average marginal effects. State fixed effects and linear time trend included, but not
reported. Col. (3) and (4) report marginal effect of risk variable in peak and lean seasons, obtained from add. including an
interaction term in the regression. Standard errors (clustered at the village level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001.
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size is also positively associated with hours worked, while the coefficient on children

is negative but not statistically significant. Finally, women with secondary education

seem to supply the highest number of hours.

4.5.2 Risk and home production

Given that risk seems to increase women’s labor supply, we proceed by testing if this

translates into less time allocated to household chores by working women. We use

the same controls as in the estimation of hours worked. Again, we test if the effect is

different in agricultural peak and lean seasons.

Table 4.8 shows estimates of the effect of wage risk on hours allocated to home

production. The results suggest a negative effect of risk on time allocated to household

chores (conditional on women being in the labor market). Again, the effect is greater in

the agricultural peak seasons than in the lean season. In the peak season, a one standard

deviation increase in the interquartile range of log consumption (0.033) reduces the time

allocated to home production by roughly 26.5 hours per season and by 6.6 hours per

month. A one standard deviation increase in the standard deviation of log consumption

(0.025) would translate into a reduction of time allocated to household chores by 6.1

hours per month or 20 minutes per day.24 The size of the effect corresponds very closely

to the observed increase on labor market work due to risk. Interestingly, the coefficient

on wages is considerably smaller for home production than for intensive margin labor

supply. The marginal effect of log wages is -184.2 (column 3), thus a 1% increase in

wages would reduce time allocated to household chores by 1.83 hours per season. In our

sample, working women allocate on average 503 hours to household chores, which gives

a wage elasticity of home production of -0.37. That the wage elasticity of home time

is so much smaller than the wage elasticity of labor supply, suggests that women cut

down on their leisure or on time in own-agricultural production as well when increasing

labor supply due to increasing wages. The remaining controls have the expected signs:

being married increases the time allocated to household chores as does the number of

children in the household. Women with no education and from scheduled castes and

tribes seem to spend least time on chores, although the coefficients are not statistically

significant. The coefficients on income and land ownership are also statistically zero.

Again, rainfall shocks do not seem to affect the time allocated to home production.

24Assuming that this time is distributed over five working days per week.
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Table 4.8: Female home production in hours per season

(1) (2) (3) (4)

Interquartile range of log consumption -783.847∗

(329.477)

SD of log consumption -940.047∗

(412.819)

in peak season -802.228∗ -976.881∗

(332.371) (418.319)

in peak season -754.501∗ -880.629∗

(354.698) (443.926)

Predicted wage (log) -194.899∗∗ -184.244∗∗

(66.603) (65.834)

Married 103.418∗∗∗ 105.019∗∗∗

(14.945) (14.910)

Age -0.146 -0.186
(0.580) (0.572)

Household size -33.597∗∗∗ -33.153∗∗∗

(4.806) (4.772)

No of children in household 30.470∗∗∗ 30.048∗∗∗

(6.094) (6.073)

Education: primary 26.314 26.561
(17.109) (17.147)

Education: secondary 10.624 11.672
(18.899) (18.953)

Education: tertiary and higher 37.320 31.456
(37.625) (37.000)

Caste: SC / ST -10.616 -12.202
(14.948) (14.955)

Religion: Hindu 1.138 1.509
(19.498) (19.480)

Annual p.c. income: non-labor (log) -1.219 -1.287
(1.901) (1.900)

Annual p.c. income: other hh members’ labor (log) -1.997 -2.001
(1.610) (1.614)

Area cultivated per capita (acres, log) 4.408 4.492
(8.685) (8.645)

Total annual precipitation (log) 8.896 11.032
(23.236) (22.895)

Lean season -1.142 0.777
(12.175) (11.962)

Observations 6462 6462 6462 6462
R2 0.337 0.337 0.336 0.336

Notes: OLS estimation. Cells report average marginal effects. State fixed effects and linear time trend included, but not
reported. Col. (3) and (4) report marginal effect of risk variable in peak and lean seasons, obtained from add. including an
interaction term in the regression. Standard errors (clustered at the village level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001
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4.5.3 Girls’ time allocation

If women have less time available for home production, these tasks might have to

be performed by someone else. Home production often entails tasks that cannot be

delayed: caring for younger children, livestock production, preparing food etc. In a

household in which all adults are already in employment, there is a high risk that parents

are forced to reduce the time their children spend in school or on leisure activities in

order that the children can undertake such tasks. These tasks are furthermore typically

assigned to the girls in the household, which is why we conduct all estimations in this

section for girls only.

The data used in this estimation come from a different section. As mentioned

in Section 4.3.3, the questionnaire has one section in which all household members

are asked to report on their activities on a typical day in each of the three seasons.

This data also records hours per day spent in school and studying. Unfortunately, this

variable does not inform about periodic school drop-outs, which are expected to happen

in periods in which labor demand increases dramatically (such as during sowing or the

main harvest).

Using the information on time allocation on a typical day, we find that risk increases

the hours per day girls spend on household chores. Since the distribution of the depen-

dent variable (hours per day allocated to household chores) is best approximated by a

negative binomial distribution, we use the appropriate count data model to estimate

this relationship. The effect is slightly higher in the agricultural peak seasons. Using

the estimates from column (4) in Table 4.9, we find that a one standard deviation

increase in the standard deviation of log consumption (0.025) increases the time spent

on home production by 0.13 hours or roughly 8 minutes per day in the peak season.

In the sample, there are roughly 2.7 school-age girls per working woman. Thus, at the

household level the effect on girls corresponds almost exactly to the observed effect of

risk on working women.25 We do not find any statistically significant effect of mother’s

wage on girls’ time allocation, which is why we exclude this variable from our esti-

mation.26 Instead, we control for total non-labor and labor income in the household

25As shown in Section 4.5.2, the same change in risk would reduce the time a working woman spends
on chores by 20 minutes on average in the peak season. If 2.7 girls increase their time in home production
by 8 minutes daily, this results in an increase by 21.6 minutes per household.

26This also allows us to use the time information of all school-age girls in the sample. When controlling
for mothers wages the sample drops by 1503 observations, for which we could not identify the mother
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Table 4.9: Girls’ time in home production in hours per day

(1) (2) (3) (4)

Interquartile range of log consumption 3.426+

(1.836)

SD of log consumption 5.091∗

(2.468)

in peak season 3.548+ 5.193∗

(1.811) (2.446)

in lean season 3.177+ 4.881+

(1.928) (2.565)

Age 0.451∗∗∗ 0.451∗∗∗

(0.024) (0.022)

Married 1.099∗∗∗ 1.101∗∗∗

(0.141) (0.139)

Household size -0.146∗∗∗ -0.146∗∗∗

(0.024) (0.024)

No of children in household 0.142∗∗∗ 0.142∗∗∗

(0.033) (0.033)

Caste: SC / ST 0.099 0.101
(0.093) (0.092)

Religion: Hindu 0.315∗ 0.315∗

(0.161) (0.160)

Area cultivated per capita (acres, log) -0.019 -0.019
(0.043) (0.043)

Annual p.c. income: labor (log) 0.040∗∗∗ 0.040∗∗∗

(0.011) (0.011)

Annual p.c. income: non-labor (log) 0.060∗∗∗ 0.061∗∗∗

(0.016) (0.016)

Total annual precipitation (log) -0.011 -0.009
(0.202) (0.201)

Lean season 0.083∗∗∗ 0.083∗∗∗

(0.019) (0.018)

Observations 17388 17388 17388 17388

Notes: Negative binomial estimation. Cells report average marginal effects. State fixed effects and
linear time trend included, but not reported. Col. (3) and (4) report marginal effect of risk variable in
peak and lean seasons, obtained from add. including an interaction term in the regression. Standard
errors (clustered at the village level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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and find that labor income increases the time girls spend on household chores. This is

most likely due to the intra-household substitution in home production. Interestingly,

non-labor income also seems to increase time spent on chores. Again, we cannot find

that rainfall shocks affect the time allocation of girls.

Coming back to the central hypothesis of our paper, we proceed by estimating the

effect of wage risk on school time. Table 4.10 shows that risk considerably reduces time

in school. Again, the effect of risk is considerably higher in agricultural peak seasons

than in the lean season. According to our estimates, a one standard deviation increase

in the standard deviation of log consumption (0.025) reduces the time girls spent in

school or studying by 0.25 hours or roughly 15 minutes every day. The remaining

coefficients have the expected sign: as girls get older or when they marry, they spend

less time in school. A household’s labor income seems to be negatively associated with

time in school, which again points at the importance of intra-household substitution

effects. Non-labor income, in contrast, seems to increase the average time spent in

school.

The effect of risk on time allocated to school is almost twice as high as the observed

effect on time allocated to household chores. There are two potential explanations for

this finding. First, as shown in Section 4.2.2, the theoretical model predicts that wage

risk affects time allocated to schooling through two channels: the first one being the

intra-household substitution in home production and the second being the uncertainty

regarding future time allocation to school, which makes the returns to current school

investment risky. This would explain why the effect of risk is greater for school time

than for home time. The other potential explanation for observing a greater effect on

time in school could be non-divisibility in school attendance: if girls drop out of school

for too long, they might not be able to catch up and be forced to repeat the year. With

the data used here we cannot assess how important the second explanation is for our

findings.

Our results thus suggest a strong relationship between risk at the household level

and girls’ time allocation, both to household chores and to studying. These effects

could potentially be very harmful to human capital accumulation and future earnings

of these girls. We will discuss the potential role for public policy later and present some

robustness checks first.

in the household.
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Table 4.10: Girls’ time in school in hours per day

(1) (2) (3) (4)

Interquartile range of log consumption -8.669∗

(4.031)

SD of log consumption -10.122+

(5.191)

in peak season -9.658∗ -11.370∗

(4.164) (5.402)

in lean season -6.692+ -7.627
(3.872) (4.919)

Age -0.204∗∗∗ -0.205∗∗∗

(0.019) (0.019)

Married -3.038∗∗∗ -3.036∗∗∗

(0.236) (0.236)

Household size 0.106∗∗∗ 0.106∗∗∗

(0.029) (0.029)

No of children in household -0.161∗∗ -0.164∗∗

(0.058) (0.058)

Caste: SC / ST -0.603∗∗∗ -0.605∗∗∗

(0.175) (0.176)

Religion: Hindu 1.038∗∗∗ 1.059∗∗∗

(0.251) (0.251)

Area cultivated per capita (acres, log) 0.075 0.073
(0.068) (0.069)

Annual p.c. income: labor (log) -0.072∗∗∗ -0.073∗∗∗

(0.014) (0.014)

Annual p.c. income: non-labor (log) 0.043+ 0.042+

(0.022) (0.022)

Total annual precipitation (log) 0.147 0.188
(0.310) (0.317)

Lean season -0.326∗∗∗ -0.326∗∗∗

(0.040) (0.040)

Observations 17388 17388 17388 17388
R2 0.216 0.216 0.215 0.215

Notes: OLS estimation. Cells report average marginal effects. State fixed effects and linear time trend
included, but not reported. Col. (3) and (4) report marginal effect of risk variable in peak and lean
seasons, obtained from add. including an interaction term in the regression. Standard errors (clustered
at the village level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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4.5.4 Robustness checks

The estimates provided so far are only averages and probably hide considerable varia-

tion across households. To gauge the robustness of our findings, we test the extent to

which observed effects vary along household characteristics, such as household compo-

sition and income structure, as well as with individual characteristics, such as the age

of the girls.

We expect the effect of rainfall risk on wages and consumption to be strongest for

households who depend on casual agricultural employment as their main income source.

Typically, these would be landless households. We therefore test if the effect of risk

on girls’ time allocation is different depending on whether they live in households with

land or not. In line with our expectations, the marginal effect of the standard deviation

of log consumption on time allocated to household chores is higher for girls in landless

households than for girls in land-owning households (c.f. Table 4.11). However, this

does not seem to translate into less time in school: here the effect of risk is greater

in land-owning than in landless households. This might be because other factors than

intra-household substitution in home production affect time in school. In particular,

girls might have to work on the farm as well as in the household in land-owning house-

holds.

We would also expect households in which at least one member has permanent

employment to be less dependent on current agricultural production conditions. Ac-

cordingly, rainfall risk should affect them to a lesser extent than households with no

member in permanent employment. We find that the marginal effect on the standard

deviation of log consumption on the time girls spend on household chores is smaller

in households with a permanently employed member (c.f. Table 4.11). The same is

true for the effect on time in school: the marginal effect of our risk measure is consid-

erably smaller and statistically zero if at least one household member has permanent

employment.

With regards to household composition, the pressure on girls’ time allocation is

presumably greater in households with no other female household member who could

take on household work. Indeed, we find that the effect of risk on girls’ time allocated

to household chores is almost halved if at least one women above the age of 50 lives in
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Table 4.11: Heterogeneity in effect of risk on girls’ time allocation

Marginal effect of SD of log consumption on: Chores School
(1) (2)

Landless households 7.802∗∗ -4.308
(2.939) (5.496)

Land owners 3.340 -13.113∗

(2.853) (5.706)

No hh member permanently employed 5.589∗ -10.219+

(2.468) (5.304)

Any hh member permanently employed -1.142 -5.741
(3.931) (7.495)

No female hh member aged > 50 5.826∗ -12.026+

(2.649) (6.246)

Any female hh member aged > 50 3.556 -6.004
(3.118) (4.638)

Girl’s age = 10 0.374 -6.613
(1.616) (5.756)

Girl’s age = 16 14.131∗∗ -16.795∗∗

(5.210) (5.314)

Observations 17388 17388

Notes: OLS estimation. Cells report average marginal effects obtained from add. including an interac-
tion term in the regression. Controls are those of main model. Standard errors (clustered at the village
level) in parentheses. + p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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the same household. As shown in Table 4.11, the same is true for the effect of risk on

time in school.

We would also expect older girls to be under more pressure to perform household

tasks and to drop out of school occasionally or permanently. We therefore test if the

effect of risk varies with the age of the girls. Again, we find that risk influences time-

allocation decisions more strongly as girls get older. While risk does not seem to affect

the time allocation of girls aged 6 to 10, the marginal effect of the standard deviation

of log consumption on time in household chores increases to 14.1 at the age of 16; and

to -16.8 for time in school (c.f. Table 4.11).

4.6 Simulating the effect of the NREGS on wage risk,

labor supply and human capital accumulation

Given the magnitude of the effects of risk observed above, it seems worthwhile to

explore potential policy tools to mediate these. Obviously, any policy tool that helps

farmers insure against agricultural production risk, could be a viable option. But as

Mobarak and Rosenzweig (2013) pointed out, providing insurance to farmers might

actually increase overall (wage) risk in village economies as farmers become more risk

taking in their production decisions. This would then be particularly harmful for the

poorest households with no own land and no access to agricultural insurance. Therefore

we analyze the extent to which a wage-smoothing policy, such as the Indian National

Rural Employment Guarantee Scheme (NREGS), can mitigate wage risk, reduce labor

supply of women at the intensive margin, and allow children to spend more time in

school.

The National Rural Employment Guarantee Act (NREGA) is India’s flagship anti-

poverty program; it entitles every household in rural India to a maximum of 100 days

of employment per year at state minimum wages. This scheme can affect labor supply

through two effects: first, it provides employment at higher wages than casual agri-

cultural wages, which could affect both total labor supply and the amount of labor

supplied to the private sector, and therewith equilibrium wages in the private sector.

Second, it reduces risk in wages in rural areas, because it provides a minimum amount

of employment at a fixed wage level independently of rainfall shocks.
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To estimate the importance of the risk-reduction effect of the NREGS on labor sup-

ply, time at home and at school, we use the Socio-Economic Profiles of Rural Households

in India (SEPRI) data for 2014. It is a follow-up survey to the REDS that was col-

lected in 8 states of India: Andhra Pradesh, Bihar, Chhattisgarh, Haryana, Jharkhand,

Madhya Pradesh, Tamil Nadu and Rajasthan. It samples the entire population of the

REDS survey villages, but applies a questionnaire that is considerably shorter than in

the REDS.

Table 4.12: Determinants of consumption per capita (log) SEPRI

(1) (2)

Total annual rainfall (log) 0.241+ 0.286∗

(0.127) (0.130)

Share of irrigated land, village average 0.890 1.146
(0.751) (0.727)

Total annual rainfall × Share of irrigated land -0.111 -0.146
(0.116) (0.112)

Average of annual rainfall (1960 - 2010), log -0.211 -0.213
(0.135) (0.128)

Employment generated per capita in 2011-12, NREGA (log) 0.678∗

(0.300)

Total annual rainfall × Employment generated per capita -0.105∗

(0.044)

Observations 50979 50979
R2 0.374 0.376

Notes: OLS estimation. State fixed effects and linear time trend included in all specifications but not
reported. Influential outliers excluded using the DFBETA statistics on the share of irrigated land and
the usual cutoffs. Standard errors (clustered at the village level) in parentheses. + p < 0.10, ∗ p < 0.05,
∗∗ p < 0.01, ∗∗∗ p < 0.001

Using the SEPRI data, we test the extent to which the presence of the NREGS, or

more specifically, the amount of employment generated within the NREGS in a given

year, mediates the effect of rainfall on household consumption. Formally, we estimate

the same equation as in Table 4.3, but now add the log of employment per capita

(in person-days) generated in a given village within the NREGS and its interaction

with rainfall to the estimation. Results are reported in Table 4.12.27 We find that

27The rainfall data covers the agricultural year 2012/13, which is presumably the period that deter-
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a 1% increase in employment per capita generated, reduces the effect of rainfall on

consumption by 0.11 percentage points. We use these results to predict the standard

deviation of log consumption at different levels of employment per capita generated.

Before we can proceed, we need another estimate, namely the effect of the NREGS

on wages. Obviously, the NREGS has by far more effects than solely on risk manage-

ment and wages. But we concentrate on those two effects, as these are the ones through

which the NREGS should mainly affect labor supply and time-allocation decisions. As-

suming that labor supply of all other household members remains constant, we can

use the change in wages also to augment reported labor income of other household

members. Obviously, the assumption that wage changes affect only income levels but

not labor supply of other household members is unlikely to hold. But given the small

effects of other members’ labor income on time-allocation decisions observed in this

paper, this assumption should not affect our results in a meaningful way. Due to the

observational nature of the data, we have to treat our coefficients on wages and labor

income with caution. But as they are in line with previous literature, we think they

present reasonable approximations to the true effect sizes.

The most well documented paper on the effect of the NREGS on wages is by Imbert

and Papp (2015). Using data from 2004/05 and 2007/08, the authors estimate that the

NREGS increased daily wages by 4.73% in the dry season and by 2.87% in the rainy

season.28 This gives an average effect of 3.8%. In the year 2006/07 the total amount

of employment-days created within the NREGS was 905,056,000. In that year, the

NREGS covered a population of 627,369,270.29 The average number of person-days of

employment generated per capita was thus 1.44 in the implementing districts.

In the SEPRI data, average employment creation per capita within the NREGS

is 0.94, with a standard deviation of 1.30 in 2011/12. At the mean of irrigation and

NREGS employment creation, an increase in NREGS employment by 1.44 days per

capita would reduce the standard deviation of log consumption by 0.011 on average.

This corresponds to 31.2% of the sample mean of this variable.

mines consumption outcomes in 2014. Due to data limitations we have to use the amount of employment
generated in the financial year 2011/12. The employment data of 2012/13 is incomplete in the survey.

28Because the authors define the dry season from January to June and the rainy season from July
to December, the seasonal estimates are not comparable with our data.

29This is the population of Phase I and Phase II districts, thus all districts that implemented the
NREGS by May 2007. To get the population estimates, we take the simple average of the Census 2001
and Census 2011 data.
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With these estimates we can simulate the effect of the NREGS on labor supply,

time allocated to household chores and to school activities. In our sample, the average

predicted wage for women aged 19 to 65 is INR 3.79 per hour. An increase by 3.8%

would raise hourly wages by INR 0.14. According to the estimates presented in Table

4.7, an increase in wages by 3.8% would raise labor supply by 14.5 hours per season

or 3.6 hours per month. The reduction in risk that can be attributed to the NREGS

reduces the standard deviation of log consumption by 0.011. Using the estimates from

Table 4.7, this change would reduce labor supply by 8.7 hours per season. Finally,

the increase in wages would also affect other household members’ income and therefore

labor supply. This effect is negligible though; increasing other household members’

income by 3.8% would reduce labor supply by merely 0.2 hours per season. The net

effect of the NREGS on labor supply at the intensive margin would thus still be positive,

implying that the average woman would increase labor supply by 5.6 hours per season.

As discussed previously, the wage elasticity of time allocated to home production

is considerably smaller than the wage elasticity of labor supply. As reported in Table

4.8, a 1% increase in wages would reduce time allocated to household chores of working

women by 1.8 hours. An increase in wages by 3.8%, as attributed to the NREGS,

would reduce time on chores by 6.9 hours per season. The corresponding change in the

standard deviation of log consumption, the risk reduction effect of the NREGS, would

increase the time allocated to chores by 10.1 hours. The effect through other household

members’ labor income is again negligible at -0.1 hours. The net effect of the NREGS

on time allocated to household chores is thus positive by 3.8 hours per season.

We excluded mother’s wages from the estimation of the time allocation of girls

because we could not find a statistically significant effect. Instead, we control for

all household members’ labor income. Consistent with intra-household substitution

in chores, the family’s labor income seems to increase the time girls spend in home

production, and decrease the time girls spend studying. Using the estimates of Table

4.9, we find that the risk reduction associated with the NREGS would reduce the time

girls allocate to household chores by 0.05 hours per day. The associated change in

wages and increase in other members’ labor income increases time allocated to chores

by 0.001 hours. We thus find a net effect of the NREGS on the time girls allocate to

household chores on a typical day by negative 0.05 hours, or roughly 3 minutes daily.

This corresponds to half the effect of a one standard deviation reduction in the risk
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variable. Using the estimates presented in Table 4.10, column (3), the reduction in risk

exposure that can be attributed to the NREGS increases time allocated to studying

by 0.109 hours per day. Through other household members’ labor income, the NREGS

reduces the time girls spend studying by 0.003 hours per day. The net effect of the

NREGS would thus be an increase in time spent studying by 0.106 hours or roughly 6

minutes daily.

Our simulation suggests that an employment guarantee such as the NREGS could

have positive effects on girls’ human capital accumulation by increasing the time they

spend in school and studying. The results suggest that at least half of the effect size

can be attributed to fewer obligations within the household, as their mothers can spend

more time on household chores. The average effect is admittedly fairly small, but as

documented in Section 4.5.4 there is considerable variation in the effect of risk on the

time allocation of girls. This suggests that the NREGS could have substantially higher

effects on home time and time in school for girls in poorer households.

4.7 Conclusions

This paper develops a model that highlights the effect of wage risk on labor supply,

the intra-household substitution in tasks and girls’ time in school. Based on the model

predictions, we test, in the context of rural India, whether wage risk affects female

labor supply and time allocation to home production. We further test whether wage

risk affects girls’ time spent on household chores and in school.

Our results suggest that wage risk due to rainfall fluctuations increases female labor

supply and reduces the time women allocate to home production. This seems to go

hand in hand with an increase in the time girls in these households spend on household

activities, and with a reduction of their time in school. We also conduct a number of

robustness checks that support the idea that the observed effect on girls’ time allocation

is due to the effect of risk on the time working women can spend in home production.

We also find that the effect of risk on time in school is greater than the observed

effect of risk on girls’ time on household chores. This can be due to two reasons:

first, because school investment becomes risky as future time allocations to school are

uncertain, or second, because of the non-divisibility of school attendance.

156



4.7 Conclusions

What is the role for public policy in such a context? We argue that a public works

program could offset some of the negative effects of risk and simulate the effect of the

National Rural Employment Guarantee Scheme on the time allocation of women and

girls. We concentrate on two effects of the program: first, it increases wages, and

second, it reduces wage risk as it provides employment independently of agricultural

production shocks. The simulated effect of the NREGS on time-allocation decisions

is as follows: it increases the time women allocate to the labor market at the expense

of leisure and of time in own-agricultural production. However, it also increases the

time working women spend on household chores. This leads to a reduction in the time

girls spend on chores and increases their school time. Based on this simulation, we

conclude that the NREGS could benefit girls’ human capital accumulation by reducing

the pressure of wage risk on female labor supply.

What we cannot assess with the data used in this paper is the extent to which wage

risk and, conversely, a wage-smoothing policy affect girls’ school attainment, and future

earnings. These are tasks for future work.

157



4. WAGE RISK AND HUMAN CAPITAL ACCUMULATION

4.A Mathematical Appendix

4.A.1 Deterministic Case

In the deterministic case, the Lagrange can be summarized by

L =

T∑
t=1

δtU(Cmt , C
h
t ) + φ(HT+1)

+

T∑
t=1

µt[g(Ht, St; θt)−Ht+1]

+

T∑
t=1

ηt[wt(T
a
t − hat ) + (1 + r)At−1 −At − Cmt ]

+

T∑
t=1

υt[ρ(hat + T ct − St)− Cht ]. (4.A.1)

Assuming interior solutions, the first-order conditions for each period include

δtUCm
t

= ηt, (4.A.2)

δtUCh
t

= υt, (4.A.3)

µtgSt = ρυt, (4.A.4)

wtηt = ρυt, (4.A.5)

µt−1 = µtgHt , (4.A.6)

and for the last period,

φHT+1
= µT . (4.A.7)

In the penultimate period T − 1, equation (4.A.4) can be rearranged to

gST−1
=
ρυT−1

µT−1
. (4.A.8)

Inserting equations (4.A.5), (4.A.2), (4.A.6) and (4.A.7) leads to the decision rule with

respect to school time

gST−1
=
wT−1δ

T−1UCm
T−1

φHT+1
gHT

. (4.A.9)
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To see how the decision rule changes when going further back in time, consider that

we can use (4.A.6) and (4.A.7) to get

µT−2 =µT−1gHT−1

=φHT+1
gHT

gHT−1
. (4.A.10)

The decision rule with respect to school time in T − 2 thus changes to

gST−2
=
wT−2δ

T−2UCm
T−2

φHT+1
gHT

gHT−1

. (4.A.11)

Equation (4.A.11) shows that each period’s investment in school time depends on all

future school time decisions.

4.A.2 Stochastic Case

When introducing uncertainty, the Lagrange becomes

L =Et

T∑
t=1

δtU(Cmt , C
h
t ) + Etφ(HT+1)

Et

T∑
t=1

{µt[g(Ht, St; θt)−Ht+1]}

Et

T∑
t=1

{ηt[wt(T at − hat ) + (1 + r)At−1 −At − Cmt ]}

Et

T∑
t=1

{
υt[ρ(hat + T ct − St)− Cht ]

}
. (4.A.12)

Assuming interior solutions, the first-order conditions for each period include

Et
{
δtUCm

t

}
= Et {ηt} , (4.A.13)

Et

{
δtUCh

t

}
= Et {υt} , (4.A.14)

Et {µt} gSt = ρEt {υt} , (4.A.15)

Et {ηt}wt = ρEt {υt} , (4.A.16)

µt−1 = Et−1 {µtgHt} , (4.A.17)
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and additionally for the last period,

Et
{
φHT+1

}
= Et {µT } . (4.A.18)

In the penultimate period T − 1, equation (4.A.15) can be rearranged to

gST−1
=
ρET−1 {υT−1}

µT−1
. (4.A.19)

Inserting equations (4.A.16), (4.A.13), (4.A.17) and (4.A.18) leads to the decision rule

with respect to school time in the presence of uncertainty

gST−1
=

wT−1δ
T−1UCm

T−1

ET−1

{
φHT+1

}
ET−1 {gHT

}+ cov(φHT+1
, gHT

)
. (4.A.20)

To see how the decision rule in the presence of uncertainty changes when going

further back in time, consider that we can use (4.A.17) and (4.A.18) to get

µT−2 =ET−2

{
µT−1gHT−1

}
=ET−2

{
φHT+1

gHT
gHT−1

}
. (4.A.21)

The decision rule with respect to school time in T − 2 thus becomes

gST−2
=

wT−2UCm
T−2

ET−2

{
φHT+1

gHT
gHT−1

} . (4.A.22)

Equation (4.A.22) shows that each period’s investment in school time depends on all

future school time decisions as well as on the covariance between the marginal utility of

end-of-schooling education and each future marginal product of human capital stock.

The more periods remain until the end-of-schooling, the smaller is each individual

covariance term is, but the more uncertain overall future human capital accumulation

becomes.
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4.B Supplementary Tables

Table 4.B.1: Time allocation of boys

N Mean SD

No of children in household 6700 2.72 (1.75)
Household size 6700 6.58 (2.98)
Married 6700 0.0052 (0.072)
Age 6700 12.2 (3.61)
Caste: SC / ST 6700 0.26 (0.44)
Religion: Hindu 6700 0.87 (0.33)
Education: no grade 6700 0.083 (0.28)
Education: primary 6700 0.48 (0.50)
Education: secondary 6700 0.32 (0.47)
Education: tertiary 6700 0.11 (0.32)
Years of Schooling 6700 5.55 (3.50)
Presently enrolled 6700 0.81 (0.39)
Labor force participation (season 1) 6700 0.052 (0.22)
Labor supply (hours, season 1) 6700 25.9 (121.2)
Own agr. production (hours, season 1) 6700 11.3 (60.3)
Household chores (hours, season 1) 6700 86.6 (136.4)
Hours per day: chores (season 1) 6700 1.32 (1.80)
Hours per day: studying (season 1) 6700 6.35 (3.50)

Notes: Sample of boys consists of all boys aged 6 to 18. Season 1 is the
agricultural peak season.
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