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#### Abstract

This thesis deals with fuzzy extractors, security primitives often used in conjunction with Physical Unclonable Functions (PUFs). A fuzzy extractor works in two stages: The generation phase and the reproduction phase. In the generation phase, an Error Correction Code (ECC) is used to compute redundant bits for a given PUF response, which are then stored as helper data, and a key is extracted from the response. Then, in the reproduction phase, another (possibly noisy) PUF response can be used in conjunction with this helper data to extract the original key.

It is clear that the performance of the fuzzy extractor is strongly dependent on the underlying ECC. Therefore, a comparison of ECCs in the context of fuzzy extractors is essential in order to make them as suitable as possible for a given situation. It is important to note that due to the plethora of various PUFs with different characteristics, it is very unrealistic to propose a single metric by which the suitability of a given ECC can be measured.

First, we give a brief introduction to the topic, followed by a detailed description of the background of the ECCs and fuzzy extractors studied. Then, we summarise related work and describe an implementation of the ECCs under consideration. Finally, we carry out the actual comparison of the ECCs and the thesis concludes with a summary of the results and suggestions for future work.


## Contents

1 Introduction ..... 1
1.1 Notation ..... 2
2 Background ..... 4
2.1 Error Correction Codes ..... 4
2.1.1 Linear Codes ..... 6
2.1.2 Cyclic Codes ..... 25
2.1.3 Modification of Codes ..... 38
2.1.4 The Shannon limit ..... 40
2.2 Fuzzy Extractors ..... 41
2.2.1 Reverse Fuzzy Extractors ..... 44
3 Related Work ..... 45
3.1 Comparisons ..... 45
3.2 CoCoA 5 ..... 52
4 Implementation ..... 54
4.1 CoCoALib's Built-Ins ..... 55
4.2 Error Correction Codes ..... 55
4.2.1 Hamming Codes ..... 56
4.2.2 Golay Codes ..... 57
4.2.3 Reed-Muller Codes ..... 59
4.2.4 BCH Codes ..... 60
4.2.5 Reed-Solomon Codes ..... 61
4.3 Fuzzy Extractor ..... 62
5 Comparison ..... 64
5.1 Linearity and Cyclicality ..... 64
5.2 Parameters ..... 65
5.3 Error Correction Capability ..... 67
5.4 Time Complexity ..... 69
5.5 Practical Run Time ..... 70
5.6 Memory Usage ..... 71
5.7 Proposed Metrics ..... 71
6 Conclusion ..... 73
6.1 Future Work ..... 74
A Appendix ..... 75
A. 1 Callgrind Graphs ..... 75
A. 2 Massif Graphs ..... 80
List of Figures ..... 83
List of Tables ..... 85
List of Algorithms ..... 86
List of Symbols ..... 87
List of Abbreviations ..... 88
Bibliography ..... 90

## Introduction

In an era of ever-expanding interconnected digital ecosystems, the security and integrity of sensitive data have become paramount concerns. As information systems continue to evolve, ensuring the robustness of cryptographic systems has become a critical endeavour. A fundamental challenge is to effectively protect secrets and cryptographic keys within the Physical Unclonable Functions (PUFs) integrated with Systems of Systems (SoS). According to Katzenbeisser and Schaller [1], a PUF is a function embedded in a physical object. It should also satisfy three (or preferably four) properties:

- Robustness: The same input $x$ should always produce (almost) the same output $y$ on the same object.
- Unclonability: The PUF should not be physically reproducible or clonable even by the manufacturer.
- Unpredictability: It should be impossible to predict the yet unknown output $y$ from a new input $x$.
- Tamper-Evidence: The PUF changes its output behaviour when invasively attacked.

These properties make PUFs a promising basis for secure key generation and storage. However, realising their potential requires addressing the inherent imperfections and noise that can distort their output.

At the heart of mitigating these imperfections lies the innovative concept of fuzzy extractors. They act as a bridge between the inherently noisy PUF outputs and reliable cryptographic keys, ensuring the consistency and security of the generated keys. Today, there are several ways to accomplish the task of removing the noise from PUF responses. However, one of the most popular ways is to use Error Correction Codes (ECCs). An ECC offers two procedures: The encoding procedure calculates redundant bits for a message and adds them to it (most often by concatenation). The decoding procedure then takes both the received (noisy) message and the (possibly also noisy) redundant bits and is able to reproduce the original message.

In this interplay between PUFs and fuzzy extractors, the choice of the underlying ECC emerges as a critical factor. The present thesis embarks on a comprehensive exploration of ECCs in the context of fuzzy extractor schemes, dissecting their efficacy, trade-offs, and suitability for PUF-based systems of systems.

This research examines the crucial role of fuzzy extractors in maintaining the integrity and reliability of cryptographic keys derived from PUF-based sources. A fuzzy extractor is essentially a mathematical construct that uses error correction techniques to compensate for
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the inevitable discrepancies introduced by PUFs. By meticulously analysing and comparing different ECCs, this study aims to provide a deeper understanding of their impact on the overall security and performance of PUF-based systems, such as certain SoS in the era of Internet of Things (IoT), such as the one proposed by Mexis et al. [2, 3]. As a result, six classes of ECCs have been implemented and the code has been released as open-source on GitHub: https://github.com/ThexXTURBOXx/ECC.

The rest of the thesis is structured as follows: Section 1.1 lists and introduces some important notations for the remainder of the thesis. Then Chapter 2 defines different types of ECCs, enumerates some of their classes and provides further background on these codes and fuzzy extractors. Related work on ECC comparisons both in the context of PUFs and in general is summarised in Chapter 3. Building on this, Chapter 4 describes implementations of the examined codes, which are then evaluated using various metrics in Chapter 5. Finally, we draw conclusions and propose future work in Chapter 6.

### 1.1 Notation

Although most of the symbols are explained in the List of Symbols and most of the acronyms in the List of Abbreviations, a few notations should be introduced here.
First of all, 0 can be either the usual number 0 or a logical zero, usually typeset as 0 , or even a zero vector or matrix (vector or matrix consisting only of zeros). Similarly, $\mathbb{1}_{m \times n}$ denotes the matrix or vector of ones of size $m \times n$. The size can also be omitted if it is clear from the context. Furthermore, $I_{n}$ denotes the unit matrix of size $n$, i.e., a square zero matrix with ones on the main diagonal. Lastly, horizontal concatenation of matrices is either shown through block matrices, e.g. $\left[\begin{array}{ll}I_{4} & \mathbb{1}_{4 \times 4}\end{array}\right]$, or through a concatenation operator, e.g. $\left[I_{4} \mid \mathbb{1}_{4 \times 4}\right]$.

The Hamming weight wt denotes the amount of non-zero symbols within a matrix, vector, array or other list-like structure. Using the Hamming weight, the Hamming distance $d$ between some $a$ and $b$ is defined as $d(a, b)=\mathrm{wt}(a-b)$ and intuitively describes the number of symbols which differ between the list-like structures $a$ and $b$.

Vectors are not specially marked and are considered to be columnar matrices, i.e. matrices with a single column. The scale product or dot product of two vectors $v_{1}, v_{2}$ is denoted as $\left\langle v_{1}, v_{2}\right\rangle$. However, it is important to mention that the linear span of elements $a_{1}, \ldots, a_{n}$ is also denoted as $\left\langle a_{1}, \ldots, a_{n}\right\rangle$. It should be clear from the context when each definition is being used.
Finally, this thesis assumes the standard definition of algebraic rings, without the multiplicative identity 1 . If a ring $R$ contains the 1 , it is called unitary. Furthermore, it is called commutative if $a \cdot b=b \cdot a$ for all $a, b \in R$. Also, every element $a \in R$ has a minimal polynomial which is the unique monic polynomial of least degree $\mu(x)$ with $\mu(a)=0$.

A special case of rings are modular rings. They are mostly denoted as $\operatorname{GF}(p), \mathbb{F}_{p}, \mathbb{Z}_{p}$ or $\mathbb{Z} / p \mathbb{Z}$ and its elements are $\{0, \ldots, p-1\}$. Each of these elements represents all the numbers whose remainder modulo $p$ is that number.
A $n$-th root of unity defines any element $\zeta$ which satisfies $\zeta^{n}=1$. Furthermore, if $\zeta^{k} \neq 1$ for every $k<n$, it is a primitive $n$-th root of unity.

There exist many other modular rings which can also be defined as quotient rings of some polynomial rings: If $\mathbb{F}_{p}[\alpha]$ is a polynomial ring, then $f \in \mathbb{F}_{p}[\alpha]$ induces the quotient ring $P=\mathbb{F}_{p}[\alpha] /\langle f\rangle$ whose elements can be described through all the polynomials from $\mathbb{F}_{p}[\alpha]$ whose degree is less than $n=\operatorname{deg}(f)$. In some cases, namely if $f$ is a primitive polynomial,
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the quotient ring contains a primitive element $\alpha,{ }^{1}$ whose powers generate the whole ring, i.e., $P=\left\{0,1, \alpha, \alpha^{2}, \ldots, \alpha^{p^{n}-1}\right\}$. Thus, $\alpha$ is simultaneously a $p^{n}$-th root of unity in the splitting field $\mathbb{F}_{p}^{n} \cong \mathbb{F}_{p^{n}} \cong P$. The Conway polynomial is the lexicographically minimal primitive polynomial, which can be used to define a standard representation of $\mathbb{F}_{p^{n}}$ as a splitting field. There already exist some methods to find them, which are faster than brute force such as the approach presented by Heath and Loehr [4].

[^0]
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### 2.1 Error Correction Codes

There are various ways of explaining how ECCs work, some of which will be explained in detail in this and the following sections. From a linear algebra point of view, ECCs can be thought of as pairs of an injective and possibly non-surjective map from one set to another larger set, and a surjective, possibly noninjective "pseudoinverse" map. The first map is called encoding, the second decoding, and they are illustrated in Figure 2.1. It is important to note that in the context of bits, as in the case of fuzzy extractors, it is sufficient to consider only $\mathbb{F}_{2}, \mathbb{F}_{2^{n}}, \mathbb{F}_{2}^{n}$ and certain related sets, as these are sufficient to find simple representations for bits.


Figure 2.1: Encoding and decoding procedures of an exemplary ECC, adapted from Mexis [5].

Following this principle, the simplest codes to create are repetition codes [6].
Definition 1. The $b$-repetition code takes a word $a=\left[a_{1}, a_{2}, \ldots, a_{m}\right]$ and encodes it into a codeword by repeating each symbol $a_{i}$ exactly $b$ times, i.e.,

$$
a \mapsto[\underbrace{a_{1}, \ldots, a_{1}}_{b \text { times }}, a_{2}, \ldots, a_{2}, a_{m}, \ldots, a_{m}] .
$$

The decoding procedure uses majority voting on each of these $m$ blocks to find the most likely original word.

The $n$-repetition code will now help us derive some general metrics to measure the quality and properties of any ECC. Three obvious metrics can be identified immediately.

Definition 2. Given any ECC, we derive three numbers from it [7]:

- Block length $n$ : The amount of symbols an encoded codeword has (b-repetition code: $b \cdot m$ )
- Message length or dimension $k$ : The amount of symbols an input word has ( $b$-repetition code: $m$ )
- Minimum (Hamming) distance d: The minimum Hamming distance between two encoded codewords ( $b$-repetition code: $b$ )

Any ECC can be assigned such a triplet $[n, k, d]$.
Another important property can be derived from these.
Definition 3. The code rate $R$ of an ECC $C$ is given by $R:=\frac{\log _{q}(|C|)}{n}$ where $|C|$ is the amount of codewords of the ECC and $q$ is the number of symbols in the alphabet of $C$. It is an indicator of how many redundant bits there are in a codeword [8]. Obviously, $R \in[0,1]$, where 1 would indicate a perfect code and 0 would indicate the worst code. In the case of the $b$-repetition code, there are obviously $q^{m}$ codewords, and thus we have $R=\frac{\log _{q}\left(q^{m}\right)}{b \cdot m}=\frac{m}{m \cdot b}=\frac{1}{b}$, indicating that the code rate gets worse as $b$ increases.
An error correction procedure similar to a repetition code can be found in many modern systems used to transmit bits, such as the FlexRay communications system protocol [9]. This uses majority voting to filter out spike signals by holding the signal to be transmitted for a longer period of time.

In the context of ECCs, a very important distinction should be made. There are two broad classes, namely convolutional codes and block codes, where the former work by applying discrete convolutions of polynomial functions to encode a data stream, and the latter by encoding finite blocks of data using a single procedure. Although there are some papers that discuss the applicability of convolutional codes to fuzzy extractor schemes [10], the focus of this thesis will be on block codes. They will be referred to simply as "codes."

Again, block codes can be divided into many subcategories in many ways.
Definition 4. A systematic code is a code in which the original message can always be found unchanged at fixed coordinates within the corresponding encoded codewords [11]. If the code is not systematic, it is called a non-systematic code [12].
According to this definition, the $b$-repetition code is a systematic code, since if we extract every $b$-th symbol from a codeword, we obtain the corresponding original message. Obviously, when applying this definition, an error-free message should be assumed. Furthermore, permuting the symbols of a message does not change the systematicness of a code, since the message can still be found within the codeword; only its indices have changed. Lastly, the minimum distance of a code has a huge influence on the practicability of a code.

Lemma 1. Let $C$ be a $n, k, d]$-code and $c \in C$ be any codeword.

1. If up to $d-1$ errors are introduced in $c$, then the code $C$ can correctly detect them.
2. If up to $\left\lfloor\frac{d-1}{2}\right\rfloor$ errors are introduced in $c$, then the code $C$ can correctly correct them.

Proof. We prove both properties separately:

1. Since $d$ denotes the minimum Hamming distance between two codewords within $C$, any $d-1$ symbols within a codeword $c \in C$ can be changed and the resulting word will no longer be a codeword.
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2. Again, $d$ denotes the minimum Hamming distance between two codewords within $C$. To correctly identify to which codeword a given erroneous word is nearest, its Hamming distance must obviously at most be $t:=\left\lfloor\frac{d-1}{2}\right\rfloor$ to any codeword within $C$. This procedure is called Minimum Distance Decoding (MDD) [6] and can be thought of as drawing disjoint spheres, according to the Hamming distance metric, around each codeword within a multidimensional lattice, each with radius $t$, and determining the codeword in whose sphere the given word lies [13].

Many better classes of codes and corresponding decoding procedures are presented in the following subsections, some of which may "overlap." In most practical applications of block codes, general codes play a minor role. Therefore, a very special class of codes, which play the most important role, is defined in the following subsections.

### 2.1.1 Linear Codes

Before discussing the properties of linear codes in more detail, it is necessary to define them properly to be able to prove their peculiarities.

Definition 5. Let $K$ be a finite field and $C \subseteq K^{n}$. Then $C$ is said to be a linear code if $C$ is a linear subspace of the vector space $K^{n}$.
As mentioned earlier, this definition allows us to use many different finite fields as the corresponding alphabet for the code. However, in the context of fuzzy extractor schemes, only $\mathbb{F}_{2}$ and $\mathbb{F}_{2^{m}}$ are sufficient to be used for the finite field $K$. Using this definition, we are able to redefine the properties of Definition 2.
Lemma 2. Given a linear code $C \subseteq K^{n}$, we can derive [14, 15]:

- Block length: The $n$ from $K^{n}$.
- Dimension: $k=\operatorname{dim}(C)$, which denotes the dimension of the subspace $C$, that is, the size of any basis of $C$.
- Minimum distance: $d=\min _{c \in C \backslash\{0\}} \mathrm{wt}(c)$.
- Code rate: $R=\frac{k}{n}$.

Proof. The proofs by Roth [14] go as follows:

- Obvious since each codeword in $C$ is also in $K^{n}$ and thus, must be $n$ symbols long.
- According to linear algebra, we have $|C|=q^{\operatorname{dim}(C)}=q^{k}$ and, thus, $k=\operatorname{dim}(C)$ where $q$ is the number of elements of the finite field $K$.
- Since $C$ is linear, for each $c_{1}, c_{2} \in C$ we also have $c_{1}-c_{2} \in C$. According to Definition 2, we have

$$
d=\min _{c_{1} \neq c_{2} \in C} d\left(c_{1}, c_{2}\right)=\min _{c_{1} \neq c_{2} \in C} \mathrm{wt}\left(c_{1}-c_{2}\right)=\min _{c \in C \backslash\{0\}} \mathrm{wt}(c) .
$$

- Again, we have $|C|=q^{k}$ and therefore according to Definition $2, R=\frac{\log _{q}(|C|)}{n}=\frac{k}{n}$.

A very important property of linear codes is that they can be defined using a specific corresponding matrix.
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Lemma 3. Let $G \in K^{k \times n}$ be a matrix with $k$ rows and $n$ columns whose rows are exactly the elements of a basis of a block code $C$. This matrix is called the generator matrix of $C$. $G$ fulfils the following properties [16]:

1. The row space of $G$ is the linear code $C$.
2. A given word is a codeword if and only if it is a linear combination of the rows of $G$.
3. $\operatorname{rk}(G)=k$.

Proof. 1. and 2. follow easily from Lemma 2, the definition of $G$ and linear algebra. 3. is a direct result of the linear independence of the chosen basis of $C$.

There is another complementary matrix that can also be used to uniquely define the same linear code $C$.

Lemma 4. Let $H \in K^{(n-k) \times n}$ be a matrix with $n-k$ rows and $n$ columns, which is the corresponding matrix for the homogeneous system of linear equations whose null space is exactly the set of codewords of $C$. This matrix is called the parity-check matrix of $C$. Then, $H$ fulfils the following properties [17]:

1. $H \cdot c^{T}=0$ if and only if $c \in C$.
2. $H \cdot G^{T}=0$.
3. $\operatorname{rk}(H)=n-k$.
4. $\operatorname{dim}(C)=n-\operatorname{rk}(H)$.

Proof. We prove each property separately:

1. This follows directly from the definition of the null space (sometimes also referred to as the kernel) of a matrix.
2. According to Lemma 3, each codeword is a linear combination of the rows of $G$. Additionally, from 1. we know $H \cdot c^{T}=0$ and thus $H \cdot G^{T}=0$.
3. The rows of $H$ need to be linearly independent by definition, and thus, $r k(H)=n-k$.
4. From 3., we know that $\operatorname{rk}(H)=n-k$ and therefore $\operatorname{dim}(C)=k=n-(n-k)=$ $n-\operatorname{rk}(H)$.

Both matrices are very useful for the encoding and decoding of linear codes, respectively. The use of the parity-check matrix will be explained in detail later.

Theorem 5 (Encoding linear codes). When encoding a message $w$ using the linear code $C$, the corresponding encoded codeword can be calculated by $c=w \cdot G$ where $G$ is the generator matrix of $C$.

Proof. Again, using basic linear algebra, $G$ induces a linear map $\varphi: K^{k} \rightarrow C$. Because of $k=\operatorname{dim}\left(K^{k}\right)=\operatorname{dim}(C)<\infty$ and $\varphi$ obviously being surjective, according to the rank-nullity theorem, $\varphi$ is also bijective [18]. Thus, $C=\varphi\left(K^{k}\right)=\left\{w \cdot G \mid w \in K^{k}\right\}$.

As mentioned earlier, there is an important distinction between systematic and nonsystematic codes, which can also be made specifically in the context of linear codes.

Lemma 6. For every linear code $C$, there is an equivalent ${ }^{2}$ code $C^{*}$ which is systematic. Its generator matrix is of the form $G^{*}=\left[I_{k} \mid P\right]$ and the corresponding parity-check matrix is of the form $H^{*}=\left[-P^{T} \mid I_{n-k}\right]$.
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Proof. The generator matrix can be put into reduced row echelon form, which is exactly what is required [19]. Using the multiplication of block matrices, we then get

$$
H^{*} \cdot G^{* T}=\left[-P^{T} \mid I_{n-k}\right] \cdot\left[I_{k} \mid P\right]^{T}=-P^{T}+P^{T}=0,
$$

which proves that $G$ and $H$ are orthogonal matrices and thus a pair of generator matrix and parity-check matrix [5].

Remark 7. It is clear that each codeword of a systematic code consists of two distinct areas: Unaltered message bits $w_{i}$ and redundancy bits $p_{i}$ :

$$
c=\left[w_{1}, \ldots, w_{k}, p_{1}, \ldots, p_{n-k}\right] .
$$

For this reason, the value of $n-k$ is often referred to as the redundancy of the code $C$ [20]. It should also be noted that sometimes the fraction $\frac{n}{k}$ is referred to as the redundancy of a code [12].

Now that we are able to encode messages using linear codes in an efficient way, it is a good time to think about decoding methods. MDD was already mentioned in the proof of Lemma 1. However, it is very slow because it has to calculate the Hamming distance for each possible codeword and therefore needs to know each possible codeword in advance. To find a better decoding method specifically for linear codes, some important notation need to be introduced first.

Definition 6. Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code. The coset of $C$ determined by $w \in \mathbb{F}_{q}^{n}$ is denoted by $w+C:=\{w+v \mid v \in C\}$.
Lemma 8. Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code and $u, v \in \mathbb{F}_{q}^{n}$. Then, the following properties hold:

1. $u \in u+C$ and $|u+C|=|C|=q^{k}$
2. $u \in v+C \Longrightarrow u+C=v+C$
3. $u+C=v+C \Longleftrightarrow u-v \in C$
4. Either $u+C=v+C$ or $(u+c) \cap(v+C)=\emptyset$
5. There are $q^{n-k}$ different cosets of $C$

Proof. We prove each property separately:

1. Since $C$ is linear, $0 \in C$ and hence $u+0 \in C$ and $u \in u+C$. Together with Lemma 2 and the fact that subspaces are closed under addition, we must have $|u+C|=|C|=q^{k}$.
2. We have $u=v+w$ for some $w \in C$ and thus $u+C=(v+w)+C=$ $\{(v+w)+x \mid x \in C\}=\{v+(w+x) \mid x \in C\}=\{v+x \mid x \in C\}=v+C$. The penultimate equality follows again from the fact that subspaces are closed under addition.
3. According to 1., we have $u \in u+C=v+C \Longleftrightarrow u=v+w$ for some $w \in C \Longleftrightarrow$ $u-v=(v+w)-v=w \in C$ for some $w \in C$.
4. According to MacWilliams and Sloane [11], we have two cases. The case $u+C \cap v+$ $C=\emptyset$ is trivial. Otherwise, there is at least one element $w$ in both cosets. Then $u+a=w=v+b$ with $a, b \in C$. Hence $v=u+a-b=u+a^{\prime}$ with $a^{\prime} \in C$ and thus $v+C \subseteq u+C$. Similarly, $u+C \subseteq v+C$ can be proven, and hence $u+C=v+C$.
5. Follows directly from 1 . and 4.

The other important definition inherently follows from these cosets.
Definition 7. The syndrome of $u \in \mathbb{F}_{q}^{n}$ with respect to a given parity-check matrix $H$ for $C$ is defined as $S_{H}(u):=H \cdot u^{T}$.

Lemma 9. Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code with parity-check matrix $H$ and $u, v \in \mathbb{F}_{q}^{n}$. Then, according to MacWilliams and Sloane [11] the following properties hold:

1. $S_{H}(u+v)=S_{H}(u)+S_{H}(v)$
2. $S_{H}(u)=0 \Longleftrightarrow u \in C$
3. $S_{H}(u)=S_{H}(v) \Longleftrightarrow u-v \in C \Longleftrightarrow u+C=v+C$

Proof. We prove each property separately:

1. Since the set of all matrices forms an algebraic ring, we have $S_{H}(u+v)=H \cdot(u+v)^{T}=$ $H \cdot u^{T}+H \cdot v^{T}=S_{H}(u)+S_{H}(v)$.
2. Already proven in Lemma 4.
3. According to 2., we have $u-v \in C \Longleftrightarrow 0=S_{H}(u-v)=H \cdot(u-v)^{T}=H \cdot u^{T}-H \cdot v^{T}=$ $S_{H}(u)-S_{H}(v) \Longleftrightarrow S_{H}(u)=S_{H}(v)$. The last equivalence was already proven in Lemma 8.

Remark 10. The last property shows that there is a $1-1$ correspondence between the syndromes and the cosets with respect to $C$.

There is one last definition before the decoding algorithm can be properly introduced.
Definition 8. A Standard Decoding Array (SDA) for a given linear code $C$ is a table that matches each coset with a describing syndrome, called coset leader. It is defined as an element of minimum Hamming weight in that coset.

Theorem 11 (SDA construction). An SDA can be constructed using Algorithm 1.

```
Algorithm 1 SDA Construction.
Require: A linear code C}\not=\emptyset\mathrm{ over }\mp@subsup{\mathbb{F}}{q}{}\mathrm{ with parity-check matrix }
Calculate all cosets for \(C\)
Choose a coset leader for each coset, say \(u\)
\(S_{H}(u) \leftarrow H \cdot u^{T}\)
Save all pairs \(\left[S_{H}(u), u\right]\)
```

Proof. We need to prove two properties:
Finiteness: Only a finite amount of elements must be iterated, and the procedure will terminate after a finite amount of time.

Correctness: Follows from Definition 8.
It is now time to introduce a decoding algorithm that still has a mediocre time complexity but at least exploits the peculiarities of linear codes.

Theorem 12 (Syndrome decoding). Algorithm 2 allows decoding of general linear codes.

```
Algorithm 2 Syndrome Decoding.
Require: A linear code \(C \neq \emptyset\) over \(\mathbb{F}_{q}\) with parity-check matrix \(H\), w received word
    Construct an SDA for \(C \quad \triangleright\) Using Algorithm 1
    \(s \leftarrow S_{H}(w)\)
    Find the coset leader \(e\) next to \(s=S_{H}(e)\) in SDA
    Decode \(w\) to \(v=w-e\)
```


## 2 Background

Proof. We need to prove two properties:
Finiteness: Should be obvious since there is no possibility for an endless loop.
Correctness: From Definition 8, it is known that $e$ must be of minimum weight. Also, since $S_{H}(w)=S_{H}(e)$, according to Lemma 9, we have $v=w-e \in C$. Overall, the result of syndrome decoding will be the same as the result of MDD.

Remark 13. The construction of the SDA could also be done in advance so that it does not need to be calculated every time a new word must be decoded.
Remark 14. If $S_{H}(w)=0$, the algorithm could be optimised by just returning $w$ as according to Lemmata 8 and 9 , we must already have $w \in C$.

Remark 15. It is important to note that despite being much more efficient than simple MDD as in Lemma 1, syndrome decoding is still very slow and even known to be $\mathcal{N} \mathcal{P}$ complete [21]. Even more efficient (but non-general) decoders will be introduced in the following sections.

### 2.1.1.1 Hamming Codes

The theory of error-detecting codes has been known since at least the early 1940s. Bell Telephone Laboratories developed six relay calculators, named Models I to VI, where Models II to VI used a so-called two-out-of-five code (or a three-out-of-five code). It consists of a data block representing the numbers 0 to 4 , and another block that simultaneously represents the number 5 and acts as a parity bit. In summary, every decimal digit can be represented by setting a single bit in the former and latter blocks, each. In the case of the three-out-of-five code, there are always three set bits in the message. If an error occurs, there will be either no or two bits set in one of these blocks. In this way, a single error can be detected [22, 23].

In 1948, Hamming was able to enhance these types of codes in an attempt to create the first ECC, capable of correcting a single error and detecting up to two errors. Nevertheless, Shannon [24] was the first to publish the code, crediting Hamming as its inventor. It was only two years after Shannon's work that Hamming himself published his results. Nowadays, these codes are known as Hamming codes [12, 25, 26].

There are several approaches to coding and decoding Hamming codes. However, we will first focus on a more visual approach that has been published by McEliece [27]: In order to be able to reconstruct erroneous data, there should be some mechanism that can detect at which location the error occurred and what the error looks like. For example, in the ternary case, the error could be a digit that changed by 1 or 2 . But, as already said, this work is more concerned with binary codes where the only error is a bit flip, that is, a change of exactly 1. Because of this, only the error positions need to be determined. The encoding can be illustrated using Venn diagrams as shown in Figure 2.2 and goes as follows:

1. Insert the message bits into the intersections of the sets, padding if necessary.
2. In each remaining part, write the sum over $\mathbb{F}_{2}$ (since we are only considering binary Hamming codes) of all the corresponding intersecting entries.
The three calculated numbers are the redundant parity-check bits that are being used to locate and correct errors. Clearly, the four other numbers are the original message bits. The order of the bits does not matter in this case, of course. Now suppose that in the message from Figure 2.2, an error has occurred. The decoding procedure using three different examples is illustrated in Figure 2.3 and goes as follows:


Figure 2.2: Encoding procedure of Hamming codes using Venn diagrams, adapted from McEliece [27].

1. For each set, check if the sum of the intersected parts matches the number in the non-intersected part.
2. If all matches, no error has occurred. If not, find the unique area where all the sets with wrong sum and none of the ones with right sum intersect. This bit needs to be flipped.


Figure 2.3: Decoding procedure of Hamming codes using Venn diagrams, adapted from McEliece [27].

This approach can also be applied to cases where the Venn diagram consists of four or more overlapping areas. However, due to the limitations of planar graphs, and therefore Venn diagrams, they must be drawn using other shapes, such as ellipses [28].

However, in order to provide an efficient way to encode and decode messages, an algorithmic approach is required. To proceed, the following fact is essential.
Remark 16. A Venn diagram for the $n$ sets is divided into $2^{n}$ different areas. This follows from the fact that the power set $\mathcal{P}(\{1, \ldots, n\})$ has exactly $2^{n}$ elements. Here, the "outer face" (i.e., the area around the Venn diagram) is also considered an area.

Using this fact, it is obvious that the Venn diagram approach can be converted into a table with $2^{n}-1$ entries. In Table 2.1, each bit position is converted to binary, from which the parity coverage can be derived. The bit positions with only one parity coverage entry set are, of course, the parity bits themselves. The other ones with $p$ parity coverage entries set correspond to the areas with $p$ intersections in the corresponding Venn diagram. For example, in Figures 2.2 and 2.3 the area in the centre corresponds to $w_{7}$.

Table 2.1 helps to devise a "school" and a "computer" approach to coding and decoding Hamming codes in general. The "computer" approach is explained in Section 4.2.1.

Table 2.1: Hamming code construction using the table approach, adapted from Viswanathan [29].

| Decimal bit position | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Binary bit position | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| Bit name | $p_{1}$ | $p_{2}$ | $w_{3}$ | $p_{4}$ | $w_{5}$ | $w_{6}$ | $w_{7}$ |
| Parity coverage $\left(p_{1}\right)$ | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| Parity coverage $\left(p_{2}\right)$ |  | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |
| Parity coverage $\left(p_{4}\right)$ |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Theorem 17 (Hamming code - the school approach). Algorithm 3 allows encoding and Algorithm 4 allows for decoding of Hamming codes.

```
Algorithm 3 Encoding for Hamming codes - school approach.
Require: Hamming code parameter \(n \in \mathbb{N}, m\) received word
```

Construct a table similar to Table 2.1, but instead of $\boldsymbol{\checkmark}$, write down placeholders In all the $w_{i}$ placeholders write down the corresponding message bits $m_{j}$ $\triangleright$ The remaining placeholders are the $p_{i}$ entries For each parity coverage row $p_{i}$, write the sum of its entries in the remaining placeholder

```
Algorithm 4 Decoding for Hamming codes - school approach.
Require: Hamming code parameter \(n \in \mathbb{N}, m\) received word
    Construct the Hamming code table similar to Algorithm 3, but write down the parity bits
    from \(m\) itself
    For each row, calculate its sum
    if All rows have a sum of 0 then
        return \(m \quad \triangleright\) It is already a codeword
    else
        Determine the unique \(w_{i}\) column whose entries are exactly in the rows which have
            a sum of 1
        \(c \leftarrow m\), but with the bit at that position flipped
        return \(c\)
    end if
```

Proof. We need to prove two properties:
Finiteness: Should be obvious since there is no possibility for an endless loop.
Correctness: Follows directly from the apparent 1-1 correspondence between the table approach and the Venn diagram approach.

This approach is able to handle any binary Hamming code of any length without the need to draw eccentric Venn diagrams, as mentioned above. All that remains is to determine the properties of the Hamming codes. For this, a new nomenclature is introduced.

Definition 9. $\operatorname{Ham}(r, q)$ denotes the $q$-ary Hamming code with $r$ redundancy bits. For example, Figures 2.2 and 2.3 and Table 2.1 are based on the code $\operatorname{Ham}(3,2)$. Nonbinary Hamming codes will not be introduced further in this work, since they are rather unimportant in the context of fuzzy extractors and hence most often $q=2$ in this work.

## 2 Background

Lemma 18. Let $C$ be the Hamming code $\operatorname{Ham}(r, 2)$ with $r \geq 2$. Then, we have:

- $n=2^{r}-1$
- $k=n-r$
- $d=3$

In conclusion, $\operatorname{Ham}(r, 2)$ is $a\left[2^{r}-1,2^{r}-r-1,3\right]$-linear code.
Proof. We prove each property separately:

- As explained in Remark 16, we must have $n=2^{r}-1$ since the "outer face" is disregarded. Alternatively, it should be noted that in $\mathbb{F}_{2}^{r}$, there are exactly $2^{r}-1$ distinct 1-dimensional subspaces [11].
- As will be explained later, the parity coverage rows of Table 2.1 directly induce the parity-check matrix of the describing Hamming code. Since the parity bits $p_{i}$ obviously have a single bit parity coverage, the parity-check matrix $H$ consisting of $r$ rows has full rank, and hence according to Lemma $4, k=n-\operatorname{rk}(H)=r$.
- Using the table approach, it is obvious that two codewords that have the minimum Hamming distance to each other are codewords where the only bit that differs is one that is covered by exactly two parity bits, e.g., in Table 2.1, $w_{3}, w_{5}$ and $w_{6}$. Whenever one of these bits changes, exactly two parity bits also change, so $d=3$.


### 2.1.1.2 Golay Codes

Shortly after Hamming found his class of ECCs, but had not yet published them on his own, Golay's famous letter-to-the-editor [30] surfaced, which contains two generator matrices for two different codes [26]. These special codes are now known as Golay codes, and they have very specific properties that will be examined in this section. First, however, it should be mentioned that Golay codes are often considered to be the "first" ECCs [26], which does not seem quite correct, since Shannon's paper on Hamming codes [24] predates Golay's letter-to-the-editor. However, what is undisputed is that the Golay codes are the first multiple ECCs, as we shall see [25].

Definition 10. The Golay codes $G_{11}$ and $G_{23}$ were originally defined by Golay [30] through their respective generator matrix $\left[I_{6} \mid A_{11}^{T}\right]$ and $\left[I_{12} \mid A_{23}^{T}\right]$. Here, $I_{n}$ is the identity matrix of size $n \times n$ and the matrices $A_{n}$ are defined as follows:

$$
A_{11}=\left[\begin{array}{llllll}
1 & 1 & 1 & 2 & 2 & 0 \\
1 & 1 & 2 & 1 & 0 & 2 \\
1 & 2 & 1 & 0 & 1 & 2 \\
1 & 2 & 0 & 1 & 2 & 1 \\
1 & 0 & 2 & 2 & 1 & 1
\end{array}\right] \quad \text { and } \quad A_{23}=\left[\begin{array}{llllllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

Remark 19. There are many different equivalent ways of defining the Golay codes. For example, in Section 4.2.2 a different generator matrix is used instead.

## 2 Background

Alas, it is very difficult to find an intuitive way to describe the Golay codes and their encoding and decoding procedures. For the ternary Golay code, there are some algebraic algorithms [31]. Also, as both Golay codes are also Quadratic Residue Codes, they can be decoded using such algorithms [8]. This section will again focus on the binary Golay code since the ternary one is rather unimportant in the context of fuzzy extractors. There are a few attempts to make the encoding and decoding procedures a bit more tangible. For this, first a few basics need to be introduced.

Remark 20. The Golay code is redefined here. The "new" Golay code actually has a length of 24 instead of 23 . This is because an "extended" binary Golay code is described instead, which is further explained in Definition 37.

Definition 11. A dodecahedron is a three-dimensional shape consisting of 12 flat faces. It is most often drawn using congruent pentagonal (two-dimensional shape with 5 vertices and edges each) faces, which also makes it a regular shape and one of the Platonic solids. It is shown in Figure 2.4.


Figure 2.4: A regular dodecahedron, adapted from Apolinar [32].
Definition 12. The face graph of a shape is a graph whose vertices correspond to the respective faces of the shape. There is an edge connecting two vertices if and only if the two corresponding faces on the shape share a common edge. For the dodecahedron, the face graph is shown in Figure 2.5. It is equal to the vertex graph (construction analogous to the face graph) of the regular icosahedron (three-dimensional shape with 20 faces and 12 vertices).

Definition 13. The adjacency matrix of a graph is a matrix whose entry $(i, j)$ is 1 if there is an edge connecting vertex $i$ to $j$ and 0 otherwise. The adjacency matrix of the face graph of the dodecahedron from Figure 2.5 is

$$
\left[\begin{array}{llllllllllll}
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0
\end{array}\right] .
$$

As expected, every row and column contains exactly five 1 s since every face is adjacent to five other faces on the dodecahedron. Also, the matrix is symmetric because adjacency is a


Figure 2.5: Face graph of the dodecahedron, own creation.
symmetric relation between two faces, that is, if face $i$ is a neighbour of face $j$, then face $j$ is also a neighbour of face $i$.

Lemma 21. The binary Golay code consists of 4096 binary words of length 24. All codewords fall into these categories:

- The words $0 \cdots 0$ (called the zero word) and $1 \cdots 1$ (called the ones word)
- 759 words of weight 8 (called octads)
- 2576 words of weight 12 (called dodecads)
- 759 words of weight 16 (called hexadecads)

Proof. Using the generator matrix, all codewords can be enumerated.
Corollary 22. The extended binary Golay code $C$ has a minimum distance of $d(C)=8$.
Proof. Follows directly from Lemmata 2 and 21.

Now, based on the work of MacWilliams and Sloane [11] and Curtis [33, 34], Fields [35] suggests using a generator matrix $\left[I_{12} \mid A\right]$ for the binary Golay code with

$$
A:=\mathbb{1}_{12 \times 12}-F=\left[\begin{array}{llllllllllll}
1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1
\end{array}\right]
$$

and $F$ being the adjacency matrix of the face graph of the dodecahedron from Definition 13. This connection originates from a rather obvious fact: The $A$ part of the generator matrix from Definition 10 contains exactly five 0s in each row, except the last one, which only calculates a single extension parity bit. Therefore, there is a connection between the dodecahedron and the extended binary Golay code. According to Fields [35], the encoding procedure can now be defined.
Theorem 23 (Encoding of $G_{24}$ - using the dodecahedron). Algorithm 5 allows encoding of the extended binary Golay code.

```
Algorithm 5 Encoding the extended binary Golay code using the regular dodecahedron.
Require: Message to encode and an empty dodecahedron
```

Write the information bits onto the dodecahedron, one bit per face, using colour $A$
Place the mask from Figure 2.6 on a face of the dodecahedron
Calculate the parity bit (sum) of the unmasked bits in colour $A$
Write this parity bit onto the face using colour $B$
Repeat the last three steps for all the remaining faces
The redundant bits are exactly the 12 bits in colour $B$


Figure 2.6: Golay code mask for the dodecahedron, adapted from Apolinar [32] and Fields [35].

Proof. Finiteness: The procedure clearly cannot run into an infinite loop.
Correctness: According to Fields [35], any given face on the dodecahedron has one face with distance 0 (itself), five faces with distance 1 (the adjacent faces), another five faces with distance 2 (the "bottom half" when considering the primary face facing up) and one face with distance 3 (the opposite face). Since the extended binary Golay code has a minimum Hamming weight of 8 , we must somehow accommodate another seven 1 s when encoding a word of weight 1 . The obvious way is to "mask" all the faces with distance 1 and only consider all the other seven faces with distances 0,2 and 3 when calculating the corresponding parity bits. The corresponding mask is shown in Figure 2.6.

Remark 24. It makes sense to number the different faces of the dodecahedron such that the order of the bits can be preserved. When applying Algorithm 5, one should first extract all the bits in colour $A$ in the given order and then - in the same order - append the bits in colour $B$ such that the resulting codeword matches the systematic structure of the "new" generator matrix.

Now an example might be appropriate. We will now try to encode the word 100000000000 using the approach of Algorithm 5. To better visualise this, Figure 2.7 shows an open-folded dodecahedron with numbered faces. We will now define the colours $A$ and $B$ as black and green, respectively. First, the word to encode is written on the dodecahedron which results

## 2 Background

in one black mark as seen in Figure 2.7 (a). Now, the mask is being placed on each face (imagining a closed dodecahedron, of course), and the unmasked black bits are summed up. In this special case, this results in a set bit if and only if the current face is not a neighbour of the face with the black mark. These computed bits are now written to the faces of the dodecahedron. In conclusion, the encoded word can be read as

$$
100000000000100000111111 .
$$



Figure 2.7: Encoding of the word 100000000000 using open folded dodecahedra, adapted from Fields [35].

Now, the only thing left to discuss is the decoding of the extended binary Golay code using dodecahedra. To accomplish this, Lemma 1 and Corollary 22 implies that the extended binary Golay code is capable of correcting up to 3 errors. However, there is a special case: If 4 errors have been introduced, they can be detected but not corrected, since there may be two different, equally likely original codewords, both of which have a Hamming distance of 4 to the received message (recall $d(C)=8$ ). Correction is therefore not possible, but detection is.

Theorem 25 (Decoding of $G_{24}$ - using the dodecahedron). Algorithm 6 allows decoding of the extended binary Golay code.

```
Algorithm 6 Decoding the extended binary Golay code using the regular dodecahedron.
Require: Message to decode and an empty dodecahedron
    Write the information bits onto the dodecahedron, one bit per face, using colour \(A\)
    Write the parity bits onto the dodecahedron, one bit per face, using colour \(B\)
    Place the mask from Figure 2.6 on a face of the dodecahedron
    Calculate the parity bit (sum) of the unmasked bits in colour \(A\)
    To this sum, add the parity bit of the current face in colour \(B\)
    If the sum is odd, mark the current face using colour \(C\), indicating that the check failed
    Repeat the last four steps for all the remaining faces
    if No face has colour \(C\) then
        return No error has occurred
    else if 3 or less faces have colour \(C\) then
        Flip the bits in colour \(B\) in the faces from the error pattern and stop
    end if
    Consider pattern of the faces with colour \(C\) and process it \(\triangleright\) See Theorem 26
    if Pattern is recognised then
        Correct the corresponding incorrect bit(s)
    else
        Conclude that 4 errors have been introduced
    end if
```


## 2 Background

Proof. Finiteness: Since the dodecahedron only has twenty faces, there is no possibility for an infinite loop.

Correctness: Follows from Theorem 26.
This algorithm looks quite simple, but there is a small problem: Pattern recognition is quite complex and needs to be able to detect errors within the error pattern. The following example illustrates the problem. However, first, the error patterns must be defined properly. They can be found in Figure 2.8.

In the case of the parachute, it is clear that only one information bit error has occurred since it is exactly the opposite of the mask of Figure 2.6. In the case of the diaper, bent ring, and tropics, two information bit errors have been detected, and the rest of the patterns indicate three information bit errors. Now, the problem mentioned above becomes apparent: If information bit and parity bit errors occur simultaneously, the resulting error pattern is not directly included in the list, but the pattern has some faces removed or added. Fortunately, the number of possibilities for the error pattern is limited, since only 3 errors can be corrected.

Theorem 26 (Decoding of $G_{24}$ - visualising the error patterns). During decoding of the extended binary Golay code using Algorithm 6, one needs to only consider the following error patterns:

- Empty error pattern $\Longleftrightarrow$ No error
- Flawless parachute $\Longleftrightarrow 1$ information bit error
- Single face $\Longleftrightarrow 1$ parity bit error
- Flawless diaper, bent ring or tropics $\Longleftrightarrow 2$ information bit errors
- Parachute with a modified face $\Longleftrightarrow 1$ information bit error and 1 parity bit error
- Two faces $\Longleftrightarrow 2$ parity bit errors
- Flawless cage, cobra, islands, broken tripod or deep bowl $\Longleftrightarrow 3$ information bit errors
- Diaper, bent ring or tropics with a modified face $\Longleftrightarrow 2$ information bit errors and 1 parity bit error
- Parachute with two modified faces $\Longleftrightarrow 1$ information bit error and 2 parity bit errors
- Three faces $\Longleftrightarrow 3$ parity bit errors

Proof. Through an enumeration of all the possible error patterns, it can be proven that the list is complete.

Finally, another example is much needed. Suppose we received the word

$$
0000000000001100000101111
$$

and we are using black, green, and red as colours $A, B$ and $C$, respectively, exactly like Fields [35]. To decode it using Algorithm 6, all the information bits and parity bits are written onto the dodecahedron and we arrive at Figure 2.9 (a). Next, the decoding checks produce the error pattern illustrated in Figure 2.9 (b) and (c). Clearly, at least one information bit must be incorrect, as the error pattern consists of 9 faces. The two obvious choices with 9 faces would be the deep bowl and the cage, which do not even allow for modification. However, the observed pattern looks different from both. The same is true for the cobra, islands, and broken tripod. In addition, the diaper and the bent ring would need a modification of at least 3 faces each since they consist of 6 faces. But this would indicate at least 3 parity bit errors, which contradicts our obvious assumption above that there must be at


Parachute (7 faces)


Tropics (10 faces)


Islands (5 faces)


Diaper ( 6 faces)


Cage (9 faces)



Bent Ring (6 faces)


Cobra (5 faces)


Deep Bowl (9 faces)

Figure 2.8: The 9 error patterns for the extended binary Golay code, adapted from Apolinar [32] and Fields [35].
least one information bit error (again, we can only correct 3 errors in total). A parachute would need two additional faces in order to fit our observed pattern. However, there cannot be two faces opposite to each other such as faces 1 and 12 in Figure 2.9 (a). Hence, the only solution is the tropics with a parity bit error at position 8. After correcting the error indicated by the tropics and the single parity bit, we arrive at Figure 2.9 (d) which can be translated back into the codeword

$$
100000000000100000111111 .
$$

As is evident, this algorithm relies on pattern recognition and has to take into account many special cases that make it difficult to implement on a computer. Of course, there are many other procedures that are optimised for different use cases and systems.

First, Pless [36] describes algorithms that use the hexacode, a code with parameters [6, 3, 4] over the field $\mathbb{F}_{4}$, and also a Steiner system. The name goes back to a combinatorial exercise by Steiner [37] that asks how many elements $N$ can be ordered into triples in such a way


Figure 2.9: Decoding of the word 000000000001100000101111 using open folded and closed dodecahedra, adapted from Apolinar [32] and Fields [35].
that two each occur in one but only in one triple. Nowadays, such problems can be solved by the so-called block designs, which divide units into blocks in such a way that each element is selected exactly the same number of times. Steiner systems are then defined as generalised block designs where every subset of $t$ elements appears in exactly one partition. Finally, the Witt designs are the only two Steiner systems with $t=5$ and the number of elements 12 and 24. They have been discovered by Carmichael [38] and Witt [39]. When everything is put together, one can observe that there is a direct connection between the octads of the extended ternary and extended binary Golay codes and the elements of the larger Witt design with 12 and 24 elements, respectively [40].
Additionally, Blaum and Bruck [41] describe an additional algorithm which is able to decode the non-extended binary Golay code using Venn diagrams. By extension, it is thus also able to decode the extended binary Golay code.
Finally, as mentioned above, both Golay codes are also Quadratic Residue Codes and can therefore be encoded and decoded with algorithms specific to them.

Now, the only thing left to discuss about the Golay codes is their parameters.
Lemma 27. The Golay codes have the properties described in Table 2.2.

Table 2.2: Properties of the Golay codes, own creation.

| Code | $n$ | $k$ | $d$ |
| ---: | :---: | :---: | :---: |
| Binary Golay code | 23 | 12 | 7 |
| Extended binary Golay code | 24 | 12 | 8 |
| Ternary Golay code | 11 | 6 | 5 |
| Extended ternary Golay code | 12 | 6 | 6 |

Proof. The distance of 8 for the extended binary Golay code has already been "proven" in Corollary 22. The rest follows through enumeration.

## 2 Background

Historically, the binary Golay code has been used, for instance, in Voyager missions [40] or the military standard 188 (MIL-STD-188) and federal standard 1045 (FED-STD-1045) [42]. Moreover, it has been proposed for use in modern wireless applications [43] and both extended Golay codes have been used to prove the Kochen-Specker theorem in quantum mechanics [44]. But it should also be mentioned that the binary Golay code is still used in some applications due to its unique properties as being one of the only known binary perfect codes (along with, for example, Hamming codes).

### 2.1.1.3 Reed-Muller Codes

This class of ECCs has been found by Muller [45] in 1954. The original encoding scheme was based on Boolean algebra, and only detection of errors was possible. However, in the same year, Reed [46] found an iterative algorithm which was additionally able to correct errors in an efficient way, called multi-step majority-logic decoding [47]. Nowadays, these codes are called Reed-Muller (RM) codes, named after these two authors, and they have been used for instance in the Mariner space missions [48, 49]. It should also be mentioned that nowadays nonbinary RM codes can be constructed, but again, they will not be further explained here due to their limited relevance to fuzzy extractors [50].

In this section, the RM codes will be defined using a construction scheme different from that of Muller [45].

Definition 14. Let $C_{1}$ and $C_{2}$ be two linear codes of length $n$ over $\mathbb{F}_{q}$. Then, the code obtained from $C_{1}$ and $C_{2}$ by the $(u \mid u+v)$-construction or by the Plotkin construction $C$ is defined by $C:=\left(C_{1} \mid C_{2}\right)=\left\{[u, u+v] \mid u \in C_{1}, v \in C_{2}\right\} \in \mathbb{F}_{q}^{2 n}$.

If a code $C$ is constructed using this Plotkin construction (named after its inventor Plotkin [51]), it satisfies a few properties that make it easy to obtain a generator matrix.

Lemma 28. Let $C:=\left(C_{1} \mid C_{2}\right)$ be a code over $\mathbb{F}_{q}$ which has been constructed using the Plotkin construction of linear codes $C_{1}$ and $C_{2}$ over $\mathbb{F}_{q}$ with generator matrix $G_{1}$ and $G_{2}$, respectively. Then, according to Betten [13], C has the generator matrix

$$
G:=\left[\begin{array}{cc}
G_{1} & G_{1} \\
0 & G_{2}
\end{array}\right]
$$

Proof. Let $\left[c_{1}, c_{2}\right]:=c \in C$ be a codeword. According to Definition 14, $c_{1} \in C_{1}$ and $c_{2}=c_{1}+v$ with $v \in C_{2}$. Obviously, $c_{1}$ has been encoded using only $G_{1}$, that is, according to Theorem 5, we have $c_{1}=w_{1} \cdot G_{1}$ for some $w_{1}$. Similarly, $c_{2}=c_{1}+v=w_{1} \cdot G_{1}+w_{2} \cdot G_{2}$ for some $w_{2}$. Finally, we observe that $\left[w_{1}, w_{2}\right] \cdot G=\left[w_{1} \cdot G, w_{1} \cdot G_{1}+w_{2} \cdot G_{2}\right]=\left[c_{1}, c_{2}\right]=c$ using $G$ as defined above, which proves the statement.

Lemma 29. Let $C_{1}$ be a $\left[n, k_{1}, d_{1}\right]$-linear code and $C_{2}$ be a $\left.n, k_{2}, d_{2}\right]$-linear code over $\mathbb{F}_{q}$. Then $C:=\left(C_{1} \mid C_{2}\right)$ constructed using the Plotkin construction is a $\left[2 n, k_{1}+\right.$ $\left.k_{2}, \min \left\{2 d_{1}, d_{2}\right\}\right]$-linear code, according to Betten [13].

Proof. We prove each property separately:

- Due to the size of the generator matrix, it is obvious that $C$ has a block length of $2 n$.
- Let $B_{1}$ and $B_{2}$ be a basis of $C_{1}$ and $C_{2}$, respectively. Then, clearly $\left\{\left[u_{1}, u_{1}\right], \ldots,\left[u_{k_{1}}, u_{k_{1}}\right],\left[0, v_{1}\right], \ldots,\left[0, v_{k_{2}}\right] \mid u_{i} \in B_{1}, v_{j} \in B_{2}\right\}$ is a basis of $C$.
- Obviously, a nonzero codeword of minimum weight in $C=\left[c_{1}, c_{1}+c_{2}\right]$ must have either $c_{1}=0$ and $c_{2} \neq 0$ or $c_{1} \neq 0$ and $c_{2}=0$. Hence, $\mathrm{wt}(C)=\min \left\{2 \mathrm{wt}\left(c_{1}\right), \mathrm{wt}\left(c_{2}\right)\right\}$ In addition to Lemma 2, this proves the statement.

Now, RM codes can be defined using this Plotkin construction scheme.
Definition 15. The RM code with parameters $m \geq 0$ and $0 \leq r \leq m$, short $\operatorname{RM}(r, m)$, is defined recursively as follows:

- $\operatorname{RM}(0, m):=\{0, \mathbb{1}\}$
- $\operatorname{RM}(m, m):=\mathbb{F}_{2}^{2^{m}}$
- $\mathrm{RM}(r, m):=(\mathrm{RM}(r, m-1) \mid \operatorname{RM}(r-1, m-1))$ for $0<r<m$ using Plotkin construction

Corollary 30. The generator matrix $G(r, m)$ of the code $\mathrm{RM}(r, m)$ can be calculated recursively using

- $G(0, m)=\underbrace{\left[\begin{array}{lll}1 \cdots & 1\end{array}\right]}_{2^{m} \text { times }}$
- $G(m, m)=\left[\begin{array}{ccc}G(m-1, m) \\ 0 & 0 & \cdots\end{array}\right)$
- $G(r, m)=\left[\begin{array}{cc}G(r, m-1) & G(r, m-1) \\ 0 & G(r-1, m-1)\end{array}\right]$ for $0<r<m$

Proof. This follows directly from Definition 15 and Lemma 28.
Again, using the Plotkin construction, the usual properties for the RM codes can be easily calculated.
Lemma 31. The code $\operatorname{RM}(r, m)$ has the following properties:

- $n=2^{m}$
- $k=\sum_{i=0}^{r}\binom{m}{i}$
- $d=2^{m-r}$

In conclusion, $\mathrm{RM}(r, m)$ is a binary $\left[2^{m}, \sum_{i=0}^{r}\binom{m}{i}, 2^{m-r}\right]$-linear code.
Proof. We prove each property separately:

- Follows directly from Lemma 29 and Definition 15.
- Obviously, the claim holds for $r=0=m$. Using Lemma 29, we can inductively calculate $\operatorname{dim}(\mathrm{RM}(r, m))=\operatorname{dim}(\mathrm{RM}(r, m-1))+\operatorname{dim}(\mathrm{RM}(r-1, m-1))=\sum_{i=0}^{r}\binom{m-1}{i}+$ $\sum_{i=0}^{r-1}\binom{m-1}{i}=\sum_{i=1}^{r}\binom{m-1}{i}+\sum_{i=1}^{r}\binom{m-1}{i-1}+\binom{m-1}{0}=\sum_{i=1}^{r}\left(\binom{m-1}{i}+\binom{m-1}{i-1}\right)+1=$ $\sum_{i=1}^{r}\binom{m}{i}+\binom{m}{0}=\sum_{i=0}^{r}\binom{m}{i}$, since $\binom{m}{i}=\binom{m-1}{i}+\binom{m-1}{i-1}$.
- Obviously, the claim holds for $r=0=m$. Using Lemma 29, we can inductively calculate $d(\operatorname{RM}(r, m))=\min \{2 d(\operatorname{RM}(r, m-1)), d(\operatorname{RM}(r-1, m-1))\}=$ $\min \left\{2 \cdot 2^{(m-1)-r}, 2^{(m-1)-(r-1)}\right\}=\min \left\{2^{m-r}, 2^{m-r}\right\}=2^{m-r}$.

Alas, the decoding procedure for the RM codes is even more complicated than the procedure for the Golay codes. Furthermore, the set of RM codes describes a rather large class of codes, making it difficult to find a general algorithm that can decode them by hand. However, for certain fixed RM codes, there are some attempts to make them a bit more "tangible," such as for $\mathrm{RM}(2,5)[52,53]$. For this reason, this section will only introduce a decoding algorithm, called majority logic decoding, which is based on Boolean algebra, but is still a bit different from the original schemes by Muller [45] and Reed [46]. The entire derivation from now on and the final decoding algorithm is based on Hoffman's work [54].

Definition 16. Standard ordering $<_{\text {std }}$ on $\mathbb{F}_{2}^{m}$ is defined as follows: Take the two binary vectors $v_{1}$ and $v_{2}$ to compare and interpret them as binary numbers written in reverse $a_{1}$ and $a_{2}$, respectively. Now $v_{1}<_{\text {std }} v_{2}$ iff $a_{1}<a_{2}$.

Definition 17. Let $\left\{u_{0}, \ldots, u_{2^{m}-1}\right\}$ be every element in $\mathbb{F}_{2}^{m}$ sorted using the standard ordering as described in Definition 16. Any function $f: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}$ has a unique vector form $v=\left(f\left(u_{0}\right), \ldots, f\left(u_{2^{m}-1}\right)\right) \in \mathbb{F}_{2}^{m}$.

Definition 18. In context of the vector space $\mathbb{F}_{2}^{m}$, for a subset $I \subseteq\{0, \ldots, m-1\}$, the function $f_{I}: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}$ is defined as follows:

$$
f_{I}\left(x_{0}, \ldots, x_{m-1}\right)=\prod_{i \in I}\left(x_{i}+1\right)
$$

Note that $f_{\emptyset}\left(x_{0}, \ldots, x_{m-1}\right)=1$.
Also, $f_{I, t}\left(x_{0}, \ldots, x_{m-1}\right)=f_{I}\left(x_{0}+t_{0}, \ldots, x_{m-1}+t_{m-1}\right)$ where $t=\left(t_{0}, \ldots, t_{m-1}\right)$. Therefore, we have $f_{I, 0}=f_{I}$.
Moreover, $v_{I}$ and $v_{I, t}$ are the vector forms as described in Definition 17 of $f_{I}$ and $f_{I, t}$, respectively.

Of course, these functions have some important properties that allow them to be used to describe all codewords of RM codes.

Lemma 32. For any $I \subseteq\{0, \ldots, m-1\}$, we have

$$
f_{I}\left(x_{0}, \ldots, x_{m-1}\right)=1 \Longleftrightarrow I=\emptyset \text { or } \forall i \in I: x_{i}=0 .
$$

Proof. If $I=\emptyset$, the claim is trivial. Otherwise, we have $f_{I}\left(x_{0}, \ldots, x_{m-1}\right)=0$ iff one of the factors in $\prod_{i \in I}\left(x_{i}+1\right)$ is 0 (iff any $x_{i}=1$ ). By contraposition, the claim follows.

Definition 19. The support of a function $f: V \rightarrow \mathbb{F}_{2}$ is defined as the set of all inputs $v \in V$ that map to 1 , that is, $\operatorname{supp}(f)=\{v \in V \mid f(s)=1\}$.
Remark 33. It should be noted that the support of a function is often defined differently. For example, as being the set of all inputs $s \in S$ that evaluate to a non-zero element, i.e. $\{s \in S \mid f(s) \neq 0\}$. In this case, the definition is equivalent as the only nonzero element in $\mathbb{F}_{2}$ is 1 . However, there are many more definitions that could differ from the one used in this work.

Definition 20. Based on Definitions 18 and 19, the set $S_{I}$ is now used as a short notation for the support of $f_{I}$, that is, $S_{I}=\left\{u \in \mathbb{F}_{2}^{m} \mid f_{I}(u)=1\right\}$.
Now, the RM codes are redefined in terms of these "Boolean polynomials."
Theorem 34 (RM polynomials). There is an isomorphism between the codewords of $\mathrm{RM}(r, m)$ and the vector space $\left.\left\langle v_{I}\right| I \subseteq\{0, \ldots, m-1\},|I| \leq r\right\rangle$.

Proof. According to Hoffman [54], this follows from the fact that any codeword ${ }^{3} f \in$ $\mathrm{RM}(r, m)$ can be written uniquely as $f=\sum_{I \subseteq\{0, \ldots, m-1\},|I| \leq r} m_{I} \cdot f_{I}$ for some combination of $m_{I} \in \mathbb{F}_{2}$. This in turn is correct since $\left\{f_{I} \mid I \subseteq\{0, \ldots, m-1\}\right\}$ is a basis of $\left\{f: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}\right\}$, the set of all Boolean polynomials from $\mathbb{F}_{2}^{m}$ to $\mathbb{F}_{2}$.

Remark 35. Due to the identity of Theorem 34, the code $\mathrm{RM}(r, m)$ is also often referred to as the $m$-variate $R M$ code of degree $r$.

[^2]Lemma 36. Let $c \in \operatorname{RM}(r, m)$ be a codeword and $I$ be a set with $|I| \leq r$. Then, $m_{I}=c \cdot f_{I^{c}, t}$ for any $t \in S_{I}$.

Proof. Due to the complexity of this proof, we refer to Hoffman's work [54].
Lemma 37. For any $e \in \mathbb{F}_{2}^{2^{m}}$, we have $e \cdot f_{I^{c}, t}=1$ for at most $\operatorname{wt}(e)$ values of $t \in S_{I}$ with $I \subseteq\{0, \ldots, m-1\}$.

Proof. Again, following Hoffman [54], obviously, by Lemma 32, we have $S_{I} \cap S_{I^{c}}=\{0\}$. Let $t_{1}, t_{2} \in S_{I}$ be with $t_{1} \neq t_{2}$. Then, by Lemma 8, we have $\left(S_{I^{c}}+t_{1}\right) \cap\left(S_{I^{c}}+t_{2}\right)=\emptyset$ due to each coset of $S_{I^{c}}$ that contains only one word of $S_{I}$ at a time, since the sum of two words must be in $S_{I}$ for them to be in the same coset. In conclusion, $v_{I^{c}, t_{1}}$ and $v_{I^{c}, t_{2}}$ cannot have any positions with a 1 in common. Hence, every 1 in $e$ affects $e \cdot v_{I^{c}, t}$ for exactly one $t \in H_{I}$.

In order to find a decoding algorithm, we note that any received word $w$ can be written again in terms of the codeword initially sent $c \in \operatorname{RM}(r, m)$ and an error vector $e$ as $c=w+e$. Due to the isomorphism mentioned in Theorem 34, we can write $c=\sum_{I \subseteq\{0, \ldots, m-1\},|I| \leq r} m_{I} \cdot f_{I}$. Now, according to Lemmata 36 and 37 , we have for at least $\left|S_{J}\right|-\mathrm{wt}(e)$ values of $t \in S_{J}$ :

$$
\begin{aligned}
w \cdot f_{I^{c}, t} & =c \cdot f_{I^{c}, t}+e \cdot f_{I^{c}, t} \\
& =c \cdot f_{I^{c}, t}+0 \\
& =m_{I} .
\end{aligned}
$$

Now, decoding is done by calculating each $m_{I}$ in order and then iteratively (or recursively) applying the same procedure using $\mathrm{RM}(r-1, m)$.

Theorem 38 (Decoding RM codes). Algorithm 7 allows decoding of RM codes.

```
Algorithm 7 Decoding of RM codes using majority logic [54].
Require: \(n=2^{m}, t=2^{m-r-1}-1, g: \mathbb{F}_{2}^{m} \rightarrow \mathbb{F}_{2}\) received word containing up to \(t\) errors
    \(f(r) \leftarrow g\)
    for \(i \leftarrow r\) downto 0 do
        for each \(I \subseteq M\) with \(|I|=i\) do
            \(\Sigma_{I} \leftarrow\left[\left\langle\bar{f}(i), f_{I^{c}, u}\right\rangle \mid u \in S_{I}\right]\)
            if \(\Sigma_{I}\) contains 0 s and \(1 \mathrm{~s} \geq 2^{m-i-1}\) times each then return Cannot decode!
            else if \(\Sigma_{I}\) contains \(\geq 2^{m-i-1}\) 0s then \(m_{I} \leftarrow 0\)
            else if \(\Sigma_{I}\) contains \(\geq 2^{m-i-1} 1\) s then \(m_{I} \leftarrow 1\)
            else return Cannot decode!
            end if
        end for each
        if \(i=0\) then
            return \(\sum_{I \subseteq M,|I| \leq r} m_{I} \cdot f_{I}\)
        else
            \(f(i-1) \leftarrow f(i)-\sum_{I \subseteq M,|I|=i} m_{I} \cdot f_{I}\)
        end if
        if \(\operatorname{wt}(f(i-1)) \leq t\) then
            return \(\sum_{I \subseteq M, i-1 \leq|I| \leq r} m_{I} \cdot f_{I}\)
        end if
end for
```

Proof. Due to the complexity of this proof, we again refer to Hoffman's work [54]. However, the basic inner workings can be proven directly through Theorem 34 and Lemmata 36 and 37 .

## 2 Background

Now that a working encoding and decoding procedure has been proposed, it is time to propose another approach that is especially useful in the context of Computer Algebra Systems (CASs). These usually provide methods to calculate the Gröbner bases [55, 56]. In 2016, Abrahamsson [57] proposed a way to encode codewords for general linear codes using Gröbner bases while providing a special case study on RM codes. In contrast, in 2018, Andriatahiny et al. [58] proposed a way to decode RM codes using Gröbner bases.

It is also worth mentioning that the so-called augmented Hadamard codes are closely related to the RM codes and have a similar construction scheme using Hadamard matrices [59, 60]. A Hadamard matrix is a square matrix whose rows are pairwise orthogonal. Hence, a Hadamard matrix $H_{n}$ of size $n \times n$ must satisfy $H_{n} \cdot H_{n}^{T}=n \cdot I_{n}$ with $I_{n}$ being the identity matrix of size $n \times n$. Although it is conjectured that there is at least one Hadamard matrix for $n=1,2$ and for each multiple of 4 (now known as the Hadamard conjecture [61]), for the Hadamard codes, it is only ${ }^{4}$ important to consider Hadamard matrices of size $n=2^{m}$. These can be easily constructed using Sylvester's construction [59] and are also called Walsh matrices [62]. This is done recursively as follows:

$$
H_{1}=[1] \quad \text { and } \quad H_{n+1}=\left[\begin{array}{rr}
H_{n} & H_{n} \\
H_{n} & -H_{n}
\end{array}\right]
$$

As it is evident, the entries of the Hadamard matrices are -1 s and 1s. To create a generator matrix from a Hadamard or Walsh matrix $H_{n}$ of size $n \times n$, all the -1 s are converted to 0 s . The resulting binary code is then equivalent to the code $\mathrm{RM}\left(1, \log _{2}(n)\right)$ and can thus also be decoded using decoding procedures for RM codes [14].

### 2.1.2 Cyclic Codes

Some linear codes have additional features that make them even superior to traditional linear codes.

Definition 21. A linear code $C$ (see Definition 5) is also a cyclic code if for any codeword $\left[c_{0}, \ldots, c_{n-2}, c_{n-1}\right]=: c \in C$ we also have $c^{\prime}:=\left[c_{n-1}, c_{0}, \ldots, c_{n-2}\right] \in C$. In this case, $c^{\prime}$ is called the cyclic right shift of $c$ [13].
Lemma 39. Let $C$ be a cyclic code and $\left[c_{0}, \ldots, c_{n-2}, c_{n-1}\right]=: c \in C$. Then, any cyclic shift $\left[c_{i \bmod n}, \ldots, c_{n-2+i \bmod n}, c_{n-1+i \bmod n}\right]$ with $i \in \mathbb{N}$ of $c$ also satisfies $c^{\prime} \in C$.

Proof. Let $c \in C$ be any codeword and $c^{\prime}$ be its cyclic right shift. Then, we have $c^{\prime} \in C$ by Definition 21. By iteratively applying Definition 21 to $c^{\prime}$ and so on, we observe that every codeword shifted must also be in $C$.

Remark 40. Definition 21 neither depends on the size nor the direction of the shift. Therefore, cyclic codes can also be defined by specifying that the 42 -left shift $c^{\prime}$ of each codeword $c \in C$ also satisfies $c^{\prime} \in C$. This is a direct consequence of Lemma 39 .

The obvious question now is how cyclic codes can best be described. Since cyclic codes are also linear by Definition 21, there exists a generator matrix for them. However, there are better ways to describe them, some of which will now be introduced.

[^3]Lemma 41. Let $C$ be a cyclic code. According to Betten [13], C has a generator matrix of the form

$$
G=\left[\begin{array}{ccccccccc}
g_{0} & g_{1} & \cdots & \cdots & g_{n-1} & g_{n} & 0 & \cdots & 0 \\
0 & g_{0} & g_{1} & \cdots & \cdots & g_{n-1} & g_{n} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & g_{0} & g_{1} & \cdots & \cdots & g_{n-1} & g_{n}
\end{array}\right] .
$$

Proof. This statement can be proved by Theorem 42 by showing that the rows of the matrix are linearly independent and generate the codewords [13].

Some readers might already have recognised the shift-property from Lemma 39 because it is very similar to polynomial multiplication. Because of this, cyclic codes have a structure very similar to that of certain polynomial rings.

Theorem 42 (Cyclic codes and polynomial rings). Let $C \subseteq \mathbb{F}_{p}^{n}$ be a cyclic code in $\mathbb{F}_{p}$ and $\left[c_{0}, \ldots, c_{n-1}\right]=: c \in C$ be a codeword in $C$. Then, according to Hall [6], there is a 1-1 correspondence between each $c$ and its respective polynomial

$$
\tilde{c}(x)=\sum_{k=0}^{n-1} c_{k} x^{k}=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1} \in \mathbb{F}_{p}[x] /\left\langle x^{n}-1\right\rangle
$$

Proof. Clearly, each polynomial can only correspond to a unique word $w \in \mathbb{F}_{p}^{n}$ and vice versa. Hence, we only need to prove the shift property and the effect of other operations on the codewords.

First of all, a cyclic right shift corresponds to multiplication by $x$ since

$$
c_{n-1} x^{n-1} \cdot x \equiv c_{n-1} \quad\left(\bmod x^{n}-1\right)
$$

and hence,

$$
\begin{aligned}
x \cdot \tilde{c}(x)=x \cdot \sum_{k=0}^{n-1} c_{k} x^{k} & =c_{0} x+c_{1} x^{2}+\cdots+c_{n-1} x^{n} \\
& \equiv c_{n-1}+c_{0} x+\cdots+c_{n-2} x^{n-1} \quad\left(\bmod x^{n}-1\right) \\
& \rightsquigarrow\left[c_{n-1}, c_{0}, \ldots, c_{n-2}\right] .
\end{aligned}
$$

Clearly, adding two codewords together works the same in polynomial form.
It is also easy to prove by calculation that multiplying $\tilde{c}(x)$ by another polynomial $g(x)$ of degree $m$ is equivalent to multiplying $c$ by a matrix like $G$ from Lemma 41 where $g_{i}$ is the $i$-th coefficient from $g(x)$ :

$$
\begin{aligned}
c \cdot G & =\left[\begin{array}{lll}
c_{0} & \cdots & c_{n}
\end{array}\right] \cdot\left[\begin{array}{ccccccccc}
g_{0} & g_{1} & \cdots & \cdots & g_{m-1} & g_{m} & 0 & \cdots & 0 \\
0 & g_{0} & g_{1} & \cdots & \cdots & g_{m-1} & g_{m} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & g_{0} & g_{1} & \cdots & \cdots & g_{m-1} & g_{m}
\end{array}\right] \\
& =\left[\begin{array}{lllll}
c_{0} g_{0} & c_{0} g_{1}+c_{1} g_{0} & \cdots & c_{n-1} g_{m}+c_{n} g_{m-1} & c_{n} g_{m}
\end{array}\right]
\end{aligned}
$$

and also

$$
\left.\begin{array}{rl}
\tilde{c}(x) \cdot g(x) & =\left(\sum_{k=0}^{n-1} c_{k} x^{k}\right) \cdot\left(\sum_{k=0}^{m} g_{k} x^{k}\right)=\sum_{k=0}^{n-1+m}\left(x^{k} \sum_{l=0}^{k} c_{l} g_{k-l}\right) \\
& =c_{0} g_{0}+\left(c_{0} g_{1}+c_{1} g_{0}\right) x+\cdots+\left(c_{n-1} g_{m}+c_{n} g_{m-1}\right) x^{n+m-2}+c_{n} g_{m} x^{n+m-1} \\
& \rightsquigarrow\left[\begin{array}{llll}
c_{0} g_{0} & c_{0} g_{1}+c_{1} g_{0} & \cdots & c_{n-1} g_{m}+c_{n} g_{m-1}
\end{array} c_{n} g_{m}\right.
\end{array}\right] .
$$

## 2 Background

where $c_{i}$ and $g_{i}$ are considered 0 if the index is out of bounds for the respective polynomial. This polynomial multiplication formula follows directly from the convolution of the coefficient vectors of the polynomials.

Remark 43. This 1-1 correspondence between polynomials and codewords in a cyclic code should not be confused with the characterisation of RM codes from Definition 17.

Remark 44. Due to this isomorphism, it is now assumed that the codeword space $C$ consists sometimes of vectors and sometimes of polynomials, depending on which view is more advantageous.

Based on Theorem 42, we can derive a new way to encode messages and check their correctness using a cyclic code

Corollary 45. Let $C$ be a cyclic code with generator matrix $G$. Then, there exists a generator polynomial $g(x) \in \mathbb{F}_{p}[x] /\left\langle x^{n-k}-1\right\rangle$ which is able to encode any message $m(x) \in \mathbb{F}_{p}[x] /\left\langle x^{k}-1\right\rangle$ (derived from a message in $\mathbb{F}_{p}^{n}$ using Theorem 42) to its corresponding codeword by calculating $c(x)=g(x) \cdot m(x)$.

Proof. This is a direct consequence of Theorem 42 and the polynomial is constructed analogously to $g(x)$ in the last part of the proof.

Corollary 46. Let $C$ be a cyclic code with parity-check matrix $H$. Then, there exists a check polynomial $h(x) \in \mathbb{F}_{p}[x] /\left\langle x^{n}-1\right\rangle$ which, when multiplied by any codeword $c(x) \in C$, satisfies $h(x) \cdot c(x) \equiv 0\left(\bmod x^{n}-1\right)$.

Proof. Again, this is a direct consequence of Theorem 42. However, it can be constructed from the corresponding generator polynomial $g(x)$ instead. We want to find a polynomial $h(x)$ with

$$
0 \equiv x^{n}-1 \equiv c(x) \cdot h(x) \equiv(m(x) \cdot g(x)) \cdot h(x)=m(x) \cdot(g(x) \cdot h(x)) \quad\left(\bmod x^{n}-1\right)
$$

for every $m(x) \in \mathbb{F}_{p}[x] /\left\langle x^{k}-1\right\rangle$. In conclusion, we have

$$
x^{n}-1 \equiv g(x) \cdot h(x) \quad \Longleftrightarrow \quad h(x) \equiv \frac{x^{n}-1}{g(x)} \quad\left(\bmod x^{n}-1\right)
$$

which is the final formula that calculates the check polynomial.
Remark 47. It is important to remember that these computations are done using "double" modular arithmetic, i.e., $\bmod p$ and $\bmod x^{n}-1$.

Now, we are also able to encode messages using "simple" polynomial multiplication. However, linear codes also offer the possibility of encoding messages in a systematic way, as explained in Definition 4 and Lemma 6. Fortunately, there is also a way to do this using the generator polynomial.

Theorem 48 (Encoding of cyclic codes - the systematic approach). According to Lütkebohmert [17], any message $m(x)$ can be systematically encoded into a codeword $c(x)$ by first calculating $m^{\prime}(x):=m(x) \cdot x^{n-k}$ and then $c(x)=m^{\prime}(x)-\bmod \left(m^{\prime}(x), g(x)\right)$.

Proof. According to Schulz [15], we note that $m(x)$ is of degree $\leq k-1$ since it is an unencoded message and hence $m^{\prime}(x)$ is of degree $\leq(k-1)+(n-k)=n-1$. Furthermore, since $g(x)$ is of degree $n-k$ (because of Corollary 45), the polynomial $\bmod \left(m^{\prime}(x), g(x)\right)$ is of degree $\leq n-k$ and therefore cannot modify the upper $k$ coefficients of $m^{\prime}(x)$ when being subtracted from $m^{\prime}(x)$. Due to this, the coefficients of $m(x)$ have not been modified in the final codeword $c(x)$, and the encoding is really systematic.

Furthermore, by definition $m^{\prime}(x)=a(x) \cdot g(x)+\bmod \left(m^{\prime}(x), g(x)\right)$ for some $a(x)$ and hence $c(x)=m^{\prime}(x)-\bmod \left(m^{\prime}(x), g(x)\right)=a(x) \cdot g(x)$, which proves that $c(x) \in C$ is a codeword (more precisely, the non-systematic codeword corresponding to the message $a(x)$ ).

Remark 49. It is irrelevant that $m(x)$ is encoded to the codeword $c(x)$ of $a(x)$, since $a(x)$ is systematically encoded to another codeword, etc. In terms of obtaining the original codeword, according to Theorem 48, it is enough to extract the vector of coefficients of the upper $k$ terms. Algebraically, this can also be done by calculating

$$
\bmod \left(\bmod \left(c(x) \cdot x^{k}, x^{n}-1\right), x^{k}\right)
$$

Obviously, Remark 49 does not yet describe how to decode codewords. It just describes a procedure to obtain the original codeword when using systematic encoding. In terms of decoding, a similar procedure to Algorithm 2 can be applied (with proper translations into polynomials). Another well-known procedure for decoding binary cyclic codes is the Meggitt decoder [63] which is implemented mainly in hardware. However, in this section, another decoder is presented which works on all cyclic codes in an algebraic manner and has been proposed for the first time by Cooper [64]. For this, some new terminology needs to be introduced first.

## A Short Journey Through Computer Algebra I hope not to get lost in too many details...

This section is based on the work of Kreuzer and Robbiano [65].
Definition 22. A term order $<_{\sigma}$ is an order relation defined on terms (i.e., $1, x, x^{2}, x_{1} x_{2}^{2} x_{3}$, but not $3 \cdot x^{2}$ or $x+x^{4}$ or $\left.x_{1} x_{2}+x_{3}\right)$ such that for all terms $t_{1}, t_{2}, t$ it is

1. total: $t_{1} \neq t_{2} \Longrightarrow\left(t_{1}<_{\sigma} t_{2}\right.$ or $\left.t_{2}<_{\sigma} t_{1}\right)$,
2. compatible with multiplication: $t_{1}<_{\sigma} t_{2} \Longrightarrow t \cdot t_{1}<_{\sigma} t \cdot t_{2}$ and
3. 1 is the smallest element: $1 \leq_{\sigma} t$ (equivalent to $\left(1<_{\sigma} t\right.$ or $\left.1=t\right)$ ).

Example 1. The lexicographic term order $<_{\text {Lex }}$ can be defined on terms by first converting them to exponential vectors, i.e., $x_{1} x_{2}^{3} x_{3}^{2} \mapsto[1,3,2]$, and then comparing the vectors lexicographically. Thus, e.g.,

$$
1<_{\text {Lex }} x_{2}<_{\text {Lex }} x_{2}^{2}<_{\text {Lex }} x_{1}<_{\text {Lex }} x_{1} x_{2}<_{\text {Lex }} x_{1} x_{2}^{2}<_{\text {Lex }} x_{1}^{2} .
$$

Amongst many others, there is also the degree-compatible reverse lexicographic term order $<_{\text {DegRevLex }}$ which first compares two terms by degree and applies a reverse lexicographic order if their degrees match:

$$
1<_{\text {DegRevLex }} x_{2}<_{\text {DegRevLex }} x_{1}<_{\text {DegRevLex }} x_{2}^{2}<_{\text {DegRevLex }} x_{1} x_{2}<_{\text {DegRevLex }} x_{1}^{2}<_{\text {DegRevLex }} x_{1} x_{2}^{2}
$$

Definition 23. Let $<_{\sigma}$ be a term order and $f(x)=\sum_{k=1}^{m} f_{k} t_{k}$ be a polynomial with $t_{1}>_{\sigma} \cdots>_{\sigma} t_{m}$.

- Leading Coefficient $\mathrm{LC}_{\sigma}(f):=f_{1}$
- Leading Term $\operatorname{LT}_{\sigma}(f):=t_{1}$
- Leading Monomial $\mathrm{LM}_{\sigma}(f):=\mathrm{LC}_{\sigma}(f) \cdot \operatorname{LT}_{\sigma}(f)=f_{1} t_{1}$

Definition 24. Let $<_{\sigma}$ be a term order defined on indeterminates $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and choose $X_{\text {elim }} \subseteq X$ and $X_{\text {keep }}:=X \backslash X_{\text {elim }}$. Then $<_{\sigma}$ is an elimination order for $X_{\text {elim }}$ iff $\forall x_{j} \in X_{\text {elim }}: \forall$ terms $t$ over indeterminates from $X_{\text {keep }}: x_{j}>_{\sigma} t$.

Example 2. $<_{\text {Lex }}$ from Example 1 is an elimination order for $X_{\text {elim }}=\left\{x_{1}\right\}$. On the other hand, $<_{\text {DegRevLex }}$ is not an elimination order at all.

Definition 25. Let $R$ be a unitary commutative ring. Then, a nonempty subset $I \subseteq R$ is called an ideal if

- $\forall f, g \in I: f+g \in I$
- $\forall c \in R: \forall f \in I: c \cdot f \in I$

Lemma 50. Let $I \subseteq R$ be an ideal in $R$. If $1 \in I$, we have $I=R$.
Proof. If $1 \in I$, by Definition 25 we have $1 \cdot r \in I$ for all $r \in R$ and therefore $I=R$.
Definition 26. Let $G \subseteq R$ be a set of polynomials from the polynomial ring $R$. Then, the polynomial ideal $\langle G\rangle$ is defined as

$$
\langle G\rangle:=\left\{\sum^{\text {finite }} c_{j} g_{j} \mid c_{j} \in R, g_{j} \in G\right\} .
$$

Definition 27. Let $I$ be an ideal in $R$ and $<_{\sigma}$ be a term order. Then, the leading term monoideal of $I$ is defined as $\operatorname{LT}_{\sigma}(I):=\left\{\operatorname{LT}_{\sigma}(f) \mid f \in I \backslash\{0\}\right\}$

Definition 28. Let $G=\left\{g_{1}, \ldots, g_{n}\right\} \subsetneq R$ be a set of polynomials, $I=\langle G\rangle$ be a polynomial ideal, and $<_{\sigma}$ be a term order. Then $G$ is a $\sigma$-Gröbner basis for $I$ iff $\mathrm{LT}_{\sigma}(I)=\left\langle\mathrm{LT}_{\sigma}\left(g_{1}\right), \ldots, \mathrm{LT}_{\sigma}\left(g_{n}\right)\right\rangle$.
Definition 29. The normal remainder of $f$ with respect to the non-empty set of polynomials $G$, also written as $\mathrm{NR}_{\sigma}(f, G)$ is given by the output rem in Algorithm 8.

```
Algorithm 8 Gröbner Division Algorithm [55, 56].
Require: \(f \in P\), tuple \(G=\left[g_{1}, \ldots, g_{s}\right]\) with \(g_{i} \in P \backslash\{0\}\)
    \(R \leftarrow 0 \in P\)
    \(Q \leftarrow\{0, \ldots, 0\} \in P^{s}\)
    while \(f \neq 0\) do
        Let \(j\) be minimum index with \(\operatorname{LT}_{\sigma}\left(g_{j}\right) \mid \operatorname{LT}_{\sigma}(f)\)
        if \(j\) exists then
            \(q \leftarrow \frac{\operatorname{LM}_{\sigma}(f)}{\mathrm{LM}_{\sigma}\left(g_{j}\right)}\)
            \(Q_{j} \leftarrow Q_{j}+q\)
            \(f \leftarrow f-q \cdot g_{j}\)
        else
            \(R \leftarrow R+\operatorname{LM}_{\sigma}(f)\)
            \(f \leftarrow f-\mathrm{LM}_{\sigma}(f)\)
        end if
    end while
    return \([\) rem \(\leftarrow R\), quots \(\leftarrow Q\) ]
```

Remark 51. If $G=\{g\}$ is a set that contains a single polynomial, we note that $G$ is a Gröbner basis for $I=\langle G\rangle$ with respect to any term order and $\operatorname{NR}(f, G)=\bmod (f, g)$.

In general, when using Algorithm 8, the relation between rem, quots $=\left\{q_{1}, \ldots, q_{s}\right\}, f$ and a $\sigma$-Gröbner basis $G=\left\{g_{1}, \ldots, g_{s}\right\}$ is the following:

$$
f=\mathrm{rem}+\sum_{k=1}^{s} q_{k} g_{k}
$$

Hence, it calculates a representation of $f$ in terms of $G$ with remainder rem.

Theorem 52 (Buchberger algorithm). Algorithm 9 finds a $\sigma$-Gröbner basis $G$ for $I=$ $\left\langle f_{1}, \ldots, f_{r}\right\rangle$ with respect to the term order $<_{\sigma}$.

```
Algorithm 9 Buchberger's Algorithm [55, 56].
Require: Tuple \(\left[f_{1}, \ldots, f_{r}\right]\) with \(f_{i} \in P \backslash\{0\}\)
    \(G=\left[g_{1}, \ldots, g_{r}\right] \leftarrow\left[f_{1}, \ldots, f_{r}\right]\)
    \(B \leftarrow\{[j, k] \mid 1 \leq j<k \leq r\}\)
    while \(B \neq \emptyset\) do
        Pick a pair \([j, k]\) from \(B\) and remove it from \(B\)
        \(t \leftarrow \operatorname{lcm}\left(\operatorname{LT}_{\sigma}\left(g_{j}\right), \operatorname{LT}_{\sigma}\left(g_{k}\right)\right)\)
        \(S_{j k} \leftarrow \frac{t}{\operatorname{LM}_{\sigma}\left(g_{j}\right)} \cdot g_{j}-\frac{t}{\operatorname{LM}_{\sigma}\left(g_{k}\right)} \cdot g_{k}\)
        \(R \leftarrow \mathrm{NR}_{\sigma}\left(S_{j k}, G\right) \quad \triangleright\) Using Algorithm 8
        if \(R \neq 0\) then
            \(G \leftarrow G \cup\{R\}\)
            \(r \leftarrow \operatorname{len}(G)\)
            \(B \leftarrow B \cup\{[j, r] \mid 1 \leq j<r\}\)
        end if
    end while
    return \(G\)
```

Proof. Refer to Kreuzer and Robbiano [65] and Buchberger [55, 56].
Remark 53. Intuitively, a Gröbner basis is a set of polynomials that provides a systematic way to solve polynomial equations. It encapsulates the essential information about the solutions of a polynomial system, helping to determine whether a solution exists and to find it efficiently. It is like having a simplified representation of the equations that reveals their underlying structure, making them easier to analyse and solve.

## Back to Cyclic Codes. . .

Now that the basics have been introduced, it is time to propose the decoding algorithm for cyclic codes which is based on Gröbner bases.

Definition 30. Named after its inventor Cooper [64, 66], we introduce the Cooper system

$$
\operatorname{Cooper}_{q, r, w}(x, z):= \begin{cases}\sum_{l=1}^{w} z_{l} x_{l}^{i_{u}}=s_{i_{u}} & 1 \leq u \leq r \\ x_{l}^{n}=1 & 1 \leq l \leq w \\ z_{l}^{q}=z_{l} & 1 \leq l \leq w \\ x_{i} x_{j} p\left(n, x_{i}, x_{j}\right) & 1 \leq i<j \leq w\end{cases}
$$

where $\alpha \in \mathbb{F}_{q^{n}}$ is the corresponding $q^{n}$-th root unity (i.e., a primitive element) of the [ $n, k, d]$-cyclic code $C, r=n-k, i_{u} \in\left\{i \in\left\{1, \ldots, q^{n}-1\right\} \mid g\left(\alpha^{i}\right)=0\right\}$ the defining set of $C$, generator polynomial $g(x)$ of $C, s_{i_{u}}$ the syndrome $m\left(\alpha^{i_{u}}\right)$ of the received message $m(x)$, and $p(n, x, y)=\frac{x^{n}-y^{n}}{x-y}$.

Lemma 54. In the context of a cyclic code C, the solution to the Cooper system from Definition 30 describes the unique error vector of a given message $m(x)$.

Proof. A formal proof for this can be found in the works of Cooper [64] and Imran [66]. Here, only a "hand-waving" argument is given.

The variables $x_{i}$ correspond to the error locators and the variables $z_{j}$ to the error values. Each line in the system from Definition 30 corresponds to a different property of cyclic codes:

## 2 Background

- line 1 contains all the information about the generator polynomial and codeword polynomial in terms of the defining syndromes $s_{i_{u}}$,
- line 2 ensures that the error vector consists of only $n$ words, so if the error vector is shifted $n$ times, it should not change,
- line 3 ensures that each error value is non-zero and hence invertible in the field $\mathbb{F}_{q}$ and
- line 4 ensures that all the $x_{i}$ are pairwise distinct.

Overall, the unique solution to the Cooper system thus describes the transmission error in terms of the variables $x_{i}$ and $z_{j}$ under the assumption that $w$ errors have occurred.

Theorem 55 (Decoding of cyclic codes - using Gröbner bases). Algorithm 10 allows decoding of cyclic codes using Gröbner bases.

```
Algorithm 10 Decoding of cyclic codes using Gröbner bases, adapted from Cooper [64]
and Imran [66].
Require: \([n, k, d]\)-cyclic code \(C\) with primitive element \(\alpha \in \mathbb{F}_{q^{n}}\) and generator polynomial
    \(g(x) \in \mathbb{F}_{q}[x]\) and received message \(m(x)\)
    \(J \leftarrow\left\{i \in\left\{1, \ldots, q^{n}-1\right\} \mid g\left(\alpha^{i}\right)=0\right\}\)
    \(S \leftarrow\left\{m\left(\alpha^{j}\right) \mid j \in J\right\}\)
    if \(\forall s \in S: s=0\) then return \(m(x)\)
    end if
    \(w \leftarrow 1\)
    do
        \(I \leftarrow\left\langle\operatorname{Cooper}_{q, r, w}(x, z)\right\rangle \quad \triangleright\) See Definition 30
        \(w \leftarrow w+1\)
    while \(1 \in I\)
    \(G \leftarrow \operatorname{GBasis}(I) \quad \triangleright\) Using Algorithm 9
    \(p\left(x_{1}\right) \leftarrow\) Unique polynomial from \(G\) which only depends on \(x_{1}\)
    roots \(\leftarrow\{a \mid p(a)=0\}\)
    Obtain error polynomial \(e(x)\) from roots and the solutions to the unique polynomials
        which only depend on \(z_{i}\) each
    return \(m(x)-e(x)\)
```

Proof. Again, a formal proof for this can be found in the works of Cooper [64] and Imran [66]. The intuition behind this algorithm is that it is assumed first that the message $m(x)$ only has a single error. If the Cooper system generates the ideal containing 1 (that is, the entire field), the Cooper system has no solution. After that, it is assumed that the message $m(x)$ has two errors, and so on until the ideal is no longer the entire field. At that point, the solution can be read from a Gröbner basis of that ideal by translating it into the error polynomial. It is important to note that the Gröbner basis must be constructed using an elimination order with $X_{\text {elim }}=\left\{x_{2}, \ldots, x_{w}, z_{1}, \ldots, z_{w}\right\}$ to obtain the unique polynomial $p\left(x_{1}\right)$.

This algorithm provides a rather simple way of correcting general cyclic codes. There is one possible optimisation in the binary case, though.

Remark 56. Let $e(x)$ be a binary error vector. Then, obviously, the error values of $e(x)$ can only be 1 since they have to be nonzero. For this reason, Definition 30 can be simplified by substituting $z_{i} \mapsto 1$ for every $i \in\{1, \ldots, w\}$. This change also affects Algorithm 10 , where every instruction related to any $z_{i}$ can be ignored or shortened.

Up until now, we only assumed messages to have errors that occur in an independently uniformly distributed manner, i.e., every codeword position has the same probability of experiencing an error. In practise, this is often not the case, as errors might tend to "condense" in a shorter area. Cyclic codes can be used to handle such cases with special care. However, again, a new notation needs to be introduced first.
Definition 31. Let $e(x)$ be an error polynomial. $e(x)$ is a b-burst error if its nonzero coordinates are confined to $b$ consecutive positions [7]. If a code $C$ is able to correct any $b$-burst error, it is called a $b$-Burst Error Correction Code (BECC).
Remark 57. Other definitions of burst errors are also possible, such as Hankerson et al. [19] who propose the following equivalent definition. Let $e(x)$ be an error polynomial. If it can be factored into $x^{k} e^{\prime}(x)\left(\bmod x^{n}+1\right)$ where $e^{\prime}(0) \neq 0$ (i.e., its constant coefficient is nonzero) and $\operatorname{deg}\left(x^{k} e^{\prime}(x)\right)$ is minimum, then $e(x)$ is a $\operatorname{deg}\left(e^{\prime}(x)\right)+1$-burst error.

An efficient decoding algorithm which focuses on these burst errors instead of random errors can be derived from the following properties.
Definition 32. Let $m(x)=c(x)+e(x)$ be a received message with $c(x) \in C$ a codeword in the cyclic code $C$ with the generator polynomial $g(x)$. Then, the polynomial $s_{m}(x):=$ $\bmod (m(x), g(x))$ is called the syndrome polynomial of $m(x)$ [54].

Lemma 58. Let $C$ be a cyclic code with generator polynomial $g(x)$ and $m(x)=c(x)+e(x)$ be a received message with $c(x) \in C$. Then, the following properties hold:

- $m(x) \in C \Longrightarrow s_{m}(x)=0$
- Let $m_{i}(x)$ be the $i$-th cyclic right shift of $m(x)$. Then $s_{m_{i}}(x)=\bmod \left(x^{i} \cdot s(x), g(x)\right)$. Therefore, the syndromes of the cyclic shifts of $m(x)$ can be calculated iteratively.

Proof. We prove both properties separately:

- If $m(x) \in C$, we have $e(x)=d(x)$ for some $d(x) \in C$ since otherwise $m(x) \notin C$. Therefore, $m(x)=c(x)+d(x)=g(x) \cdot v(x)+g(x) \cdot w(x)=g(x) \cdot(v(x)+w(x))$ for some $v(x), w(x)$. In conclusion, $s_{m}(x)=\bmod (g(x) \cdot(v(x)+w(x)), g(x))=0$.
- We have $s_{m_{i}}(x)=\bmod \left(m_{i}(x), g(x)\right)=\bmod \left(x^{i} \cdot m(x), g(x)\right)=\bmod \left(x^{i}\right.$. $\bmod (m(x), g(x)), g(x))=\bmod \left(x^{i} \cdot s(x), g(x)\right)$, according to Hankerson et al. [19].

Theorem 59 (Decoding of cyclic codes as BECCs). Algorithm 11 allows decoding of cyclic codes as BECCs.

```
Algorithm 11 Decoding of cyclic codes as BECCs, adapted from Hankerson et al. [19].
Require: \(C\) cyclic \(b\)-BECC with generator polynomial \(g(x)\) and received message \(m(x)\)
    \(s(x) \leftarrow \bmod (m(x), g(x))\)
    for \(j:=0\) to \(n-1\) do
        \(s_{j}(x) \leftarrow \bmod \left(x^{j} \cdot s(x), g(x)\right)\)
        if \(\operatorname{deg}\left(s_{j}(x)\right) \leq b\) then
            \(e(x) \leftarrow \bmod \left(x^{n-j} s_{j}(x), x^{n}+1\right)\)
            return \(m(x)-e(x)\)
        end if
    end for
```

Proof. Finiteness: The loop terminates after at most $n$ iterations.
Correctness: The iterative shift approach has already been proven in Lemma 58. For the rest, Hankerson et al. [19] note that the first $n-k$ rows of the parity-check matrix of the code
form an identity matrix. Hence, $e(x) \cdot H=s_{j}(x)$ and finally, shifting $s_{j}(x)$ appropriately, the error pattern can be obtained.

Finally, some remarks conclude the general description of cyclic codes.
Remark 60. There are many techniques that can be used to increase the burst error correction capability of any ECC. One of the simplest methods is called interleaving. In order to accomplish this, the codewords are not sent in order, but rather "in parallel." Let $c_{1}, \ldots, c_{m}$ be codewords and $c_{i, j}$ be the $j$-th value of $c_{i}$. Usually we would transmit

$$
c_{1,1}, \ldots, c_{1, n}, c_{2,1}, \ldots, c_{2, n}, \ldots, c_{m, 1}, \ldots, c_{m, n}
$$

to the receiver. However, when interleaving, we instead send

$$
c_{1,1}, \ldots, c_{m, 1}, c_{1,2}, \ldots, c_{m, 2}, \ldots, c_{1, n}, \ldots, c_{m, n}
$$

If a burst error occurs in this interleaved message, it does not affect only one codeword, but its effect gets divided into the $m$ different codewords. It is easy to prove that (if a $b$-BECC was used) interleaving improves the burst error correction capability of the code to $b \cdot m$.
Remark 61. Actually, the Golay codes are also cyclic, but are rarely considered as such, which is the reason why they were only introduced as linear codes in this work. As already mentioned in Section 2.1.1.2, the Golay codes are also Quadratic Residue codes which are cyclic codes. According to MacWilliams and Sloane [11], the binary Golay code can be described using either generator polynomial

$$
x^{11}+x^{10}+x^{6}+x^{5}+x^{4}+x^{2}+1 \quad \text { or } \quad x^{11}+x^{9}+x^{7}+x^{6}+x^{5}+x+1
$$

and the ternary Golay code can be described using either generator polynomial

$$
x^{5}+x^{4}-x^{3}+x^{2}-1 \quad \text { or } \quad x^{5}-x^{3}+x^{2}-x-1 .
$$

As a result, they can also be decoded using Gröbner bases as in Algorithm 10 or using optimised versions for this specific use case [67].

Remark 62. Furthermore, some Hamming codes are cyclic, such as $\operatorname{Ham}(3,2)$ which, according to van Lint [49] has the generator polynomial

$$
x^{3}+x+1
$$

Moreover, according to MacWilliams and Sloane [11], if $r$ and $q-1$ are coprime, then $\operatorname{Ham}(r, q)$ is cyclic. In particular, in the binary case, since every $\mathbb{N} \ni r \geq 2$ is coprime to $q-1=1$, every binary Hamming code is cyclic.
Lemma 63. These properties have already been used before without properly deriving or proving them. Let $C$ be a cyclic code with generator polynomial $g(x)$. Then we have

- $\operatorname{deg}(g(x))=n-k$
- $\operatorname{deg}(h(x))=k$

Proof. This follows from Lemmata 3 and 4 and Theorem 42.

### 2.1.2.1 BCH Codes

In 1959 and 1960, Hocquenghem [68] and Bose and Ray-Chaudhuri [69] independently [49] discovered the Bose-Chaudhuri-Hocquenghem ( BCH ) codes which are defined in this section. They have been used in deep space communications such as e.g. the Phobos lander [70].

Definition 33. Let $p$ be a prime, $\alpha \in \mathbb{F}_{p^{m}}$ be a primitive $n$-th root of unity, $\delta \in \mathbb{N}$ with $1 \leq \delta \leq n, l \in \mathbb{N}$, and finally $\mu_{\beta}(x) \in \mathbb{F}_{p}[x]$ denote the respective minimal polynomial of some $\beta \in \mathbb{F}_{p^{m}}$. Then, the $B C H$ code with designed distance $\delta$ has the generator polynomial

$$
g(x):=\operatorname{lcm}\left(\mu_{\alpha^{l}}(x), \ldots, \mu_{\alpha^{l+\delta-2}}(x)\right)
$$

The parameter $l$ is most often unnamed and is in this work referred to as the sense of the BCH code. If $l=1$, then the BCH code is said to be narrow-sense and if $\alpha$ is a primitive element of $\mathbb{F}_{p^{m}}$, then the BCH code is said to be primitive [49].

The name of the parameter $\delta$ already gives us a clue to its purpose.
Theorem 64 ( BCH code distances). Let $C$ be a BCH code with the designed distance $\delta$. Then, $d(C) \geq \delta$.

Proof. Without going too far into theory, this can be proven through relations to Alternant codes [14], through Fast Fourier Transform (FFT) and Mattson-Solomon polynomials [49] or by calculation of Vandermonde determinants [11, 49, 71].

Obviously, BCH codes can be encoded in the same way as general cyclic codes using Corollary 45 and Theorem 48. However, there are many other implementations such as hardware encoders [72] and even parallelised Field Programmable Gate Array (FPGA) procedures [73].
In terms of decoding, Algorithms 10 and 11 are applicable. On the other hand, it is beneficial to use other specialised decoders such as the Berlekamp-Massey algorithm [74, 75, 76] which finds a Linear-Feedback Shift Register (LFSR) of shortest length generating a certain sequence. This is equivalent to finding the best error locator polynomial due to the syndrome calculation based on Newton's identities [77]. Other decoders include the Extended Euclidean Algorithm (EEA) [78] and the Peterson-Gorenstein-Zieler algorithm [79, 80, 16] which is the focus of this section.
According to Moon [77], algebraic decoding using the Peterson-Gorenstein-Zierler algorithm actually consists of four different procedures.

1. Syndrome calculation: Using Definition 32 or polynomial evaluation.
2. Peterson-Gorenstein-Zierler algorithm [79, 80, 16]: Finding the error locator polynomial (polynomial whose roots are the error positions of the received message). This step could also be accomplished using the other aforementioned procedures [74, 75, 76, 77, 78].
3. Chien search [81]: Finding the roots of the error locator polynomial. Other possible procedures could be simple brute force, Berlekamp's algorithm [82] or the CantorZassenhaus algorithm [83].
4. Forney's algorithm [84]: Finding the error values (this can be skipped in the binary case, as the only possible error value is 1 ). This can also be achieved through the simple solving of a linear system of equations.
For the Peterson-Gorenstein-Zierler algorithm, in total $2 t$ syndromes need to be computed, where $t$ is the error correction capability of the BCH code, i.e., $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ as described in Lemma 1. For $d$, it is enough to use $\delta$, the designed distance of the BCH code. However, if the exact minimum distance $d$ of the BCH code is known, more errors could potentially be corrected/detected (see Theorem 64).
```
Algorithm 12 Syndrome calculation for the Peterson-Gorenstein-Zierler algorithm.
Require: Received message \(w\), originally encoded using the BCH code \(C\) with minimum
    distance \(\geq d\) and sense \(l\)
    \(t \leftarrow\left\lfloor\frac{d-1}{2}\right\rfloor\)
    return \(\left[s_{l}, \ldots, s_{l+2 t-1}\right]=\left[s_{i}=w\left(\alpha^{i}\right) \mid i \in\{l, \ldots, l+2 t-1\}\right]\)
```

Remark 65. If the returned list of syndromes from Algorithm 12 only contains 0 s, the input is already a codeword and the decoding procedure is already complete, as explained in Lemma 58.

The input polynomial $w$ is now assumed to be nonzero and the goal is to find the error locator polynomial. For this, a few definitions and lemmata are needed.
Definition 34. Analogously to Jungnickel [8], we denote by $X_{j}:=\alpha^{i_{j}}$ the error locator and by $Y_{j}:=e_{i_{j}}$ the error value for the error at position $i_{j}$.

Lemma 66. According to Moon [77], let $m(x)=c(x)+e(x)$ be a received message with $v$ errors and $c(x) \in C$ a codeword in a BCH code. Denote the error values (that is, the nonzero coefficients of $e(x))$ with $e_{i_{j}}$ where $j \in\{1, \ldots, v\}$. Then we have

$$
S_{k}=\sum_{j=1}^{v} Y_{j} X_{j}^{k}
$$

Proof. We obtain $S_{k}=m\left(\alpha^{k}\right)=\underbrace{c\left(\alpha^{k}\right)}_{=0}+e\left(\alpha^{k}\right)=e\left(\alpha^{k}\right)=\sum_{j=1}^{v} e_{i_{j}} \alpha^{k \cdot i_{j}}=\sum_{j=1}^{v} Y_{j} X_{j}^{k}$.
Definition 35. Similarly to Moon [77], we define the error locator polynomial $\Lambda(x)$ as follows:

$$
\Lambda(x):=\Lambda_{0}+\Lambda_{1} x+\cdots+\Lambda_{v} x^{v}:=\prod_{j=1}^{v}\left(1-\alpha^{i_{j}} x\right)=\prod_{j=1}^{v}\left(1-X_{j} x\right)
$$

Hence, clearly the roots of $\Lambda(x)$ are the $\alpha^{-i_{j}}$, i.e., the reciprocals of the error locators $X_{j}^{-1}$.
Lemma 67. According to Jungnickel [8], in the setting of Lemma 66, using all known values of $S_{k}$, they form a system of equations where every equation is of the form

$$
S_{k+v}+\Lambda_{1} S_{k+v-1}+\cdots+\Lambda_{v} S_{k}=0
$$

Proof. This statement is proven through a generalised Newton's identities approach in the works by Jungnickel [8], Moon [77] and Cooper [64].

Remark 68. The system of equations from Lemma 67 can be re-written in matrix from as

$$
\left[\begin{array}{cccc}
S_{1} & S_{2} & \cdots & S_{v} \\
S_{2} & S_{3} & \cdots & S_{v+1} \\
\vdots & \vdots & \ddots & \vdots \\
S_{v} & S_{v+1} & \cdots & S_{2 v-1}
\end{array}\right] \cdot\left[\begin{array}{c}
\Lambda_{v} \\
\Lambda_{v-1} \\
\vdots \\
\Lambda_{1}
\end{array}\right]=\left[\begin{array}{c}
-S_{v+1} \\
-S_{v+2} \\
\vdots \\
-S_{2 v}
\end{array}\right]
$$

This equation is the key to the Peterson-Gorenstein-Zierler algorithm. However, since we do not know beforehand how many errors the received message has, some additional work is needed. Hence, one last property is needed for it to work.

Lemma 69. Let $M$ be the leftmost matrix of Remark 68. According to Jungnickel [8], it possesses the following properties:

1. $M$ is invertible if $v$ is the amount of errors (i.e., $v=\mathrm{wt}(e)$ )
2. $M$ is singular if $v$ is greater than the amount of errors

Proof. According to Jungnickel [8], this can be proven using the decomposition of $M$ into a Vandermonde matrix and a diagonal matrix.

Because of this, the Peterson-Gorenstein-Zierler algorithm starts iterating from $t$ (recall the error correction capability of the code) down to 1 , as stated below.

Theorem 70 (Peterson-Gorenstein-Zierler algorithm). The error locator polynomial of $m(x)=c(x)+e(x)$ with $c(x) \in C$ a codeword in a BCH code $C$ can be calculated using Algorithm 13.

```
Algorithm 13 Peterson-Gorenstein-Zierler algorithm.
Require: A BCH code \(C\) with error correction capability \(\geq t\) and a message \(m(x)\), originally
    encoded using \(C\)
    \(v \leftarrow t\)
    do
        \(M \leftarrow\left[\begin{array}{cccc}S_{1} & S_{2} & \cdots & S_{v} \\ S_{2} & S_{3} & \cdots & S_{v+1} \\ \vdots & \vdots & . & \vdots \\ S_{v} & S_{v+1} & \cdots & S_{2 v-1}\end{array}\right]\)
        if \(\operatorname{det}(M)=0\) and \(v=1\) then
            return Cannot decode!
        end if
        \(v \leftarrow v-1\)
    while \(\operatorname{det}(M)=0\) and \(v>0\)
    \(w \leftarrow v+1\)
\(\left[\begin{array}{c}\Lambda_{w} \\ \Lambda_{w-1} \\ \vdots \\ \Lambda_{1}\end{array}\right] \leftarrow M^{-1} \cdot\left[\begin{array}{c}-S_{w+1} \\ -S_{w+2} \\ \vdots \\ -S_{2 w}\end{array}\right]\)
    return \(\Lambda(x)=1+\Lambda_{1} x+\cdots+\Lambda_{w} x^{w} \quad \triangleright\) as in Definition 35
```

Proof. Finiteness: The algorithm must terminate since $v$ gets decreased in every step and $\operatorname{det}(M)=0$ in the end, and the algorithm throws an error or $\operatorname{det}(M) \neq 0$ and an error locator polynomial is returned.

Correctness: Follows from Lemmata 67 and 69 and Remark 68
After using Algorithm 13, we have the error locator polynomial, from which the roots need to be extracted. In theory, any polynomial factorisation algorithm can do this, however, in practise the Chien search algorithm [81] is used most often. In principle, it is a systematic brute-force algorithm which makes use of a primitive element of the underlying field.

Theorem 71 (Chien Search algorithm). Finding the roots of a polynomial over some finite field extension can be achieved using Algorithm 14.

```
    \(\alpha \in F\) a primitive element
    \(L \leftarrow\left[f_{0}, \ldots, f_{n}\right]\)
    \(R \leftarrow\}\)
    for \(i:=0\) to \(m\) do
        if \(\sum_{k=0}^{n} f_{k}=0\) then
                \(R:=R \cup\{i\}\)
        end if
        for \(j:=0\) to \(n\) do
            \(L[j] \leftarrow L[j] \cdot \alpha^{j}\)
        end for
    end for
    return \(R\)
```

Algorithm 14 Chien search root finding algorithm.
Require: Polynomial $f(x) \in F[x]$ over some finite field extension $F$ with $m$ elements and

Proof. Finiteness: Again, the algorithm obviously terminates since there are only a finite number of elements that this "smart brute-force" approach needs to check.

Correctness: We note that in the first iteration, the polynomial is evaluated at $\alpha^{0}=1$, where we have $f(1)=\sum_{k=0}^{n} f_{k}$ since $1^{k}=1$ for each $k$. Depending on the result, 0 is added to the set $R$ that contains the exponents of $\alpha$ that are a root of $f(x)$. Then, for each $0 \leq j \leq n$, the $j$-th element from $L$ (that is, the coefficients of $f$ in ascending order), is multiplied by $\alpha^{j}$. After this step, $\sum_{l \in L} l=f(\alpha)$. In fact, after each iteration, this power of $\alpha$ at which $f(x)$ is evaluated increases by 1 as

$$
f\left(\alpha^{k+1}\right)=\sum_{j=0}^{n} f_{j} \cdot\left(\alpha^{k+1}\right)^{j}=\sum_{j=0}^{n} f_{j} \cdot\left(\alpha^{k}\right)^{j} \cdot \alpha^{j}
$$

Remark 72. Depending on the use case, instead of appending each "root power" to $R$, Algorithm 14 could also be modified to find only a single root by returning the current value of $i$ instead. Although, in the case of the error locator polynomial, all roots are needed.
Now that the Chien search algorithm has been properly introduced, the only part of the BCH decoding procedure that has not yet been explained is the last step: Forney's algorithm [84]. However, as said before, since it is not necessary in the binary case, it is not introduced in this work. In conclusion, the binary BCH decoding procedure goes as follows.

Theorem 73 (Decoding of binary BCH codes). Decoding binary BCH codes can be accomplished using Algorithm 15.

```
Algorithm 15 BCH decoding procedure using the Peterson-Gorenstein-Zierler algorithm.
Require: A BCH code \(C\) over some finite field extension \(F\) with \(m\) elements and a message
    \(m(x)\), originally encoded using \(C\)
    \(S \leftarrow\) list of needed syndromes \(\quad \triangleright\) using Algorithm 12
    \(\Lambda(x) \leftarrow\) error locator polynomial \(\quad \triangleright\) using Algorithm 13
    \(R \leftarrow\) set of root powers of \(\Lambda(x) \quad \triangleright\) using Algorithm 14
    \(e(x) \leftarrow \sum_{r \in R} x^{m-r-1} \quad \triangleright\) since \(R\) contains the reciprocals of the error locators
    return \(m(x)-e(x)\)
```

Proof. Finiteness: The algorithm obviously terminates, since all the subroutines terminate.
Correctness: Follows from Definition 35 and Theorems 70 and 71.

## 2 Background

Remark 74. According to Schulz [15], the binary Golay code $G_{23}$ can also be described as a narrow-sense binary BCH code of length $n=23$ and designed distance 5 (although the resulting minimum Hamming distance of the code is 7) based on a primitive 11-th root of unity.

### 2.1.2.2 Reed-Solomon Codes

A large subgroup of BCH codes is the so-called Reed-Solomon (RS) codes, which were invented by Reed and Solomon [85] in 1960. They were originally thought to be a new class of ECCs, where each codeword is constructed by evaluating a polynomial of degree $<k$, which defines the given RS code, at $k$ different points. However, nowadays, it is known that they are just a special case of primitive BCH codes. However, there exist additional, more efficient, encoding and decoding procedures for them, such as the Berlekamp-Massey algorithm [75, 76]. Nowadays, RS codes are still widely used and one of the most popular choices for ECCs. Examples include, but are not limited to Compact Discs (CDs), Digital Versatile/Video Discs (DVDs) [15, 86] and Quick Response (QR) codes [87].
Definition 36. Let $q>2$ be a prime power and $C$ a primitive BCH code of length $n=q-1$ on $\mathbb{F}_{q}$. Then, $C$ is a $R S$ code [15].
According to this definition, every RS code is also a BCH code, but not vice versa. Therefore, everything from Section 2.1.2.1 still applies to the RS codes, including encoding and decoding procedures.
Example 3. QR codes use 36 different RS codes on $\mathbb{F}_{2^{8}}$, depending on their size and correction capability needed [87]. The corresponding Galois field $\mathbb{F}_{2^{8}}$ is defined as the splitting field of the Conway polynomial

$$
x^{8}+x^{4}+x^{3}+x^{2}+1
$$

Remark 75. It can be shown that RS codes are Maximum Distance Separable (MDS) codes, which means that they have an optimal distance of $d=n-k+1$, according to the Singleton bound [88].

### 2.1.3 Modification of Codes

Each ECC can also be modified, either to combine the capabilities of two codes into one, or to adjust the parameters of a code slightly. Some of these modifications are presented in this section.
Definition 37. According to van Lint [49], the extended code $\widetilde{C}$ of any code $C$ is defined as

$$
\widetilde{C}:=\left\{\left[c_{1}, \ldots, c_{n},-\sum_{i=1}^{n} c_{i}\right] \mid\left[c_{1}, \ldots, c_{n}\right] \in C\right\}
$$

Hence, it contains exactly the same codewords as $C$, but each with an extra parity bit at the end.

Lemma 76. Let $C$ be $a[n, k, d]$ code. Then, $\widetilde{C}$ is $a[n+1, k, \widetilde{d}]$ code with $\widetilde{d} \in\{d, d+1\}$, according to Huffman and Pless [7].

Proof. Obviously, the block length increases by 1 due to the extra parity bit, and its dimension remains unchanged because the parity bit can be derived from the other bits by linear combination. The minimum distance can only increase by 1 at most, because either the parity bit is the same or different, while the other bits remain unchanged between two codewords with a minimum distance of $C$.

## 2 Background

Remark 77. The respective extended Golay code $G_{12}$ or $G_{24}$ can also be defined as $\widetilde{G_{11}}$ or $\widetilde{G_{23}}$.

Definition 38. Let $r:=n-k$. Then, a list of the most common modifications of codes is given as follows [6]:

- Extending: Simultaneously increase $n$ and $r$ while fixing $k$
- Puncturing: Simultaneously decrease $n$ and $r$ while fixing $k$
- Augmenting: Simultaneously increase $k$ and decrease $r$ while fixing $n$
- Expurgating: Simultaneously increase $r$ and decrease $k$ while fixing $n$
- Lengthening: Simultaneously increase $n$ and $k$ while fixing $r$
- Shortening: Simultaneously decrease $n$ and $k$ while fixing $r$

Extension is done as described in Definition 37. The other modifications are described in the lecture notes by Hall [6].

As well as these simple modifications to individual codes, there are also modifications that combine the capabilities of two codes.

Definition 39. Let $C_{\text {in }}$ be a $\left[n_{1}, k_{1}, d_{1}\right]$ code over an alphabet $A_{1}$ and $C_{\text {out }}$ be a $\left[n_{2}, k_{2}, d_{2}\right]$ code over an alphabet $A_{2}$ of size $\left|A_{2}\right|=\left|A_{1}\right|^{k_{1}}$. Forney [89] defines a concatenated code

$$
C=\left\{C_{\text {out }} \mid C_{\text {in }}\right\}
$$

which has the parameters $\left[n_{1} n_{2}, k_{1} k_{2}, d\right]$ where $d \geq d_{1} d_{2}$. Its encoding procedure takes a message $m=\left[m_{1}, \ldots, m_{k_{2}}\right]$ and encodes it to

$$
\left[C_{\text {in }}\left(m_{1}^{\prime}\right), \ldots, C_{\text {in }}\left(m_{n_{2}}^{\prime}\right)\right] \text { where }\left[m_{1}^{\prime}, \ldots, m_{n_{2}}^{\prime}\right]=C_{\text {out }}\left(\left[m_{1}, \ldots, m_{k_{2}}\right]\right) .
$$

$C_{\text {out }}$ and $C_{\text {in }}$ are called the outer code and inner code, respectively [7].
The code construction from Definition 39 is also illustrated in Figure 2.10.


Figure 2.10: Combining two codes using Forney's concatenated codes scheme [89], adapted from Ylloh [90].

In addition, several generalisations of these concatenated codes have been proposed. When Generalised Concatenated (GC) codes are referred to in this work, the scheme by Blokh and Zyablov [91] is meant.

### 2.1.4 The Shannon limit

One of the most famous limits in coding theory is the Shannon limit which is derived in this section. The Shannon limit implies a limit on the amount of noise that can be present in a channel through which information is to be transmitted, while still allowing error-free communication. However, first the Shannon-Hartley Theorem is described in Theorem 78 and Remark 79 [24].

Theorem 78 (Shannon-Hartley Theorem). Suppose, one wants to send information with signal power $S$ through a Binary-Input Additive-White-Gaussian-Noise (BI-AWGN) channel with a bandwidth of $W$ in Hz and noise power $N$. Then, the channel capacity $C$ in $\frac{\text { bits }}{\mathrm{s}}$ is given as

$$
C=W \log _{2}\left(1+\frac{S}{N}\right)
$$

Proof. A proof can be found in Shannon's 1948 work [24].
Remark 79. The equality in Theorem 78 can obviously also be described using the inequality

$$
R<W \log _{2}\left(1+\frac{S}{N}\right)
$$

where $R$ is any achievable information bit rate in $\frac{\text { bits }}{\mathrm{s}}$.
There are also new notations to introduce.
Definition 40. The Signal-to-Noise Ratio (SNR) of a noisy signal is defined as $\frac{S}{N}$ where $S$ is the signal power and $N$ is the noise power in the same unit as $S$.
Definition 41. The spectral efficiency $\eta$ is defined as $\eta:=\frac{R}{W}$ where $R$ is the information rate in $\frac{\text { bits }}{\mathrm{s}}$ and $W$ is the bandwidth of channel in Hz .
Definition 42. The normalised $S N R \frac{E_{b}}{N_{0}}$ is defined through the average energy per bit $E_{b}$ and noise spectral density $N_{0}$ which are in turn defined as $E_{b}:=\frac{S}{R}$ and $N_{0}:=\frac{N}{W}$. Thus, $\frac{E_{b}}{N_{0}}=\frac{S \cdot W}{R \cdot N}$.
From now on, the previous definitions of values such as $C$ and $W$ are consolidated and will not be repeated.

Lemma 80. We have

$$
\frac{S}{N}=\frac{E_{b}}{N_{0}} \cdot \eta
$$

Proof. Using Definition 42, we obtain $\frac{E_{b}}{N_{0}}=\frac{S \cdot W}{R \cdot N}$ which is equivalent to $\frac{S}{N}=\frac{E_{b}}{N_{0}} \cdot \frac{R}{W}$ and hence, using Definition 41, we obtain $\frac{S}{N}=\frac{E_{b}}{N_{0}} \cdot \eta$.

Now, we are able to derive a "better" formula for the Shannon-Hartley Theorem.
Theorem 81 (Shannon-Hartley using spectral efficiency). We always have

$$
\frac{E_{b}}{N_{0}}>\frac{2^{\eta}-1}{\eta}
$$

## 2 Background

Proof. Using Remark 79 and Definition 41, we have $\eta=\frac{R}{W}<\log _{2}\left(1+\frac{S}{N}\right)$ and hence, $2^{\eta}-1<\frac{S}{N}$. Finally, applying both Definition 41 and Lemma 80, we obtain $2^{\eta}-1<$ $\frac{E_{b}}{N_{0}} \cdot \eta \Longleftrightarrow \frac{E_{b}}{N_{0}}>\frac{2^{\eta}-1}{\eta}$.

Using this formula, the Shannon limit can be easily determined. According to Viswanathan [29], the ultimate Shannon limit is reached when the spectral efficiency approaches 0 , i.e., the minimum required energy per bit required at the transmitter for reliable communication.

Theorem 82 (Ultimate Shannon Limit). The ultimate Shannon limit is

$$
\frac{E_{b}}{N_{0}}>\ln (2) \approx-1.59 \mathrm{~dB}
$$

Proof. We need to calculate $\lim _{\eta \rightarrow 0}\left(\frac{2^{\eta}-1}{\eta}\right)$. Since both numerator and denominator approach 0, L'Hôpital's rule can be applied to obtain

$$
\lim _{\eta \rightarrow 0}\left(\frac{2^{\eta}-1}{\eta}\right)=\lim _{\eta \rightarrow 0}\left(\ln (2) \cdot e^{\eta \ln (2)}\right)=\ln (2)
$$

This value can then be converted to decibel to obtain $10 \log _{10}(\ln (2)) \approx-1.59 \mathrm{~dB}$.
However, in the binary communication case, a tighter bound can be derived.
Theorem 83 (Binary Shannon Limit). The binary Shannon limit is

$$
\frac{E_{b}}{N_{0}}>1=0 \mathrm{~dB}
$$

Proof. When transmitting binary information, $\eta=1$ can be fixed and hence, the binary Shannon limit is exactly $\frac{E_{b}}{N_{0}}>\frac{2^{1}-1}{1}=1=0 \mathrm{~dB}$

### 2.2 Fuzzy Extractors

In 1999, Juels and Wattenberg [92] introduced the concept of fuzzy commitment schemes, which allow to fix errors in biometric data in a secure way by generating a secure key from them. A possible attacker has no practical way to reconstruct the real biometric data. This principle was further developed by Juels and Sudan [93] in the so-called fuzzy vault or by Dodis et al. [94, 95] as fuzzy extractor. All these authors propose a RS code as an underlying error correction procedure. This section is dedicated to explaining the principles behind these new schemes.

According to Mexis [5], the aim of a fuzzy extractor is to provide data with redundant bits and then correct possible errors in data transmission or collection. The former can be caused, for example, by cable breaks, induction, or other hardware-related circumstances, while the latter can already occur during data acquisition due to inaccuracy. With biometric data, such as fingerprints, it is also possible for physical inaccuracies to occur, such as change over time or injury. These small errors can be corrected by a fuzzy extractor. Another example of a physical change can be found in PUFs, which often change over time, i.e., age, or depend on some other factors such as temperature, humidity, or the like [96, 97].

In principle, a fuzzy extractor is based on a fixed-length ECC. The redundant bits are supplemented here with the help of helper data, which must be calculated in advance. A very basic fuzzy extractor can be implemented by simply having the helper data represent the parity bits of the ECC. The helper data generation process is also known as the function

Gen, whose input $w$ is an initial capture of the data and the first part of the output $h$ is the helper data. The other output $R$ forms the key generated or extracted from $w$. In the most fundamental fuzzy extractor, this function can be specified as follows:

$$
\begin{aligned}
\mathrm{Gen} & : w \mapsto(h, R), \\
h & :=\operatorname{par}(\operatorname{enc}(w)), \\
R & :=w .
\end{aligned}
$$

Here enc, respectively dec represent the encoding or decoding process of the ECC and par the extraction of the parity bits of an encoded message. Based on this, the reproduction process can be defined as

$$
\begin{gathered}
\text { Rep: }\left(h, w^{\prime}\right) \mapsto R^{\prime} \\
R^{\prime}:=\operatorname{dec}\left(\left[w^{\prime} \mid h\right]\right),
\end{gathered}
$$

which takes a further collection of data $w^{\prime}$ and the previously generated helper data $h$ as input in order to generate a key $R^{\prime}$ from it. This key $R^{\prime}$ now fulfils the central property of a fuzzy extractor

$$
R=R^{\prime} \quad \Longleftrightarrow \quad w \approx w^{\prime}
$$

which means that $R=R^{\prime}$ holds exactly if the input $w^{\prime}$ is approximately equal to the input $w$ of the generation process. Here, the tolerance completely depends on the ECC. Therefore, not too many errors should be correctable, as otherwise a lot of incorrect data could be classified as correct. On the other hand, also not only too few errors should be correctable, as otherwise some correct data could be classified as wrong. The tolerance should therefore be adapted to the application, whereby a few test runs can be very helpful to be able to estimate a standard deviation.
The big disadvantage of this implementation is that the output together with the ECC is sufficient to reverse-engineer or even compute the correct input. This is due to the fact that the helper data can be extracted directly from the output. For this reason, a strong extractor is typically used. It takes an input $x$ and produces an output $y$ that is distributed as uniformly as possible over all $x$. Hash functions, which often fulfil this property and additionally are one-way functions, are often suitable for this purpose. This means that the input cannot be calculated back just from the output of the hash function.

Another disadvantage of this implementation is that it requires the helper data to be generated systematically. In order to further protect the parity bits that are in the helper data, randomly generated bit sequences are often used in practice, which are first added bit by bit to the helper data. Thus, the parity bits cannot be read directly from the helper data.
The implementation by Kang et al. [98] uses three additional procedures, defined as

$$
\begin{aligned}
\mathrm{SS}:(w, K) \mapsto s & =\operatorname{enc}(K)+w, \\
\text { Ext: }(w, x) \mapsto R & =\operatorname{hash}(w+x), \\
\operatorname{Rec}:\left(s, w^{\prime}\right) \mapsto w & =s+\operatorname{enc}\left(\operatorname{dec}\left(s+w^{\prime}\right)\right),
\end{aligned}
$$

in order to define a working fuzzy extractor. Here enc, respectively dec are the encoding or decoding process of the ECC and hash is a hash function, more precisely Secure Hash Algorithm (SHA)-256 [99]. The ECC used in their work is a BCH code, which can be replaced by any other ECC. The abbreviations used above stand for Secure Sketch, (strong) Extractor, and Recovery, respectively. From this, the Generation and Reproduction process can be defined as follows, using two randomly generated values:

$$
\begin{align*}
& x:=\operatorname{rand}(), K:=\operatorname{rand}(), \\
& \operatorname{Gen}: w \mapsto((\operatorname{SS}(w, K), x), \operatorname{Ext}(w, x)),  \tag{2.1}\\
& \operatorname{Rep}:\left((s, x), w^{\prime}\right) \mapsto \operatorname{Ext}\left(\operatorname{Rec}\left(s, w^{\prime}\right), x\right) .
\end{align*}
$$

The short-term main goal is now to prove that this proposed scheme is a working fuzzy extractor. For this, one lemma is needed.

Lemma 84. Let e be a error vector and enc and dec the encoding and decoding procedures of any ECC with error correction capability $t$. Then, we have

$$
\operatorname{dec}(\operatorname{enc}(K)+e) \begin{cases}=K & \text { if } \operatorname{wt}(e) \leq t \\ \neq K & \text { if } \operatorname{wt}(e) \gg t\end{cases}
$$

Proof. The equation follows easily from Lemma 1. Conversely, the inequality follows from the fact that the ECC can only correct at most $t+\varepsilon$ errors. Here, $\varepsilon$ defines a certain region of uncertainty, where the ECC could still be able to correct a given word even though its distance to a codeword is beyond the error correction capability $t$. An example of this phenomenon is the word 00 in the context of the non-linear binary code $C:=\{01,11\}$. Even though it has a minimum Hamming distance of 1 and hence, according to Lemma 1, has only an error correction capability of 0 , it is still clear that the original codeword was most likely 01.

Definition 43. A fuzzy extractor using Code-Offset (CO) construction chooses a random codeword $c$ in some underlying ECC and stores the difference between $c$ and the given message $w$ in the helper data. This offset is always added to a new message $w^{\prime}$ for error correction.

Theorem 85 (Fuzzy extractor). The procedures Gen and Rep from Equation (2.1) define a fully working fuzzy extractor with generation phase Gen and reproduction phase Rep using CO construction.

Proof. Let it be given that a response $R$ has already been successfully generated from $\operatorname{Gen}(w)$. Also, let $w^{\prime}:=w+e$ be new data which should be extracted. First, let wt $(e)$ be small enough so that the ECC can correct the errors. Then, we have

$$
\begin{array}{rlrl}
R^{\prime} & =\operatorname{Rep}\left((s, x), w^{\prime}\right) & \\
& =\operatorname{Ext}\left(\operatorname{Rec}\left(s, w^{\prime}\right), x\right) & \\
& =\operatorname{hash}\left(\operatorname{Rec}\left(s, w^{\prime}\right)+x\right) & & \\
& =\operatorname{hash}\left(s+\operatorname{enc}\left(\operatorname{dec}\left(s+w^{\prime}\right)\right)+x\right) & & \\
& =\operatorname{hash}(s+\operatorname{enc}(\operatorname{dec}(s+w+e))+x) & & \\
& =\operatorname{hash}(s+\operatorname{enc}(\operatorname{dec}(\operatorname{enc}(K)+e))+x) & & \triangleright \operatorname{Lemma}(\mathrm{K})+\mathrm{w} \\
& =\operatorname{hash}(s+\operatorname{enc}(K)+x) & & \triangleright s=\operatorname{enc}(\mathrm{K})+\mathrm{w} \\
& =\operatorname{hash}(w+x) & & \\
& =\operatorname{Ext}(w, x) & & \\
& =R . & &
\end{array}
$$

Thus, if $\mathrm{wt}(e)$ is too large, according to Lemma 84, we instead have

$$
\operatorname{hash}(s+\operatorname{enc}(\operatorname{dec}(\operatorname{enc}(K)+e))+x) \neq \operatorname{hash}(s+\operatorname{enc}(K)+x) \quad \Longrightarrow \quad R^{\prime} \neq R .
$$

The described scheme is thus a correct fuzzy extractor. From the definition of SS, it is also obvious that this scheme uses CO construction.

Remark 86. This fuzzy extractor additionally features a strong extractor, namely the hash function, and the helper data is modified by random numbers. Therefore, the aforementioned problems of the most basic fuzzy extractor do not apply here.

## 2 Background

### 2.2.1 Reverse Fuzzy Extractors

Since the reproduction process in fuzzy extractors involves decoding using the ECC, it is clearly the most computationally intensive step of the fuzzy extractor. In practice, devices that provide a PUF are often very resource-constrained. For this reason, in 2012, van Herrewege et al. introduced the so-called reverse fuzzy extractors which outsource the reproduction phase to the (typically) more powerful verifier, i.e. the other party in the communication process [100].

In Figure 2.11 there is a comparison between the conventional fuzzy extractors and the reverse fuzzy extractors. The verifier here is the device that wants to authenticate the PUF device. This means that the PUF device wants to prove, for example, that it really is the real device as the communication partner. This is done by means of biometric data, which in devices can be, for example, a PUF.

Fuzzy extractor


Reverse fuzzy extractor


Figure 2.11: Comparison of the two fuzzy extractor types, adapted from Mexis [5] and van Herrewege et al. [100].

## Related Work

### 3.1 Comparisons

In 2012, Singh and Singh [101] published a comparison of the different main types of error correction and detection. Error detection schemes can be further divided into repetition codes, parity-bit codes, checksum codes, Cyclic Redundancy Check (CRC) codes, and cryptographic hash function codes. On the other hand, error correction schemes consist of Automatic Repeat reQuest (ARQ) codes, forward error correction codes (same as ECCs defined previously), and hybrid-scheme codes.

The authors also mention the differences between systematic and non-systematic codes, as well as between random-error and burst-error-detecting/correcting codes. At the end of their work, they also present the RM error correction algorithm and possible use case scenarios. It is noted that systematic codes are more advantageous than non-systematic codes because the message bits can be immediately separated from the redundancy bits, as these two blocks are simply concatenated together to form the transmitted codeword. Furthermore, a distinction is made between error detection and error correction as two independent categories. In terms of systematic error detection, the encoding procedure could be utilised again to check for errors. Nevertheless, in many cases it is favourable to use a particular decoding algorithm, because it may offer more possibilities or be more efficient.

Next, they note that the type of communication channel being used might exhibit a specific error pattern. As explained earlier, if the channel is known to be susceptible to burst errors or random errors, the code should be able to handle them, respectively. The authors also mention that some codes can be used to correct both of these types of errors simultaneously, such as BCH codes.

Furthermore, error detection and error correction codes could be used as part of a larger scheme, such as ARQ or Hybrid Automatic Repeat reQuest (HARQ) codes. On the one hand, ARQ codes only require an error-detecting code to detect whether an error has occurred in the message and, if so, to request that the message be retransmitted. On the other hand, HARQ codes use a hybrid approach to combine the capabilities of ARQ and an ECC. Two possible approaches are the following:

1. Always transmit messages together with their parity data and request retransmission via ARQ only if decoding using the ECC is unsuccessful.
2. Send messages using ARQ and request parity data only if errors have been detected using an error-detecting code.

Of course, any ECC is also an error-detecting code, but there may be some overhead if the correction capability is used and discarded. The authors then compare the previously mentioned error-detecting and error-correcting procedures:

- Error detection:

1. Repetition codes: (repeat bits $n$ times), extremely simple, not efficient in terms of code rate, susceptible to burst errors.
2. Parity-bit codes: (send a single parity bit), extremely simple, extremely efficient, only odd number of errors detectable.
3. Checksum codes: (modular arithmetic sum, Luhn algorithm [102]), possible specific designs.
4. CRC codes: (single-burst error-detecting cyclic code), easy and efficient specifically on hardware.
5. Cryptographic hash functions codes: (hash function), efficiency depends on the hash function, additional protection against intentional modification by attackers.

- Error correction:

1. ARQ codes: (use ACKnowledgement (ACK) and No ACKnowledgement (NACK) messages and timeouts), efficient when using a communication channel with varying or unknown capacity, have latency, timers needed.
2. Forward error correction codes (ECCs): (use redundant data), no retransmission request needed, low latency, simple communication.
3. Hybrid-scheme codes: (HARQ as explained above), combines all the advantages of ARQ and ECC.

Lastly, the authors note that RM codes are multiple-errors-correcting codes that can be decoded using majority logic decoding. Due to their characteristics, they are a good choice for long-distance transmissions. Additionally, the authors note that RM codes can also model other codes, such as repetition codes, by choosing a parameter $r$ and using the specific codes $\mathrm{RM}(0, r)$. Parity check codes can be simulated with $\mathrm{RM}(1, r)$ or $\mathrm{RM}(r-1, r)$, and finally extended Hamming codes can be simulated with $\operatorname{RM}(r-2, r)$. For this reason, the same procedures can be used to correct all of these codes.

Then, in 2015, Puchinger et al. [103] published comparison results specifically in the context of PUFs by extending the implementation of their previous article [104]. In particular, apart from GC codes, their extension also includes RM and RS codes. All of them use Generalised Minimum Distance (GMD) and Maximum Likelihood (ML) decoding to improve the error correction capability. Furthermore, in 2012, Maes et al. [105] published a PUF-based key generator based on the concatenation of a BCH code and a repetition code. Additional results are obtained through practical tests of their scheme.
Puchinger et al. first state in the context of PUFs that it is important to distinguish between intra-device distance and inter-device distance. The former describes the Hamming distance between PUF responses of the same PUF instance, which can occur due to ageing, environmental variations, or noise, while the latter describes the Hamming distance between PUF responses of different PUF instances, which most often occur due to manufacturing variations. When working with PUF responses, the intra-device distance is quite small due to the robustness property. On the other hand, the inter-device distance will be close to $50 \%$ due to the unpredictability property. Subsequently, the ECC should be able to correct the error amount that lies in the open interval between $0 \%$ and at most $50 \%$. Furthermore, the code dimension $k$ should be greater than or equal to the length of the key, and the code should be easy to implement on the hardware. The aforementioned GC codes, RM codes, and RS codes
exhibit these properties. For the GC codes, ML decoding and the implementation explained by Bossert [106] were used, while for the RM codes, GMD decoding was used. Finally, for the RS codes, power decoding is used in order to profit from the code being a MDS code. Their results can be found in Table 3.1. Additionally, in the context of ECCs for PUFs, the authors differentiate between code-offset construction, syndrome construction, index-based syndrome coding, complementary index-based syndrome coding, and differential sequence coding. A fuzzy extractor is then defined using one of these key reproduction algorithms together with a strong extractor, that is, a hash function. However, a comparison of the different key reproduction algorithms is outside the scope of this work.

Table 3.1: Comparison between the codes by Puchinger et al., taken from their paper [103].

| Code | Length | $P_{\text {err }}$ |
| :---: | :---: | :---: |
| BCH | 2226 | $1.00 \times 10^{-9}$ |
| GC RM | 2048 | $5.37 \times 10^{-10}$ |
| RS | 2048 | $6.79 \times 10^{-37}$ |
| RS | 1152 | $1.19 \times 10^{-10}$ |
| GC RS | 1024 | $3.47 \times 10^{-10}$ |

In 2016, Wonterghem et al. [107] were able to compare four different types of short-length linear codes in terms of their performance, namely RM codes, Polar codes, BCH codes and Low-Density Parity-Check (LDPC) codes. Specifically in the context of fuzzy extractor schemes, LDPC codes have been studied in more detail by Mexis et al. [5, 108], and are restricted to codes whose girth is at least 6 . Wonterghem et al. define short codes as being codes with a length of at most around 256 bits. This allows them to disregard typical phenomena that occur at larger code lengths. Also, the complexity of the investigated codes is not the main focus of this work, but rather the performance when using the same decoding algorithm. As mentioned above, the authors only used linear codes, so they opted for ML decoding and Ordered-Statistics Decoding (OSD), which can be applied to these codes. The former was applied to erroneous messages on a Binary Erasure Channel (BEC), which has many burst errors, and the latter to erroneous messages on a BI-AWGN channel, which has white noise errors. Obviously, the BEC channel can be used to simulate communication channels over long distances, while the BI-AWGN better resembles the behaviour of PUFs, and hence is more relevant for this work.

In addition to testing RM codes, Polar codes, BCH codes, and LDPC codes, the authors used a CRC code to further increase the error detection capabilities of the codes. Since CRC codes are cyclic and therefore linear, the generator matrix corresponding to the chosen CRC code with the generator polynomial

$$
g(x)=x^{16}+x^{12}+x^{5}+1,
$$

can be multiplied with the generator matrix of the inner code to form a new improved linear code with a higher Hamming distance and thus higher error correction capability. Their analysis shows that the BCH code is outperforming every other code in every measurement, as can be seen in Figure 3.1. In this figure, the $y$ axis shows the Bit Error Rate (BER), which is the number of erroneous bits divided by the total number of bits after decoding with the respective code. It is also worth noting that the usual Belief Propagation (BP) decoding approach for LDPC codes appears to perform worse than the two approaches used mainly in the paper. Finally, the CRC code was able to improve all the codes examined, but now they seem to have almost the same error correction capabilities. This is due to the multiplication of the CRC generator matrix and the inner code generator matrix. The resulting matrix seems to belong to a randomly chosen code, and therefore all codes then seem to have almost the same properties.


Figure 3.1: BERs on the BI-AWGN channel without (top) and with (bottom) CRC, taken from Wonterghem et al. [107].

Furthermore, in 2019, Korenda et al. [109] presented a way to extract private keys from Static Random Access Memory (SRAM) PUFs in a lightweight manner. To accomplish this, a fuzzy extractor is utilised in order to remove potential noise from the PUF response. The authors mention two very important factors when choosing the underlying ECC: The false authentication rate and the false rejection rate. Neither should be too high, and a trade-off is needed to achieve the best performance. The authors also only analysed the performance of their examined codes, not their complexity. Furthermore, their fuzzy extractors were implemented with MATLAB which already provides working implementations for some codes. They examined a handful of widely used codes with different key lengths and helper data bits and about the same bit-flip probability. In particular, they used a generalised multipleconcatenated RM code, a BCH repetition code, a GC RM code, a GC RS code, Polar codes using Successive Cancellation (SC) decoding and Hash-Aided Successive Cancellation List (HA-SCL) decoding, and finally, serially concatenated BCH and Polar codes using either SC or BP decoding. Although its generalised multiple-concatenated RM code uses by far the most auxiliary data bits, its error probability, in the range of $10^{-6}$, is among the worst. Both GC codes exhibit the best, i.e. the lowest failure probability, closely followed by the serially concatenated BCH and Polar codes using BP decoding. Detailed results can be found in their paper accordingly. However, in addition, the authors used many PUF responses orig-
inating from the same PUF that was used to initialise the fuzzy extractor, and also many PUF responses originating from other PUFs of the same type. In this way, they were able to examine the security aspects of the codes and the relevant fuzzy extractors more closely. The results can be seen in Table 3.2. In this case, they only investigated the standard fuzzy extractor as proposed by Dodis et al. [95] using a BCH code, as well as the efficient fuzzy extractor by Kang et al. [110] using a BCH code, Polar codes using HA-SCL decoding, and serially concatenated BCH and Polar codes. It is evident that Polar codes using the HASCL decoding exhibit the best properties compared to those of the other schemes, closely followed by serially concatenated BCH and Polar codes. The other two codes suffer from a very high failure rate when a different PUF instance is being used, that is, unauthenticated PUF responses are being recognised as authenticated ones. This would, of course, open the door to possible attackers who could use random PUF responses to get to the secret protected by the fuzzy extractor.

Table 3.2: Failure probabilities through Intra and Inter PUF distance effects, taken from Korenda et al. [109].

| Code | \% Error when the <br> same PUF is used | \% Error when a <br> different PUF is used |
| :---: | :---: | :---: |
| BCH | $0.2 \%$ | $47.62 \%$ |
| Efficient BCH | $12.5 \%$ | $48.98 \%$ |
| Polar HA-SCL | $0 \%$ | $19.23 \%$ |
| SC BCH Polar | $0 \%$ | $23.68 \%$ |

Moreover, a 2019 paper by Gao et al. [111] focuses on fuzzy extractors using BCH codes. To compare the BCH codes in practice, a SRAM PUF data set containing measurements at different temperatures was used [112].

The authors refer to a BCH code not by the usual distance parameter $d$ or $\delta$, but rather by $t$, which is the number of errors which the BCH code can correct, that is, $t=\lfloor(d-1) / 2\rfloor$, according to Lemma 1. The authors examine different BCH codes regarding their Key Failure Rate (KFR) and overhead. The KFR assesses the probability that the resulting extracted key from "correct" (but noisy) PUF responses is correct, while the overhead is just a measure of the computational complexity of the corresponding procedure, i.e. the number of clock cycles and memory required.
The KFR is examined for three different types of preprocessors and fuzzy extractors used in conjunction with each other. Table 3.3 shows clearly that their proposed fuzzy extractor Multiple Reference Response (MRR) enrollment procedure is superior to the standard Single Reference Response (SRR) enrollment procedure. The typical SRR method extracts a key from the information provided by a single PUF response, whereas MRR uses the information provided by many different PUF responses from the same PUF instance, perhaps even under different environmental conditions. This makes MRR fuzzy extractors more resistant to environmental influences such as temperature.

However, in addition to the fuzzy extractors, the preprocessors also have a significant impact on the KFR, with the typical single readout method being the worst. Using the result of the majority vote of many PUF responses as input to the fuzzy extractor can give better results. Better still, preselecting stable bits within the PUF response can further reduce the KFR.

As seen in Table 3.4, the number of clock cycles needed to encode a given PUF response increases significantly as the block length $n$ of the underlying BCH code increases, and so does the memory usage for both Ferroelectric Random Access Memory (FRAM) and SRAM. Their reported FRAM usage corresponds to the size of the .text segment of the

Table 3.3: KFRs for various BCH code-based fuzzy extractors, taken from Gao et al. [111].

|  |  | Single readout |  |  |  | Majority voting |  |  | Preselection |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(n_{1}, k_{1}, t_{1}\right)$ | block num. | SRR | 2MRR | 3MRR | \||| | SRR | 2MRR | 3MRR | SRR | 2MRR | 3MRR |
| $(63,18,10)$ | 8 | 0.6074 | 0.2821 | $2.67 \times 10^{-2}$ | \||| | 0.4355 | 0.1446 | $2.7 \times 10^{-3}$ | $2.26 \times 10^{-2}$ | $1.10 \times 10^{-2}$ | $8.21 \times 10^{-6}$ |
| $(63,16,11)$ | 8 | 0.3789 | 0.1342 | $8.2 \times 10^{-3}$ | \||| | 0.2366 | $5.9 \times 10^{-2}$ | $6.22 \times 10^{-4}$ | $6.8 \times 10^{-3}$ | $3.0 \times 10^{-3}$ | $9.85 \times 10^{-7}$ |
| (127,29,21) | 5 | 0.1712 | $2.86 \times 10^{-2}$ | $2.49 \times 10^{-4}$ | \||| | $7.55 \times 10^{-2}$ | $7.1 \times 10^{-3}$ | $2.82 \times 10^{-6}$ | $1.79 \times 10^{-4}$ | $4.36 \times 10^{-5}$ | $2.97 \times 10^{-11}$ |
| $(127,22,23)$ | 6 | $6.62 \times 10^{-2}$ | $7.4 \times 10^{-3}$ | $3.04 \times 10^{-5}$ | \||| | $2.39 \times 10^{-2}$ | $1.4 \times 10^{-3}$ | $1.91 \times 10^{-7}$ | $2.08 \times 10^{-5}$ | $4.19 \times 10^{-6}$ | $5.47 \times 10^{-13}$ |
| $(127,15,27)$ | 9 | $5.7 \times 10^{-3}$ | $2.95 \times 10^{-4}$ | $2.66 \times 10^{-7}$ | \||| | $1.4 \times 10^{-3}$ | $3.51 \times 10^{-5}$ | $5.09 \times 10^{-10}$ | $1.66 \times 10^{-7}$ | $2.67 \times 10^{-8}$ | $<10^{-21}$ |
| (255,47,42) | 3 | $2.48 \times 10^{-2}$ | $9.0 \times 10^{-4}$ | $1.25 \times 10^{-7}$ | \||| | $5.4 \times 10^{-3}$ | $6.8 \times 10^{-5}$ | $2.47 \times 10^{-11}$ | $6.69 \times 10^{-8}$ | $4.58 \times 10^{-9}$ | $<10^{-21}$ |
| (255,29,47) | 5 | $2.8 \times 10^{-3}$ | $3.96 \times 10^{-5}$ | $8.27 \times 10^{-10}$ | \||| | $3.83 \times 10^{-4}$ | $1.62 \times 10^{-6}$ | $3.66 \times 10^{-14}$ | $3.92 \times 10^{-10}$ | $1.65 \times 10^{-11}$ | $<10^{-21}$ |
| (255,21,55) | 7 | $1.52 \times 10^{-5}$ | $4.72 \times 10^{-8}$ | $4.59 \times 10^{-14}$ | \||| | $9.90 \times 10^{-7}$ | $7.17 \times 10^{-10}$ | $<10^{-21}$ | $1.79 \times 10^{-14}$ | $<10^{-21}$ | $<10^{-21}$ |
| (255,13,59) | 10 | $7.97 \times 10^{-7}$ | $1.45 \times 10^{-9}$ | $<10^{-21}$ | \||| | $3.56 \times 10^{-8}$ | $1.59 \times 10^{-11}$ | $<10^{-21}$ | $<10^{-21}$ | $<10^{-21}$ | $<10^{-21}$ |

corresponding implementation for the BCH code. The SRAM usage is the amount of memory allocated for the internal state of the program, that is, the amount of memory usually referred to as "Random Access Memory (RAM)." It should also be noted that either reducing the dimension $k$ of the BCH code or increasing its error-correcting capability $t$ will result in fewer clock cycles but increased memory usage. The reason why $k$ must get smaller as $d$ increases is most likely the so-called Singleton bound $d+k \leq n+1$ which enforces an upper bound on $d+k$ when $n$ is fixed which is exactly the case in each of the individual blocks of rows in Table 3.4.

Table 3.4: Encoding and decoding overhead, respectively, for various BCH codes, taken from Gao et al. [111].

| $\left(n_{1}, k_{1}, t_{1}\right)$ | clock cycles | FRAM usage | SRAM usage |
| :---: | :---: | :---: | :---: |
| $(63,18,10)$ | 53,944 | 858 bytes | 114 bytes |
| $(63,16,11)$ | 51,003 | 738 bytes | 117 bytes |
| $(63,7,15)$ | 31,577 | 842 bytes | 126 bytes |
| $(127,64,10)$ | 238,671 | 858 bytes | 197 bytes |
| $(127,57,11)$ | 248,433 | 1,002 bytes | 204 bytes |
| $(127,50,13)$ | 235,005 | 1,034 bytes | 211 bytes |
| $(127,43,14)$ | 219,095 | 1,050 bytes | 218 bytes |
| $(127,36,15)$ | 198,758 | 1,044 bytes | 225 bytes |
| $(127,29,21)$ | 181,438 | 1,058 bytes | 232 bytes |
| $(127,22,23)$ | 167,509 | 1,072 bytes | 239 bytes |
| $(127,15,27)$ | 111,335 | 1,054 bytes | 246 bytes |
| $(255,123,19)$ | 930,093 | 1,370 bytes | 394 bytes |
| $(255,63,30)$ | 680,087 | 1,418 bytes | 454 bytes |
| $(255,47,42)$ | 583,024 | 1,446 bytes | 470 bytes |
| $(255,37,45)$ | 476,744 | 1,492 bytes | 480 bytes |
| $(255,29,47)$ | 377,220 | 1,506 bytes | 488 bytes |
| $(255,21,55)$ | 294,783 | 1,520 bytes | 496 bytes |
| $(255,13,59)$ | 201,535 | 1,418 bytes | 504 bytes |


| $\left(n_{1}, k_{1}, t_{1}\right)$ | $\|\|c l\|\| c \mid$ |  |  |
| :---: | :---: | :---: | :---: |
| $(63,18,10)$ | clock cycles | FRAM usage | SRAM usage |
| $(63,16,11)$ | 393,836 | 1,882 bytes | 1,226 bytes |
| $(63,7,15)$ | 435,027 | 2,022 bytes | 1,168 bytes |
| $(127,64,10)$ | 626,881 | 2,572 bytes | 1,154 bytes |
| $(127,57,11)$ | 748,923 | 3,676 bytes | 1,226 bytes |
| $(127,50,13)$ | $1,030,444$ | 3,942 bytes | 1,228 bytes |
| $(127,43,14)$ | 978,775 | 4,726 bytes | 1,228 bytes |
| $(127,36,15)$ | $1,057,415$ | 5,006 bytes | 1,228 bytes |
| $(127,29,21)$ | $1,574,426$ | 6,602 bytes | 1,228 bytes |
| $(127,22,23)$ | $1,742,276$ | 7,134 bytes | 1,226 bytes |
| $(127,15,27)$ | $2,102,222$ | 8,198 bytes | 1,228 bytes |
| $(255,123,19)$ | $2,515,163$ | 11,958 bytes | 1,228 bytes |
| $(255,63,30)$ | $4,116,796$ | 17,700 bytes | 1,228 bytes |
| $(255,47,42)$ | $6,102,010$ | 23,964 bytes | 1,228 bytes |
| $(255,37,45)$ | $6,582,507$ | 25,530 bytes | 1,226 bytes |
| $(255,29,47)$ | $6,976,341$ | 26,574 bytes | 1,228 bytes |
| $(255,21,55)$ | $8,345,992$ | 30,750 bytes | 1,226 bytes |
| $(255,13,59)$ | $8,528,363$ | 34,566 bytes | 1,298 bytes |

Furthermore, both the decoding complexity and the FRAM usage increase significantly as $n$ increases. This is because larger blocks require more computing power to decode than smaller blocks. However, SRAM usage is almost completely stable across all measurements since the authors use syndrome-based decoding. Moreover, both clock cycles and FRAM usage increase additionally when decreasing $k$ or increasing $t$. Again, the Singleton bound enforces the upper bound on the sum $d+k$, so increasing $t$ forces $k$ to decrease. Additionally, when increasing $t$, more errors need to be taken care of.
Finally, the authors discuss a Helper Data Manipulation (HDM) attack [113] which applies to soft-decision decoding algorithms. However, since syndrome decoding is a hard-decision scheme, it is not applicable in this case.
Finally, in 2020, Hiller et al. [10] published another in-depth comparison of ECCs in the context of fuzzy extractors in FPGAs. The authors used BCH codes, RM codes, Polar codes, extended Golay codes, repetition codes, and some other procedures that do not depend on ECCs. For this reason, these approaches are beyond the scope of this paper.

However, the authors additionally compared different extractor algorithms after explaining their inner workings. The authors mention three important criteria for fuzzy extractors:

1. Chip area: The implementation cost of the PUF (intrinsic versus extrinsic), a trade-off between the number of PUF bits and the algorithmic complexity of post-processing.
2. Helper data: The storage cost (depending on their length, the speed of the memory), as well as their integrity.
3. Run time: The real-time constraints, potential usage of pipelining.

Furthermore, additional data about the PUF bits could be taken into account, such as their spatial correlation or bias, to select the best-suited ECC for the given use case. It is important to note that the implementation of the BCH code from [10] uses in part a custom decoding algorithm, which is explained in detail in their work. The authors additionally list four fuzzy extractor approaches for use with linear ECCs:

1. CO fuzzy extractor: The typical fuzzy extractor as proposed by Dodis et al. [95].
2. Systematic Low-Leakage Coding (SLLC): Provides additional masking of helper data bits using PUF response bits; see Kang et al. [110].
3. Complementary Index-Based Syndrome coding (C-IBS): Using a repetition-like code, pointers to specific bits in the PUF response are the helper data; see Yu and Devadas [114].
4. Maximum-Likelihood Symbol Recovery (MLSR): Instead of computing pointers to specific bits, they point to different blocks in the PUF response; see Yu et al. [115].
Various combinations of these fuzzy extractor approaches and ECCs have been examined. Regarding helper data bits, the BCH code with the CO fuzzy extractor has performed the best, requiring the least amount of bits, closely followed by the extended Golay code using the same fuzzy extractor. The RM code they used needed almost three times the amount of helper data bits when using the C-IBS approach and five times more when using the CO fuzzy extractor. It is also obvious that the amount of helper data bits only increases linearly in the case of BCH codes using the CO construction. However, when the allowed error probability of the fuzzy extractor is reduced, the number of helper data bits of the CO-BCH approach grows quadratically. In this case, Polar codes seem to exhibit the best performance, closely followed by a hybrid approach using RM and RS codes. In terms of the clock cycles required for the decoding algorithm, i.e. key reproduction, RM codes are clearly superior to BCH codes. This behaviour also changes when the allowed error probability is decreased. In that case, the BCH codes perform very similar to the RM codes. Detailed results can be found in [10] and Figure 3.2. Finally, the authors give several recommendations for choosing the right ECC, some of which are listed below:

- Use all available information: If the PUF is known to have a certain error pattern, the code should be able to error correct it. In addition, if the error rate is known or estimated, BCH codes could be constructed with this information in mind.
- Decrease error rate beforehand: Ignoring unreliable bits is crucial in reducing the number of clock cycles needed for the decoding algorithm.
- Rather more than too little error correction: To improve reliability, the PUF size may also be increased instead of choosing a "better" ECC.
- Avoid side-channels: Iterative approaches such as BP are known to exhibit datadependent timing behaviour. This is particularly evident in the work of Mexis et al. [5, 108], who used BP decoding in the context of LDPC codes.
- Large blocks improve the error correction performance: Depending on the processing power of the verifier, the block size can be increased to achieve better code rates.


Figure 3.2: Performance of different ECC approaches designed for a key error probability of $10^{-6}$ and $10^{-9}$, respectively, taken from Hiller et al. [10].

### 3.2 CoCoA 5

The accompanying code for this master's thesis was written in $\mathrm{C}++$. However, since many algebraic features such as finite fields, polynomials, matrices, and basic operations on them are required, CoCoALib [116] has been used to ensure maximum efficiency for all procedures. The name CoCoA stands for "Computations in Commutative Algebra," and the CoCoALib library comes with an executable binary called CoCoA-5 [117], which provides a Command-Line Interface (CLI) that allows many of its functions to be used in a script-like manner. Overall, CoCoA is a CAS and was developed by the University of Genoa and is based on two smaller projects by Giovini and Niesi [118], which were merged in 1988 to form the software CoCoA under the coordination of Robbiano [119]. In 1990, the authors released the first version, CoCoA 0.99 , which was able to handle multivariate polynomial rings, ideals, and many algebraic algorithms such as the Buchberger Algorithm to calculate Gröbner bases [55, 56]. Since then, many people such as Robbiano, Kreuzer, Abbott, and Bigatti have joined the team and continue to develop the software, releasing CoCoA versions 3,4 and 5 .

For this thesis, all algorithms were first written in the high-level programming language CoCoALANGUAGE, extensively tested, and then ported to $\mathrm{C}++$ to be tested, improved, and optimised again. An example written in this programming language is shown in Listing 3.1.

Listing 3.1: The Buchberger algorithm [55,56] from Algorithm 9 for finding a Gröbner basis of a set of polynomials in CoCoALanguage.

```
define Buchberger(G)
    // Make all monic for a (sometimes) nicer GB
    G := [monic(g) | g in G];
    r := len(G);
    B := [x in tuples(1..r, 2) | 1 <= x[1] and x[1] < x[2] and x[2] <= r];
    while B <> [] do
        p := B[1];
        remove(ref B, 1);
        gj := G[p[1]];
        gk := G[p[2]];
        // Optimization: Skip if LTs are coprime
        if IsCoprime(LT(gj), LT(gk)) then
            continue;
        endif;
```


## 3 Related Work

```
    t := lcm(LT(gj), LT(gk));
    Sjk := (t / LM(gj)) * gj - (t / LM(gk)) * gk;
    R := NR(Sjk, G);
    if R <> O then
    // Make monic for a (sometimes) nicer GB
    append(ref G, monic(R));
    r := len(G);
    B := concat(B, [[i, r] | i in 1..(r-1)]);
    endif;
endwhile;
return G;
enddefine; -- Buchberger
```


## Implementation

As explained in Section 3.2, the accompanying code for this master's thesis was written in $\mathrm{C}++$ using the CoCoALib [116] library. However, to make the compilation process as easy as possible, installation instructions tested on Windows 10 and 11 using Cygwin [120] and Ubuntu (each 64-bit) are included in a markdown formatted README.md file. 32-bit Operating Systems (OSs) have not been explicitly tested, but should be compatible. The first thing to do is compile CoCoALib, which is done by installing some packages as described in the README.md file, downloading the source to a specific folder, and then running a make_cocoalib.sh shell script file. Then CMake [121] is used to first generate Makefiles, which are then executed using Make [122] to build the project. A .editorconfig file is also included to define general guidelines for all files in the project using EditorConfig [123].
The whole project is available as open-source on GitHub ${ }^{5}$ under the Massachusetts Institute of Technology (MIT) licence, which is a permissive licence. This allows the project to be used commercially, modified and redistributed in any way, as long as the copyright notice is still included. In addition, each entity (function, class, its members, etc.) has been documented in code in a format that can be converted to a manual using Doxygen [124]. If Graphviz [125] is installed and its dot tool is detected, Unified Modeling Language (UML) diagrams are also generated.

Finally, the architecture of the project is outlined. Being a $\mathrm{C}++$ project, it is standard procedure to split the code into header files and source files. Therefore, the header files containing the function declarations are in the include directory, while the src directory contains their definitions. Moreover, the root CMake module, called ECC, is divided further into the following submodules:

- util: General utility functions that are not specific to any use case
- types: General linear and cyclic code specific entities (Sections 2.1.1 and 2.1.2)
- BCH: BCH and RS code specific entities (Sections 2.1.2.1 and 2.1.2.2)
- Golay: Golay code specific entities (Section 2.1.1.2)
- Ham: Hamming code specific entities (Section 2.1.1.1)
- RM: RM code specific entities (Section 2.1.1.3)
- Fuzzy: Fuzzy extractor specific entities (Section 2.2)
- test: Executable test cases for all of the above codes and fuzzy extractors

[^4]
## 4 Implementation

### 4.1 CoCoALib’s Built-Ins

As already explained in Section 3.2, CoCoALib offers many built-in functions and data types. These entities are mostly available in the global namespace CoCoA. For this reason, the code for this master's thesis is available in the sub-namespace CoCoA: :ECC, to make everything as accessible as possible without using the using namespace directive. In terms of throwing errors, the CoCoA_THROW_ERROR macro is used to be consistent with CoCoALIB's standard practices. As a result, an ErrorInfo object is thrown as an exception, which contains additional information about the crash, such as the line number of the exception and even a detailed error message, which can be either custom or one of the predefined ones from the CoCoA: :ERR sub-namespace.

The most important built-in data types are listed below:

- BigInt: A "normal" integer that can be larger (in theory infinitely long; RAM is one of the limits) than the usual $\mathrm{C}++$ data types
- ring: An algebraic ring which can be a RingZZ $(\mathbb{Z})$, RingQQ $(\mathbb{Q})$, RingFp $\left(\mathbb{F}_{p}\right)$, SparsePolyRing (polynomial ring) etc.
- RingElem: An element of an algebraic ring
- ConstRefRingElem: Type alias for const RingElem \&
- (Const)MatrixView: Conversion object that provides access functions to vectors and similar data structures and even concatenated or modified (Const) MatrixViews as matrices
- matrix: A fully converted matrix; its entries are no longer pointers or references as in (Const) MatrixView, but are now in their own matrix object

Detailed information and examples about these data types and many more can be found in the CoCoALib manual. In addition to these data types, functions are provided in order to aid constructing or manipulating them. For instance, a ring can be constructed using either RingZZ(), RingQQ(), NewPolyRing(ring) or NewZZmod (BigInt) etc. There are also functions such as power (...) which allow one to take the power of a e.g., BigInt or RingElem. Furthermore, operator overloading allows most algebraic data types to be added, multiplied, etc. using their respective standard C++ syntax. However, it is important to note that the operator^ is not used to take the power of any object. This is because it references the bitwise eXclusive OR (XOR) operator by default in $\mathrm{C}++$, and therefore its operator precedence is lower than that of operator*. As a result, $3 * x^{\wedge} 2$ would evaluate to the same value as $\left(3^{\sim} 2\right) *\left(x^{\wedge} 2\right)$, which is not expected.

Finally, the accompanying code for this master's thesis contained two functions, IsPrimitivePoly and IsPrimitivePoly_NoArgChecks, which allowed one to check whether a given polynomial was primitive, using an approach very similar to that of Alanen and Knuth [126]. After careful consideration, it seemed beneficial to include this procedure in the official release of CoCoALib itself. For this reason, Abbott included the functions in CoCoALib 0.99815 , but for legacy reasons they still also reside in a multi-line comment in the util submodule.

### 4.2 Error Correction Codes

In this and the following subsections, the implementation of the various ECCs is explained in detail. However, before discussing specific implementations for the ECCs, the common procedures defined in the types submodule are explained. It contains two files: linear. H and cyclic. H which define procedures for linear and cyclic codes, respectively.

## 4 Implementation

Since every linear code is uniquely defined (up to equivalence/isomorphism) through its corresponding generator matrix or parity-check matrix, the two functions matrix checkMat (const matrix $\& G$ ) and matrix genMat (const matrix \&H) can be used to compute a corresponding generator matrix out of the parity-check matrix of a linear code and vice versa, according to Lemma 6. It should be noted that both functions expect the input matrix to be systematic. Additionally, linear. H declares a function matrix linEncode (const matrix \&G, const matrix \&W) which is able to encode a word w to its corresponding codeword using the generator matrix G. For this, according to Theorem 5, it is sufficient to just return w $*$ G.
On the other hand, cyclic. H declares common procedures for cyclic codes. This file again contains a procedure to calculate the check polynomial for a given generator polynomial. However, this time, not the check polynomial itself is calculated, but rather the so-called dual polynomial, that is, RingElem dualPoly (ConstRefRingElem g, const long n) where the additional parameter n is the block length of the code. The dual polynomial $\bar{h}$ is defined as $\bar{h}:=x^{k} h\left(x^{-1}\right)$ where $h$ is the check polynomial of the code. Hence, $\bar{h}$ can be effectively obtained through reverse(h) and vice versa. Moreover, the file contains the function RingElem sysEncodeCyclic (ConstRefRingElem g, ConstRefRingElem p, ConstRefRingElem $x$, const long $n$, const long $k$ ) which is able to systematically encode a given word p using the generator polynomial g , both defined in the indeterminate x , for a block code of block length n and dimension k . Hence, this function is effectively an implementation of Theorem 48. Finally, the function RingElem decodeCyclicGroebner (ConstRefRingElem g, ConstRefRingElem p, ConstRefRingElem $x$, ConstRefRingElem a, const long q, const long n, const long qn) is an implementation of Algorithm 10 where $\mathrm{g}, \mathrm{p}, \mathrm{x}$ and n are defined as in sysEncodeCyclic, a is a primitive element of the underlying field extension, $q$ its characteristic and qn the amount of elements in it.

### 4.2.1 Hamming Codes

As explained earlier, Table 2.1 allows us to devise an algorithm to efficiently decode Hamming codes. In order to construct the parity-check matrix for $\operatorname{Ham}(r, 2)$ (again, $q=2$ is fixed here since we only care about the binary Hamming codes), all the possible $n=2^{r}-1$ non-zero binary vectors need to be enumerated [11]. They form the columns of the paritycheck matrix. To create an equivalent systematic Hamming code, the vectors are first sorted in descending order by their Hamming weight and then lexicographically if some vectors have the same weight. In this way, an identity matrix is formed from the last few columns of the resulting matrix. This sorting is done using the standard std: :sort function and a comparator function bool sortHam(const vector<long> \&a, const vector<long> \&b). The parity-check matrix itself is generated in the function matrix hamH (const ring $\& R$, const long r , const long q).
A struct Ham is also defined as shown in Listing 4.1, which acts as a Data Transfer Object (DTO) holding the parameters of the Hamming code. The variables $r$ and $q$ are the parameters $r$ and $q$ from the definition of the Hamming code $\operatorname{Ham}(r, q) . \mathrm{R}$ is the underlying ring and $\mathrm{n}, \mathrm{k}$ and d are the block length, dimension and minimum Hamming distance of the code which are determined during object construction according to Lemma 18. H is the parity-check matrix computed by the above function hamH and the generator matrix $G$ is determined by genMat from types/linear.H.

## 4 Implementation

Listing 4.1: Declaration of the struct Ham.

```
struct Ham {
    const long r;
    const long q;
    const ring R;
    const long n;
    const long k;
    const long d = 3;
    const matrix H;
    const matrix G;
    Ham(const long r, const long q)
        : r(r), q(q), R(NewZZmod(q)), n((SmallPower(q, r) - 1) / (q - 1)),
        k(n - r), H(hamH(R, r, q)), G(genMat(H)) {
    }
};
```

Finally, the functions matrix encodeHam(const Ham \&ham, const matrix \&w) and matrix decodeHam (const Ham \&ham, const matrix \&w) are used to encode a word w using the given Hamming code ham. It is worth noting that the implementation can also handle non-binary Hamming codes, although they are not used in the fuzzy extractors. The encoding function simply delegates to linEncode from types/linear. $H$, while the decoding function is a brute-force algorithm that determines the unique error vector of Hamming weight 1.

### 4.2.2 Golay Codes

As with Hamming codes, a struct Golay is defined, as shown in Listing 4.2, which acts as a DTO for the parameters of the underlying Golay code. Again, G is the generator matrix, R the underlying ring/field, q its characteristic, n the block length of the code, k its dimension, and $d$ its minimum Hamming distance. However, this time, there are additional variables, called A, AExt, and GExt. First of all, A corresponds to the part of the generator matrix G which is not the identity matrix. Furthermore, GExt corresponds to the matrix of the extended Golay code which can be the same as $G$ if it is already extended. The definition of AExt is then analogous to A for GExt.
The class has two constructors: One takes just a number n, i.e., the block length of the Golay code which can be one of those $n$ listed in Table 2.2, and constructs its own underlying ring. The other one constructs a Golay instance over the given ring. If an invalid argument (e.g., 7) is provided, a CoCoA: :ERR:BadArg error is thrown.

The values for $q, n, k$ and $d$ are determined through formulas and ternary conditional statements which are equivalent to simple if or switch-case instructions. The other values are generated through the functions matrix golayMatPart (const ring $\& R$, long n) or matrix golayMatPart (long $n$ ) and matrix golayMat (const ring \&R, long $n$ ) or matrix golayMat(long n).

## 4 Implementation

Listing 4.2: Declaration of the struct Golay.

```
struct Golay {
    const matrix A;
    const ring R;
    const matrix G;
    const matrix AExt;
    const matrix GExt;
    const long q;
    const long n;
    const long k;
    const long d;
    explicit Golay(const long n)
        : A(golayMatPart(n)), R(RingOf(A)),
                G(NewDenseMat(ConcatHor(IdentityMat(R, NumRows(A)), A))),
                AExt(IsEven(n) ? A : golayMatPart(R, n + 1)),
                GExt(IsEven(n) ? G
                    : NewDenseMat(ConcatHor(IdentityMat(R, NumRows(AExt)), AExt))),
                q(n > 20 ? 2:3), n(n), k((n + 1) / 2),
                d(n / (5 - q)) /* magic formula */
    {
    }
    explicit Golay(const ring &R, const long n)
        : A(golayMatPart(R, n)), R(R),
                G(NewDenseMat(ConcatHor(IdentityMat(R, NumRows(A)), A))),
                AExt(IsEven(n) ? A : golayMatPart(R, n + 1)),
                GExt(IsEven(n) ? G
                    : NewDenseMat(ConcatHor(IdentityMat(R, NumRows(AExt)), AExt))),
                q(n > 20 ? 2:3), n(n), k((n + 1) / 2),
                d(n / (5 - q)) /* magic formula */
    {
    }
};
```

Again, analogous to Hamming codes, there are two functions matrix encodeGolay (const Golay \&golay, const matrix \&w) and matrix decodeGolay(const Golay \&golay, const matrix \&w) which are able to encode and decode words using the given Golay code instance, respectively. The encoder simply delegates to linEncode as well.

For decoding using the binary Golay codes, the algorithm by Hankerson et al. [19] is used. It is a very simple syndrome-based decoding algorithm which exploits the fact that any correctable error vector can only have a weight of $\leq 3$ (since the minimum Hamming distance of the Golay code can only be 6 or 7 ). Because of this, any word which had been encoded using the extended binary Golay code, must have at most 1 error in either the first or second half. The algorithm is described in Algorithm 16.

```
Algorithm 16 Decoding of the extended binary Golay code, adapted from Hanker-
son et al. [19].
Require: Message to decode \(w\), generator matrix \(G\) of \(G_{24}\)
    \(S \leftarrow w \cdot G^{T}\)
    if \(\mathrm{wt}(S) \leq 3\) then return \(w+[S, 0]\)
    end if
    if \(\mathrm{wt}\left(S+a_{i}\right) \leq 2\) for some row \(a_{i}\) of \(A\) then return \(w+\left[S+a_{i}, e_{i}\right]\)
    end if
    \(S_{A} \leftarrow S \cdot A^{T}\)
    if \(\mathrm{wt}\left(S_{A}\right) \leq 3\) then return \(w+\left[0, S_{A}\right]\)
    end if
    if \(\mathrm{wt}\left(S_{A}+a_{i}\right) \leq 2\) for some row \(a_{i}\) of \(A\) then return \(w+\left[e_{i}, S_{A}+a_{i}\right]\)
    end if
    return Cannot decode!
```

When decoding words using the non-extended binary Golay code, the last bit is simply calculated and added to the message. Then the above algorithm can also be applied to the word. It should also be noted that the ternary Golay codes have not yet been implemented which is why an CoCoA: : ERR :NYI error will be thrown when trying to decode any word using a ternary code instance.

### 4.2.3 Reed-Muller Codes

Again, a struct RM acts as a DTO for the parameters of the underlying RM code, as shown in Listing 4.3. Obviously, R is the underlying ring, $\mathrm{n}, \mathrm{k}$ and d are the block length, dimension and minimum Hamming distance of the code, respectively, and G is its generator matrix. If the underlying code is $\mathrm{RM}(r, m)$, then these two parameters $r$ and $m$ correspond to r and m , respectively.

In order to understand the other variables, it is important to mention that the implementation of the RM codes is based on the work by Raaphorst [127]. There, the RM codes are defined similarly to here in Section 2.1.1.3, with the only difference being that Raaphorst also introduced affine geometries. Also, the decoding algorithm given in his work is only a bit different than Algorithm 7, since both procedures utilise simple majority logic decoding.

The definition of the last few variables is as follows. Since the monomials $x_{i}$ of the code as defined in Section 2.1.1.3 can be translated to vectors in the ring R, the function genXrows does exactly this translation and the result is held in the variable xrows. Moreover, votingRows holds exactly all the translated monomial vectors which are not in each row, respectively. Finally, ribd (short for "row indices by degree") holds the indices of the rows which correspond to monomials of given degree $i$, each.
The functions genK, genG, genVotingRows and genRibd are the functions which calculate k, G, votingRows and ribd, respectively. These "generators" are only needed during the construction of an RM object which is why the functions are marked both private and static. Due to the recursive nature of RM codes, their construction using this procedure involves some recursive computations. There are again two ways to construct an RM object. Either by the specification of only $r$ and $m$ or using an additional argument $R$ which is expected to be the ring $\mathbb{F}_{2}$. In the former case, such a ring is constructed instead.

## 4 Implementation

Listing 4.3: Declaration of the struct RM.

```
struct RM {
    const ring R;
    const long r;
    const long m;
    const long n;
    const long k;
    const long d;
    const vector<vector<RingElem>> xrows;
    const matrix G;
    const vector<vector<vector<RingElem>>> votingRows;
    const vector<long> ribd;
    RM(const long r, const long m) : RM(NewZZmod(2), r, m) {
    }
    RM(const ring &R, const long r, const long m)
        R(R), r(r), m(m), n(SmallPower(2, m)), k(genK(r, m)),
                d(SmallPower(2, m - r)), xrows(genXrows(R, m)),
                G(genG(R, r, m, xrows)), votingRows(genVotingRows(R, r, m)),
        ribd(genRibd(r, m)) {
    }
private:
    static long genK(long r, long m);
    static vector<vector<RingElem>> genXrows(const ring &R, long m);
    static matrix genG(const ring &R, long r, long m,
                                    const vector<vector<RingElem>> &xrows);
    static vector<vector<vector<RingElem>>> genVotingRows(const ring &R,
                                    long r, long m);
    static vector<long> genRibd(long r, long m);
};
```

Since the RM codes are linear, matrix encodeRM (const RM \&rm, const matrix \&w) again only delegates to linEncode. The function matrix decodeRM (const RM \&rm, matrix w) uses the list ribd in order to perform majority voting on the relevant rows of the generator matrix G.

### 4.2.4 BCH Codes

The struct BCH holds the parameters of the underlying BCH code. The variables $\mathrm{n}, \mathrm{k}$ and d again stand for the block length, dimension and minimum Hamming distance of the BCH code, respectively. Also, q is again the characteristic of the underlying field and qn the number of its elements. The underlying polynomial ring is stored in R. Alas, the implementation can only handle primitive BCH codes. Since the underlying field is a splitting field extension, there is a primitive polynomial $f(\alpha)$, which is dependent on the indeterminate $\alpha$ and defines the field $\mathbb{F}_{p}[\alpha] /\langle f(\alpha)\rangle$ which is isomorphic to the underlying field. In the accompanying code this is exactly how the field is expected to be defined. Hence, qn is the same value as $\mathrm{q}^{\mathrm{m}}$ where $\mathrm{m}=\operatorname{deg}(f)$. It should also be mentioned that popular choices for this $f(\alpha)$ are Conway polynomials as explained in Section 1.1. The variables a, g and x are then the primitive element of the underlying field and generator polynomial of the BCH code, dependent on the indeterminate x .

## 4 Implementation

A big difference between the struct BCH and other aforementioned structs is that this time the constructor is "dumb" in a way. It only initialises the internal variables either normally or through std::moves. Because of this, BCH instances should be constructed using the function BCH constructBCH (const long $q$, const long d, const long c , const string \&prim, const string \&alpha, const string \&x). It takes as input the desired characteristic of the underlying field q , designed distance d , sense c , primitive polynomial prim, dependent on the indeterminate with name alpha, and the desired generator polynomial indeterminate name x . The function first initialises a polynomial ring $\mathbb{F}_{\mathrm{q}}[\mathrm{alpha}] /\langle\mathrm{f}\rangle[\mathrm{x}] \cong \mathbb{F}_{\mathrm{q}^{m}}[\mathrm{x}]$ and then proceeds with the calculation of the generator polynomial g. This is done using Definition 33. Lastly, the parameters of the BCH code can be determined using Lemma 63 and Theorem 64.

Listing 4.4: Declaration of the struct BCH.

```
struct BCH {
    const long q;
    const long qn;
    const long n;
    const long k;
    const long d;
    const long c;
    const RingElem a;
    const RingElem g;
    const RingElem x;
    const ring R;
```

    BCH (const long q , const long qn, const long n , const long k ,
        const long d, const long c, RingElem a, RingElem g, RingElem x)
        \(: q(q), q n(q n), n(n), k(k), d(d), c(c)\),
            a(std::move(a)), g(std::move(g)), x(std::move(x)), R(owner(x)) \{
    \}
    \};

Encoding using BCH codes is done using the function RingElem encodeBCH (const BCH \&bch, ConstRefRingElem p) which delegates to sysEncodeCyclic from types/cyclic.H. Also, decoding of BCH codes using Gröbner bases is possible using the function decodeBCHGroebner (const BCH \&bch, ConstRefRingElem p) which delegates to decodeCyclicGroebner, also from types/cyclic.H. The "normal" RingElem decodeBCH (const BCH \&bch, ConstRefRingElem p) function uses Algorithms 12 to 15 to decode words using the Peterson-Gorenstein-Zierler and Chien Search algorithms. Additionally, the implementation features an implementation of Forney's algorithm [84] in order to be able to decode non-binary inputs.

Alas, CoCoALib's LinSolve function is not yet able to solve linear systems of equations in splitting fields. Because of this, LinSolve( $\mathrm{M},-\mathrm{V}$ ) is left as a comment in the code in favour of -inverse(M) * V.

### 4.2.5 Reed-Solomon Codes

Since, according to Definition 36, RS codes can be simulated using BCH codes, no extra implementation is necessary. The functions of Section 4.2 .4 are sufficient to handle RS codes properly.

## 4 Implementation

### 4.3 Fuzzy Extractor

Since the fuzzy extractor depends on the underlying ECC, it is important to have an abstraction layer that can be used as an interface in the fuzzy extractor methods. The two obvious ways would be the following:

1. Define an interface/superclass from which all ECC classes inherit
2. Pass function references/pointers directly into the fuzzy extractor on creation

Both ways have different pros and cons, some of which are listed below:

Interface/superclass

+ Allows inheritance $\quad+$ Flexibility
- Code bloat - Harder to read

Since only very few properties are shared between different ECCs, a superclass may be overkill in this case. Also, the readability of function references or pointers can be greatly improved by specifying a type alias for the signature of the function that is expected to be passed into the fuzzy extractor class. Listing 4.5 defines a type alias ECCFn for a function whose only input is a const matrix \& and which returns a matrix. This type alias can be used as-is for any code whose code words are usually described in matrix or vector form or similar. However, since this is not the case for cyclic codes, whose codewords are usually polynomials in a finite ring, conversion functions are needed for matrix $\leftrightarrow$ RingElem. Since these are also useful in other scenarios, they have been placed in the util submodule.

Listing 4.5: Type alias for the signature of an encoding or decoding function of an ECC. using ECCFn = std::function<matrix(const matrix \&) >;

In order to provide the best portability, a struct FuzzyExtractor has been declared as shown in Listing 4.6. The type alias from Listing 4.5 is declared inside the struct itself. It is worth mentioning that there are two different constructors. The former constructor generates random helper data, whilst the latter takes in an additional HelperData object that specifies the helper data that should be used. In order to avoid retrospective changes to the passed HelperData object, but simultaneously also avoid copying the object, it is moved instead. The function names generateHelperData and extract are taken from Mexis et al. [5, 108] where the former represents the generation phase Gen and the latter represents the reproduction phase Rep of the fuzzy extractor as defined in Equation (2.1). There is an additional function that returns a copy of the internal HelperData object to avoid modifications. The private function strongExtract defines a strong extractor, that is, Ext in the context of the fuzzy extractor. The underlying hash function is a MIT licensed SHA-256 implementation in C ++ by Lambert [128] that has been forked and included as Git submodule.

Listing 4.6: Declaration of the struct FuzzyExtractor.
struct FuzzyExtractor \{
using ECCFn = std::function<matrix(const matrix \&)>;
FuzzyExtractor(ECCFn encode, ECCFn decode, long messageBits, long parityBits)
: encode(std::move(encode)), decode(std::move(decode)), messageBits(messageBits), parityBits(parityBits), helperDataSet(false), hd(HelperData()) \{
\}
FuzzyExtractor (ECCFn encode, ECCFn decode, long messageBits, long parityBits, HelperData hd) : encode(std::move(encode)), decode(std::move(decode)),
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```
        messageBits(messageBits), parityBits(parityBits),
        helperDataSet(true), hd(std::move(hd)) {
    }
    matrix generateHelperData(const matrix &w);
    matrix extract(const matrix &wd);
    HelperData getHelperData() {
        return {hd}; // Copy to avoid modifying
    }
private:
    ECCFn encode;
    ECCFn decode;
    long messageBits;
    long parityBits;
    bool helperDataSet;
    HelperData hd;
    static matrix strongExtract(const matrix &w);
};
```

The struct HelperData features a default constructor that initialises a HelperData object with two empty matrices. The default constructor is not really needed in this case, but it removes compiler warnings. In the struct FuzzyExtractor it is only used as a placeholder until the real helper data has been set, which is indicated through the bool helperDataSet. Apart from that, a HelperData object is an effectively immutable DTO that only holds the two helper data parts.

Listing 4.7: Declaration of the struct HelperData.

```
struct HelperData {
    matrix s;
    matrix x;
    HelperData() : HelperData(NewDenseMat(RingZZ(), 0, 0),
                                    NewDenseMat(RingZZ(), 0, 0)) {
    }
    HelperData(const matrix &s, const matrix &x) : s(s), x(x) {
    }
};
```

From the above assertions, it can be deduced that the function generateHelperData should cause a short circuit by throwing an error if the object HelperData has already been set. Furthermore, since the used SHA-256 library only accepts std: :strings and uint8_t arrays, and returns only uint8_t arrays, two additional conversion functions are needed. The rest can be easily accomplished using CoCoA-5's built-in operators and functions as described in Section 4.1.

## Comparison

The main contribution of this Master's thesis is the comparison of the above-mentioned ECCs, which is done in this chapter. In order to compare ECCs specifically in the context of fuzzy extractors, different metrics need to be considered. An obvious choice is the block length $n$, the dimension $k$ and the minimum Hamming distance $d$, which have been derived for all ECCs in Section 2.1. Building on this, their respective error correction capabilities should be studied in detail.

However, there are other metrics that should also be considered, as they have a direct impact on the overhead required by the respective decoding (or even encoding) algorithms. This includes, but is not limited to, whether the code is linear or even cyclic, its time complexity, and its memory usage. In addition to their theoretical complexity, their practical implementation should also be examined in detail.

### 5.1 Linearity and Cyclicality

The first and most important thing to determine is whether the ECCs being examined are linear or even cyclic. For this reason, Table 5.1 gives an overview of all the above binary codes and their characteristics in this respect.

Table 5.1: Comparison of the examined ECCs in terms of linearity and cyclicality. $\boldsymbol{\checkmark}$ and $\boldsymbol{x}$ mean yes and no, respectively. A $(\boldsymbol{\checkmark})$ means that the code does have this property, but it is usually not exploited, own creation.

| Code | Linear | Cyclic |
| ---: | :---: | :---: |
| $\operatorname{Ham}(r, 2)$ | $\checkmark$ | $(\checkmark)$ |
| $G_{23}$ | $\checkmark$ | $(\checkmark)$ |
| $G_{24}$ | $\checkmark$ | $\boldsymbol{X}$ |
| $\operatorname{RM}(r, m)$ | $\checkmark$ | $\boldsymbol{X}$ |
| BCH | $\checkmark$ | $\checkmark$ |
| RS | $\checkmark$ | $\checkmark$ |

Since each code has an associated generator matrix, they are all trivially linear. In addition, since BCH codes have been described in terms of a generator polynomial and RS codes have been described in terms of BCH codes, these two classes are also cyclic. On the other hand,
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RM codes are not cyclic. However, through puncturing as in Definition 38, a cyclic code can be obtained from any RM code [129].

For binary Hamming codes, Remark 62 applies and hence, they are all cyclic. However, as they are rarely considered as such, the check mark in this case is in parentheses. Moreover, according to Remark 61, the binary Golay code $G_{23}$ is also cyclic, but is again rarely considered as such. On the other hand, the extended binary Golay code $G_{24}$ is not cyclic.

Linearity is a very important property that almost all popular codes satisfy. Linearity also allows the construction of a generator matrix, which makes the encoding process as hard as matrix multiplication which can be easily implemented both in software and hardware. Decoding algorithms can also take advantage of this property by relying on syndromes and the like.

Cyclicality is a more specialised property that only a handful of codes satisfy. Since cyclicality implies linearity, both generator matrices and generator polynomials can then be used to encode given messages. Additionally, syndromes can be defined both as matrices/vectors or polynomials when decoding a given word. Moreover, many decoders specific to cyclic codes can be applied to them.

### 5.2 Parameters

As mentioned earlier, the parameters, namely block length $n$, dimension $k$ and minimum Hamming distance $d$ of each examined code have been derived already in Section 2.1. However, the block length and dimension alone do not have a direct effect on the quality of the code, so they must be considered together in the form of the code rate $R$. Because of this, the code rate $R$ is also listed alongside the other metrics in Table 5.2. Since all the codes are linear, according to Table 5.1, the properties from Lemma 2 apply to all of them.

Table 5.2: Block length $n$, dimension $k$, minimum Hamming distance $d$ and code rate $R$ of the discussed binary codes, own creation.

| Code | $n$ | $k$ | $d$ | $R$ |
| ---: | :---: | :---: | :---: | :---: |
| $\operatorname{Ham}(r, 2)$ | $2^{r}-1$ | $2^{r}-r-1$ | 3 | $\frac{2^{r}-r-1}{2^{r}-1}$ |
| $G_{23}$ | 23 | 12 | 7 | $\frac{12}{23}$ |
| $G_{24}$ | 24 | 12 | 8 | $\frac{1}{2}$ |
| $\operatorname{RM}(r, m)$ | $2^{m}$ | $\sum_{i=0}^{r}\binom{m}{i}$ | $2^{m-r}$ | $\frac{\sum_{i=0}^{r}\binom{m}{i}}{2^{m}}$ |
| $\operatorname{BCH}$ | $n$ | $n-\operatorname{deg}(g(x))$ | $\geq \delta$ | $\frac{n-\operatorname{deg}(g(x))}{n}$ |
| $\operatorname{RS}$ | $q-1$ | $q-\operatorname{deg}(g(x))-1$ | $\operatorname{deg}(g(x))+1$ | $\frac{q-\operatorname{deg}(g(x))-1}{q-1}$ |

One can immediately see that the code rate of the extended binary Golay code $G_{24}$ from Section 2.1.1.2 is slightly worse than the code rate of the "normal" binary Golay code $G_{23}$. However, its minimum Hamming distance is better and allows the detection of one more error than $G_{23}$. Comparing the two values, we can see that the code rate is only $\approx 4 \%$ worse, while the minimum Hamming distance improves by $\approx 14 \%$, which is a worthwhile trade-off.

Alas, to compare the other code rates and distances, their respective formulas need to be evaluated. For this reason, different graphs have been created and are shown in Figure 5.1. It is very obvious that the code rate increases rather quickly for all the codes. However, for instance in the case of the binary Hamming codes, while the code rate surpasses 0.99 already at $r=10$, its block length $n$ is also already at 1023 whilst only providing a minimum distance of $d=3$. In summary, only one error can be corrected within each block of 1023
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bits which is not sufficient for most practical purposes. The famous [7, 4]-Hamming code, denoted as $\operatorname{Ham}(3,2)$ using the notation introduced in Definition 9, has a code rate of only $\approx 0.57$ while being able to correct a single error within each block of only 7 bits.


Figure 5.1: Code rate $R$ and the minimum Hamming distance $d$ of some investigated codes, own creation.

In conclusion, there seems to be a "sweet spot" which gives the best minimum Hamming distance $d$ given its code rate $R$ and block length $n$. The author proposes the following novel metric for a good first indicator:

## Definition

The Multiplicative metric $M$ is defined as the product

$$
M:=R \cdot \frac{d}{n}=\frac{k \cdot d}{n^{2}} .
$$

It is maximal when both $R$ and $\frac{d}{n}$ give very good values on their own.
It should also be mentioned that $\frac{d}{n}$ is often referred to as the error-correction rate [13] or relative minimum distance [130] of the code. For $G_{23}$ and $G_{24}$ this metric evaluates to $M \approx 0.159$ and $M \approx 0.167$ respectively, indicating that $G_{24}$ is a bit better, as expected. For binary Hamming codes and RM codes, their respective values can be extracted from Figure 5.2.


Figure 5.2: Visualisation of the $M$-metric for binary Hamming codes and RM codes, own creation.

It can be seen that this $M$-metric indicates that $\operatorname{Ham}(2,2)$ seems to be the best binary Hamming code, even before $G_{24}$. However, one should keep in mind that this $M$-metric is a very inconclusive metric which has its limits, especially when $n$ is very low which is the case with $\operatorname{Ham}(2,2)$ where $n=2^{2}-1=3$. In addition, $k=2^{2}-2-1=1$, so only a single message bit can be encoded, requiring 2 redundancy bits. For this reason, $\operatorname{Ham}(3,2)$ is most likely still preferred and more metrics have to be considered. Unfortunately, removing the square exponent from the denominator does not solve the problem, because then there is no finite maximum.

Finally, it should be mentioned that in the context of fuzzy extractors, the size of the helper data is exactly $n-k$, i.e. the amount of redundant bits in any given codeword. Since $R=\frac{k}{n}$ is correlated with $n-k$, the $M$-metric is also somewhat practical in this scenario, and the previous rankings and values from Table 5.2 and Figures 5.1 and 5.2 still apply. Thus, the extended binary Golay code seems to give very good results.

### 5.3 Error Correction Capability

The minimum Hamming distance $d$ parameter of each ECC directly determines how many errors can be detected and corrected by the respective code, according to Lemma 1. In conclusion, for example, both Golay codes can correct up to 3 errors, but detect 6 and 7 errors in the case of $G_{23}$ or $G_{24}$, respectively. However, since the theoretical error correction capability can be easily determined using Lemma 1 and Table 5.2 together, this section shall focus on the practical capability instead.

For this reason, both the ultimate and binary Shannon limit from Theorems 82 and 83, respectively, are used. They set a limit on error-free communication within a noisy channel, which can also be used to represent the noise in PUF responses. In order to test the different ECCs in this regard, $10^{6}$ bits have been randomly generated which are used to represent either one or many concatenated PUF responses. Using MATLAB [131] and its Communications Toolbox [132], noise using different $E_{b} / N_{0}$ levels has also been randomly generated and converted to discrete bits.

## 5 Comparison

The simulated PUF response bit string is split into blocks of length $k$ bits each (in the case of an ECC of dimension $k$ ) and encoded to a codeword. After concatenating all the codewords to a long bit string, the noise vector is applied to it by adding both vectors together. After that, the bit string is split again and each block of $n$ bits is decoded into its original response and all the decoded responses are again concatenated. Since each computation here is done over the field $\mathbb{F}_{2}$, it suffices to add the original vector to the resulting vector and calculate its Hamming weight in order to determine the number of errors that have occurred. By dividing that amount by the number of bits, the BER is determined and illustrated in Figure 5.3.


Figure 5.3: Comparison of the BER of some studied ECCs as a function of the noise level, own creation.

First, it is evident that the BCH code approach seems to yield the best error correction capability. Also, the Gröbner basis decoding approach provides only a marginal improvement over the standard Peterson-Gorenstein-Zierler algorithm. The examined BCH code is defined in the splitting field $\left(\mathbb{F}_{2}[\alpha] /\left\langle\alpha^{4}+\alpha+1\right\rangle\right)[x] \cong \mathbb{F}_{2^{4}}[x]$, has a designed distance of $\delta=7$ and is narrow-sense. Hence, it has the generator polynomial $x^{10}+x^{8}+x^{5}+x^{4}+x^{2}+x+1$, according to Definition 33.

Also, $G_{24}$ provides slightly better results than $G_{23}$ due to its ability to detect an additional error which enables it to cancel the decoding process in some cases where $G_{23}$ would introduce more errors. It can also be seen that none of the codes examined are close to the Shannon limit, unlike what some LDPC codes are able to achieve [133, 134]. Furthermore, the examined RM code $\mathrm{RM}(1,3)$ and Hamming code $\operatorname{Ham}(3,2)$ provide very similar error correction capabilities, with the latter being a bit better.

The burst error correction capability of BCH codes (due to their cyclicality) seems to have a huge effect on their rating which makes them far superior to the other codes examined.
Finally, it should be explained why no coding provides better results than most ECCs when the $E_{b} / N_{0}$ is less than $\approx-3 \mathrm{~dB}$. This is because the decoding algorithms of most ECCs introduce more errors than they correct if the noise level is too high.

### 5.4 Time Complexity

In this section, the theoretical time complexity of the various procedures is examined. First, the default encoding algorithms depend on a single operation, namely multiplication.

Specifically in the context of linear codes, a matrix-vector product needs to be computed. General matrix-matrix multiplication has a time complexity of $\mathcal{O}\left(n^{3}\right)$ when implemented using a naive algorithm. In the case of matrix-vector multiplication, this gets lowered down to $\mathcal{O}\left(n^{2}\right)$. However, using techniques such as erasure decoding [135] or the "Four Russians" method $[135,136]$ this run time can be reduced to $\mathcal{O}\left(n^{2} / \log n\right)$.
On the other hand, cyclic codes use polynomial multiplication for encoding. This can be done in $\mathcal{O}\left(n^{2}\right)$ using a trivial implementation. This run time can be lowered to $\mathcal{O}(n \log n)$ using the FFT [137]. However, the systematic encoder works in a different way. First, it does a multiplication of the input polynomial by some power of $x$ which is a simple shift of the entire polynomial. After this, the normal remainder (from Definition 29) of the resulting polynomial with respect to the generator polynomial needs to be calculated. Since it has a time complexity of $\mathcal{O}\left(n^{2}\right)$, it is the computationally intensive step [138]. The last step is simple polynomial subtraction which can be accomplished in linear time. For this reason, the final time complexity for systematic encoding in cyclic codes is also $\mathcal{O}\left(n^{2}\right)$.
In terms of decoding, the time complexities are listed in Table 5.3. For binary Hamming codes, the implementation has a time complexity of $\mathcal{O}\left(n^{2}\right)$ due to the brute-force approach. It is worth mentioning that this time complexity is actually $\mathcal{O}\left(q n^{2}\right)$. However, since $q=2$ and the vector divisions only need to try non-zero scalars, a single iteration is needed to decode binary Hamming codes. In addition, at the very beginning of the decoding process, a matrix-vector multiplication is performed, which, as already mentioned, also has a time complexity of $\mathcal{O}\left(n^{2}\right)$. Finally, it is worth noting that $n=2^{r}$, according to Table 5.2, and hence the time complexity is even exponential in $r$.

For the binary Golay codes, two matrix-vector multiplications are again performed, which have a time complexity of $\mathcal{O}\left(n^{2}\right)$ each. All other operations have a complexity of either $\mathcal{O}(n)$, e.g., vector addition, or $\mathcal{O}\left(n^{2}\right)$, e.g., matrix transposition. Since $n \in\{23,24\}$ is constant, one could argue that this time complexity is actually $\mathcal{O}(1)$, but that would be rather short-sighted.

The RM decoding algorithm depends on majority voting which is done for each row of the generator matrix. Using clever preprocessing as explained by Raaphorst [127], the decoding algorithm only needs to loop over $r$ entries and perform $\mathcal{O}(n)$ operations in each iteration. But again, $n=2^{m}$ and therefore the time complexity is exponential in $m$.

For the BCH and RS codes, the Peterson-Gorenstein-Zierler algorithm must compute the determinants of syndrome matrices. For this reason, the det function of CoCoALib chooses in the worst case the DetByBareiss approach, which is an implementation of the Bareiss algorithm [139] with a time complexity of $\mathcal{O}\left(n^{3}\right)$. However, this must be done several times, starting with a square matrix of size $\left\lfloor\frac{d-1}{2}\right\rfloor$ and decreasing the matrix size by 1 each iteration, as shown in Algorithm 13. Hence, the final worst-case time complexity is $\mathcal{O}\left(d n^{3}\right)$. It should be mentioned that the average time complexity is much better than that since det can also choose to call DetOfSmallMat which has explicit formulas for square matrices of size 2 to 5 , using e.g., the Rule of Sarrus.
Finally, the Gröbner basis decoding algorithm has some exponential time complexity which is not evaluated further in this work. This is due to the rather large number of indeterminates introduced to determine the error locations and, in the case of non-binary cyclic codes, even the error values.

## 5 Comparison

Table 5.3: Collection of time complexities of the studied ECCs, own creation.

| Code | Time complexity |
| ---: | :---: |
| $\operatorname{Ham}(r, 2)$ | $\mathcal{O}\left(n^{2}\right)$ |
| $G_{23}$ | $\mathcal{O}\left(n^{2}\right)$ |
| $G_{24}$ | $\mathcal{O}\left(n^{2}\right)$ |
| $\mathrm{RM}(r, m)$ | $\mathcal{O}(n r)$ |
| $\mathrm{BCH} / \mathrm{RS}$ | $\mathcal{O}\left(d n^{3}\right)$ |
| Cyclic Gröbner | Exponential $^{6}$ |

It is important to mention that these time complexities are only valid for this specific implementation of the decoding procedures. The literature on the subject suggests that better algorithms have already been found that can decode many of the codes mentioned with less time complexity. For instance, determinants could be calculated with a time complexity of only $\mathcal{O}\left(n^{2.3728639}\right)$, according to Le Gall [140]. Also, SDA decoding can give excellent decoding time complexity at the cost of table construction time complexity as high as $\mathcal{O}\left(8^{n}\right)$, according to Ellero et al. [138].

Overall, we can conclude that, considering only time complexity, "simple" codes such as Hamming codes, Golay codes and RM codes are preferable to more "complex" codes like BCH codes and RS codes.

### 5.5 Practical Run Time

To compare the practical runtime of the implementations, the same codes were chosen as in Section 5.3 , and the timing measurements were actually performed simultaneously with the error correction capability measurements. Hence, the times in Figure 5.4 indicate how long it takes to both encode $10^{6}$ bits and decode the resulting codewords.


Figure 5.4: Comparison of some examined ECCs in terms of their practical running times, own creation.
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## 5 Comparison

There is a clear difference between two different groups of codes in this case. While the binary Golay, RM and Hamming codes take only a few seconds to complete the task at hand, the BCH code procedures take up to $\approx 2$ hours. This is a clear indicator of the complexity of algebraic algorithms such as the Peterson-Gorenstein-Zierler algorithm and the Gröbner basis approach. It is worth noting that the latter algorithm takes the longest of all.

Furthermore, the procedures for $G_{23}$ actually take longer than those for $G_{24}$. Using callgrind, which is part of the valgrind suite [142], this behaviour can be examined in detail. Then, KCachegrind [143] can be used to create call graphs showing the percentage of time spent on each function. Comparing Figures A. 2 and A.3, it can be seen that $\approx 5 \%$ of the runtime is spent on just decodeG23, which maps any given codeword from $G_{23}$ to the corresponding one in $G_{24}$, and after decoding it with decodeG24 maps it back to $G_{23}$. Alas, all the callgrind graphs from Figures A. 1 to A. 6 do not correspond to the measurements shown in Figure 5.4 since callgrind makes the code run $\approx 10$ times slower which is infeasible for most of the procedures. Because of this, it is only a good guess to why $G_{23}$ is slower than $G_{24}$. Overall, the fastest code by far is the Hamming code $\operatorname{Ham}(3,2)$.
In addition, BCH and RS codes, $G_{24}$ and also $\operatorname{Ham}(3,2)$, appear to be susceptible to timing side-channel attacks [144] since, as noise levels decrease, so do decoding times. In the context of fuzzy extractors, this means that depending on the time it takes to decode a given response, an attacker can guess whether the given PUF response is similar to the correct one. As mentioned earlier in Section 3.1, Hiller et al. [10] also noted that such side-channels should be avoided. This can be done by adding operations to the decoding procedures that wait a certain amount of time so that the final decoding time is almost the same for each noise level. This obviously worsens the overall decoding times, but makes the fuzzy extractor safer in this respect.

### 5.6 Memory Usage

The massif memory profiler, which is part of the valgrind suite [142], has been used to assess the memory usage of each implementation. It is important to note that by default massif only profiles the heap and not the stack. However, with the --stacks=yes parameter, the stack is also profiled. Massif Visualizer [145] was then used to generate the graphs shown in Figures A. 7 to A. 12.

A quick analysis shows that binary Hamming codes use the least memory, closely followed by binary Golay codes and RM codes. Their respective memory peaks are around 100 KiB , 110 KiB and 125 KiB respectively. However, again the two algebraic procedures for the BCH and RS codes require the most memory, about 900 KiB for the Peterson-Gorenstein-Zierler algorithm and about 1.1 MiB for the Gröbner basis approach.

Clearly, memory usage can be used to determine whether a device is currently encoding or decoding with any ECC, but it is unclear whether this data can be used to determine how "close" a given PUF response is to the desired one. However, this should be investigated in more detail in future work.

### 5.7 Proposed Metrics

It is non-trivial to propose a single metric that captures the exact degree of applicability of different ECCs. Therefore, different metrics should be used to examine different aspects of the codes. This section provides a brief summary of the above metrics.

## 5 Comparison

Section 5.1 features a brief comparison of linear and cyclic codes. However, as subsequent studies have shown, this had no immediate effect on the applicability of the various codes. It should be noted, however, that cyclic codes have advantages over linear codes that can be exploited in e.g. hardware implementations. For example, polynomial multiplication is much easier to implement in hardware, and the limited codeword space also makes decoding with e.g., LFSRs as explained in Section 2.1.2.1, much simpler.

Then in Section 5.2 several metrics were presented. One of them is the code rate $R=\frac{k}{n}$, which gives the ratio of message bits to redundant bits of an ECC. However, as detailed analysis of Hamming codes has shown, the code rate can be arbitrarily close to 1 while the error correction rate $\frac{d}{n}$ deteriorates, which is proportional to the error correction capability, which has been studied in detail in Section 5.3, rendering the code useless. In conclusion, a trade-off between the two values is required, which can be explored using the newly defined $M$-metric with $M=\frac{k \cdot d}{n^{2}}$. Unfortunately, the metric is not yet fully applicable to arbitrary codes, since the square in the denominator distorts the results when $n$ is rather small.
The time complexities from Section 5.4 have been shown to affect the performance of the codes in Section 5.5. For example, the exponential Gröbner basis approach performed the worst of all the different decoding schemes. Therefore, both the theoretical time complexity and the practical runtime of a code should be investigated in detail before it is deployed.

Finally, Section 5.6 has shown that the algebraic procedures, although still very low in memory consumption, require much more memory than the non-algebraic schemes. In typical IoT applications, most devices are very resource-constrained and this could be quite a big problem.

Depending on the use case, some of the metrics mentioned in this section may not be too important and can of course be ignored. In any case, however, the list by Hiller et al. [10] should be consulted before choosing an ECC for a given PUF.


In this thesis, a comprehensive comparison of six different classes of ECCs was made in the context of fuzzy extractors: Binary Hamming codes, both binary Golay codes, RM codes, and both binary BCH and RS codes.
Related work both on ECCs comparisons in general and in the context of fuzzy extractors or PUFs was then summarised. A very valuable work by Hiller et al. [10] was discovered and a small list was compiled with many tips from these authors on how to choose the best ECC for a given PUF. Then the CAS CoCoA-5 and its library CoCoALib were presented and some of their functionality was demonstrated.

Several metrics were then proposed and used to evaluate the suitability of each code for fuzzy extractors:

- Linearity and cyclicality: It was concluded that these properties do not directly affect the performance of the code, but only its applicability to certain use cases.
- Code parameters: Block length $n$, dimension $k$, minimum distance $d$ and subsequently the code rate $R$ were analysed. Trade-offs between these parameters determine the overall performance of the code. A new metric, the $M$ metric, has therefore been proposed and briefly analysed.
- Error correction capability: Simulations showed the practical error correction performance of each code. BCH and hence also RS codes performed best, probably by exploiting their burst error correction capabilities.
- Time complexity: The theoretical complexity of encoding and decoding was discussed. Simpler codes such as Hamming and Golay codes are faster than algebraic codes such as BCH and RS codes.
- Practical runtime: Measurements confirmed the slower performance of algebraic procedures such as the Peterson-Gorenstein-Zierler algorithm and Gröbner bases. Binary Hamming codes were the fastest overall.
- Memory usage: Again, the algebraic codes used much more memory than the Hamming, Golay and RM codes.
It is also noted that some of these metrics may not be important and some may have a greater impact on the overall applicability of a given ECC in a given scenario. In conclusion, there is no single optimal code for all scenarios. The metrics and analyses provided in this thesis can guide the selection of the most appropriate code for a given fuzzy extractor application and its constraints. Important factors include the noise characteristics of the PUF responses,
available processing resources and security requirements. This work helps to highlight the strengths and weaknesses of each code in the context of fuzzy extractors, and provides a methodology for further analysis of ECCs for fuzzy extractors.


### 6.1 Future Work

Given the complexity of the issue, there is much room for improvement in many areas. For example, this thesis has only compared six different classes of ECCs, whereas the sheer number of available codes is too vast to comprehend. Thus, the proposed metrics should be applied and tested on other codes such as Polar codes [146], LDPC codes [147] (perhaps using the implementation of Mexis et al. [5, 108]) or Quadratic Residue codes [148] and so on.

In addition, a modern way of providing error correction is through machine learning. This has also been applied to PUFs, for example by Suragani et al. [149] or Mexis et al. [150]. As some of the proposed metrics are not directly applicable to such methods, they should either be omitted or new metrics should be proposed.

Furthermore, side-channel attacks on ECCs should be analysed, as they can pose a significant threat especially in secure environments due to possible key-stealing and other side effects. Careful consideration should be given to whether memory usage can be exploited as a sidechannel [144].
Finally, detailed characterisations of PUFs in terms of e.g. spatial correlation effects [151] could also help to shed more light on the topic of BECCs in the context of fuzzy extractors or PUFs.

## Appendix

## A. 1 Callgrind Graphs

In this section, the various graphs produced using the callgrind tool of the valgrind suite [142] and KCachegrind [143] are presented, as described in Section 5.5. Figures A.1, A.2, A.3, A.4, A. 5 and A. 6 show the callgrind graphs for encoding and decoding the Hamming code, binary Golay code, extended binary Golay code, RM code and BCH code using the Peterson-Gorenstein-Zierler algorithm and the Gröbner basis decoding algorithm, respectively.


Figure A.1: Callgrind graph for binary Hamming codes, own creation using Valgrind [142] and KCachegrind [143].
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Figure A.2: Callgrind graph for the binary Golay code, own creation using Valgrind [142] and KCachegrind [143].


Figure A.3: Callgrind graph for the extended binary Golay code, own creation using Valgrind [142] and KCachegrind [143].


Figure A.4: Callgrind graph for RM codes, own creation using Valgrind [142] and KCachegrind [143].
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Figure A.5: Callgrind graph for binary BCH and RS codes, own creation using Valgrind [142] and KCachegrind [143].
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Figure A.6: Callgrind graph for binary BCH and RS codes using Gröbner basis decoding, own creation using Valgrind [142] and KCachegrind [143].
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## A. 2 Massif Graphs

In this section, the various graphs produced using the massif tool of the valgrind suite [142] and Massif Visualizer [145] are presented, as described in Section 5.6. Figures A.7, A.8, A.9, A.10, A. 11 and A. 12 show the massif graphs for encoding and decoding the Hamming code, binary Golay code, extended binary Golay code, RM code and BCH code using the Peterson-Gorenstein-Zierler algorithm and the Gröbner basis decoding algorithm, respectively.


Figure A.7: Massif graph for binary Hamming codes, own creation using Valgrind [142] and Massif Visualizer [145].


Figure A.8: Massif graph for the binary Golay code, own creation using Valgrind [142] and Massif Visualizer [145].
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Figure A.9: Massif graph for the extended binary Golay code, own creation using Valgrind [142] and Massif Visualizer [145].


Figure A.10: Massif graph for RM codes, own creation using Valgrind [142] and Massif Visualizer [145].
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Figure A.11: Massif graph for binary BCH and RS codes, own creation using Valgrind [142] and Massif Visualizer [145].


Figure A.12: Massif graph for binary BCH and RS codes using Gröbner basis decoding, own creation using Valgrind [142] and Massif Visualizer [145].
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[^0]:    ${ }^{1}$ The same $\alpha$ as the variable

[^1]:    ${ }^{2}$ Equivalence means that it is isomorphic to $C$.

[^2]:    ${ }^{3}$ if translated from vector form to its corresponding Boolean polynomial

[^3]:    ${ }^{4}$ It is also possible to do the same procedure with other Hadamard matrices, but they might not yield
    linear codes or they might have worse code rates.

[^4]:    ${ }^{5}$ https://github.com/ThexXTURBOXx/ECC

[^5]:    ${ }^{6}$ Various bounds exist, most of which are either exponential, i.e. $\mathcal{O}\left(\alpha^{n}\right)$, or double-exponential, i.e. $\mathcal{O}\left(\alpha^{\beta^{n}}\right)$. For more details, see Bardet et al. [141].

