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Abstract

Sentences that present a complex linguistic structure act as a major stumbling block
for Natural Language Processing (NLP) applications whose predictive quality dete-
riorates with sentence length and complexity. The task of Text Simplification (TS)
may remedy this situation. It aims to modify sentences in order to make them easier
to process, using a set of rewriting operations, such as reordering, deletion or split-
ting. These transformations are executed with the objective of converting the input
into a simplified output, while preserving its main idea and keeping it grammatically
sound.

State-of-the-art syntactic TS approaches suffer from two major drawbacks: first,
they follow a very conservative approach in that they tend to retain the input rather
than transforming it, and second, they ignore the cohesive nature of texts, where
context spread across clauses or sentences is needed to infer the true meaning of a
statement. To address these problems, we present a discourse-aware TS framework
that is able to split and rephrase complex English sentences within the semantic
context in which they occur. By generating a fine-grained output with a simple
canonical structure that is easy to analyze by downstream applications, we tackle
the first issue. For this purpose, we decompose a source sentence into smaller units
by using a linguistically grounded transformation stage. The result is a set of self-
contained propositions, with each of them presenting a minimal semantic unit. To
address the second concern, we suggest not only to split the input into isolated
sentences, but to also incorporate the semantic context in the form of hierarchical
structures and semantic relationships between the split propositions. In that way,
we generate a semantic hierarchy of minimal propositions that benefits downstream
Open Information Extraction (IE) tasks. To function well, the TS approach that
we propose requires syntactically well-formed input sentences. It targets general-
purpose texts in English, such as newswire or Wikipedia articles, which commonly
contain a high proportion of complex assertions.

In a second step, we present a method that allows state-of-the-art Open IE systems
to leverage the semantic hierarchy of simplified sentences created by our discourse-
aware TS approach in constructing a lightweight semantic representation of complex
assertions in the form of semantically typed predicate-argument structures. In that
way, important contextual information of the extracted relations is preserved that
allows for a proper interpretation of the output. Thus, we address the problem of
extracting incomplete, uninformative or incoherent relational tuples that is com-
monly to be observed in existing Open IE approaches. Moreover, assuming that
shorter sentences with a more regular structure are easier to process, the extraction
of relational tuples is facilitated, leading to a higher coverage and accuracy of the
extracted relations when operating on the simplified sentences. Aside from taking
advantage of the semantic hierarchy of minimal propositions in existing Open IE
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approaches, we also develop an Open IE reference system, Graphene. It implements
a relation extraction pattern upon the simplified sentences.

The framework we propose is evaluated within our reference TS implementation
DisSim. In a comparative analysis, we demonstrate that our approach outperforms
the state of the art in structural TS both in an automatic and a manual analysis.
It obtains the highest score on three simplification datasets from two different do-
mains with regard to SAMSA (0.67, 0.57, 0.54), a recently proposed metric targeted
at automatically measuring the syntactic complexity of sentences which highly cor-
relates with human judgments on structural simplicity and grammaticality. These
findings are supported by the ratings from the human evaluation, which indicate
that our baseline implementation DisSim returns fine-grained simplified sentences
that achieve a high level of syntactic correctness and largely preserve the meaning of
the input. Furthermore, a comparative analysis with the annotations contained in
the RST Discourse Treebank (RST-DT) reveals that we are able to capture the con-
textual hierarchy between the split sentences with a precision of approximately 90%
and reach an average precision of almost 70% for the classification of the rhetorical
relations that hold between them. Finally, an extrinsic evaluation shows that when
applying our TS framework as a pre-processing step, the performance of state-of-
the-art Open IE systems can be improved by up to 32% in precision and 30% in
recall of the extracted relational tuples.

Accordingly, we can conclude that our proposed discourse-aware TS approach suc-
ceeds in transforming sentences that present a complex linguistic structure into a
sequence of simplified sentences that are to a large extent grammatically correct,
represent atomic semantic units and preserve the meaning of the input. Moreover,
the evaluation provides sufficient evidence that our framework is able to establish a
semantic hierarchy between the split sentences, generating a fine-grained represen-
tation of complex assertions in the form of hierarchically ordered and semantically
interconnected propositions. Finally, we demonstrate that state-of-the-art Open IE
systems benefit from using our TS approach as a pre-processing step by increasing
both the accuracy and coverage of the extracted relational tuples for the majority
of the Open IE approaches under consideration. In addition, we outline that the
semantic hierarchy of simplified sentences can be leveraged to enrich the output
of existing Open IE systems with additional meta information, thus transforming
the shallow semantic representation of state-of-the-art approaches into a canonical
context-preserving representation of relational tuples.

vi
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Part I.

Background





“The ability to simplify means to eliminate the unnecessary
so that the necessary may speak.”

Hans Hofmann (1880 - 1966)

3





1. Introduction

Modern systems that deal with inference in texts need automatized methods to
extract meaning representations (MRs) from texts at scale. Open IE is a prominent
way of extracting all potential relations from a given text in a comprehensive manner.
However, sentences that present a complex linguistic structure can be difficult to
analyze by NLP applications (Mitkov and Saggion, 2018). Identifying grammatical
complexities in a sentence and transforming them into simpler structures, using a
set of text-to-text rewriting operations, is the goal of syntactic TS. The major types
of operations that are used to perform this rewriting step are deletion and sentence
splitting. The goal of the deletion task is to remove parts of a sentence that contain
only peripheral information in order to produce an output proposition that is more
succinct and contains only the key information of the input. The splitting operation,
on the contrary, aims at preserving the complete information of the input. Therefore,
it divides a sentence into several shorter components, with each of them presenting
a simpler and more regular structure that is easier to process by both humans and
machines and may support a faster generalization in Machine Learning (ML) tasks.

Syntactic TS with a focus on the task of sentence splitting has been attracting
growing interest in the NLP community within the past few years. It has been shown
that sentence splitting may benefit both NLP and societal applications. One line of
work encompasses syntactic TS approaches that serve as assistive technology for
specific target reader populations (Ferrés et al., 2016; Siddharthan and Mandya,
2014; Saggion et al., 2015). The main goal of such approaches is to improve the
readability of a text, i.e. to enhance the ease with which it can be understood. Thus,
it aims to make information easier to comprehend for people with reading difficulties
that may arise from, for example, aphasia (Carroll et al., 1999), autism (Evans
et al., 2014) or deafness (Inui et al., 2003), as well as for those with reduced reading
levels, including children (De Belder and Moens, 2010) and non-native speakers of
the respective language (Angrosh et al., 2014). In that way, information is made
available to a broader audience. Apart from substituting a word or phrase that is
hard to understand with a more comprehensible synonym (lexical simplification),
the most effective operations to improve the reading comprehension for language-
impaired humans are splitting long sentences, making discourse relations explicit,
avoiding pre-posed adverbial clauses and presenting information in cause-effect order
(Siddharthan, 2014).

The second line of work aims at generating an intermediate representation
that is easier to analyze by downstream applications whose predictive
quality deteriorates with sentence length and structural complexity, pos-
ing problems due to their potential high level of ambiguity. Prior work has estab-
lished that shortening sentences by dropping constituents or splitting components,
and thus operating on smaller units of text, facilitates and improves the perfor-
mance of a variety of applications, including Machine Translation (MT) (Štajner
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and Popovic, 2016; Štajner and Popović, 2018), Open IE (Cetto et al., 2018b; Saha
and Mausam, 2018), Text Summarization (Siddharthan et al., 2004; Bouayad-Agha
et al., 2009), Relation Extraction (Miwa et al., 2010), Semantic Role Labeling (SRL)
(Vickrey and Koller, 2008), Question Generation (Heilman and Smith, 2010; Bern-
hard et al., 2012), Sentence Fusion (Filippova and Strube, 2008) and Parsing (Chan-
drasekar et al., 1996).

Many different methods for addressing the task of TS have been proposed so far. As
noted in Štajner and Glavaš (2017), data-driven approaches outperform rule-based
systems in the area of lexical simplification, which aims at replacing a difficult word
or phrase with a simpler synonym (Glavaš and Štajner, 2015; Paetzold and Specia,
2016; Nisioi et al., 2017; Zhang and Lapata, 2017). In contrast, the state-of-the-art
structural simplification approaches are rule-based (Siddharthan and Mandya, 2014;
Ferrés et al., 2016; Saggion et al., 2015), providing more grammatical output and
covering a wider range of syntactic transformation operations, however, at the cost
of being very conservative, often to the extent of not making any changes at all.

1.1. Semantic Hierarchy of Minimal Propositions
through Discourse-Aware Sentence Splitting

In order to overcome the conservatism exhibited by state-of-the-art syntactic TS ap-
proaches, i.e. their tendency to retain the input sentence rather than transforming
it, we propose a novel sentence splitting approach that breaks down a complex
English sentence into a set of minimal propositions, i.e. a sequence of gram-
matically sound, self-contained utterances, with each of them presenting a minimal
semantic unit that cannot be further decomposed into meaningful propositions (Bast
and Haussmann, 2013). For an example, see Table 1.1. Thus, we augment the Split-
and-Rephrase task that was proposed in Narayan et al. (2017) by the notion of
minimality (see Figure 1.1, subtask 1).

Complex
source

A fluoroscopic study which is known as an upper gastrointestinal series is
typically the next step in management, although if volvulus is suspected,
caution with non water soluble contrast is mandatory as the usage of
barium can impede surgical revision and lead to increased post operative
complications.

Minimal
proposi-
tions

A fluoroscopic study is typically the next step in management.
This fluoroscopic study is known as an upper gastrointestinal series.
Volvulus is suspected.
Caution with non water soluble contrast is mandatory.
The usage of barium can impede surgical revision.
The usage of barium can lead to increased post operative complications.

Table 1.1.: Result of the sentence splitting subtask on an example sentence. A
complex source sentence is decomposed into a set of minimal semantic units.

In the development of our approach, we followed a principled and systematic proce-
dure, with the goal of eliciting a universal set of transformation rules for converting

6
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Subtask 1: Split into Minimal Propositions
Input: A complex sentence C.
Problem: Produce a sequence of simple sentences T1, . . . , Tn, n >= 2, such that

1. each simple sentence Ti is grammtically sound. (syntactic
correctness)

2. each simple sentence Ti presents a minimal semantic unit, i.e.
it cannot be further decomposed into meaningful propositions.
(minimality)

3. the output sentences T1, . . . , Tn convey all and only the infor-
mation in C. (semantic correctness)

Subtask 2: Establish a Semantic Hierarchy
Input: A pair of structurally simplified sentences Ti and Tj.
Problem: Establish a contextual hierarchy between the split sentences and cap-

ture their semantic relationship.

Figure 1.1.: Problem description. Two subtasks are carried out to transform sen-
tences that present a complex linguistic structure into a semantic hierarchy of mini-
mal propositions. First, syntactically complex sentences are transformed into smaller
units with a simpler structure, using clausal and phrasal disembedding mechanisms.
Next, a hierarchical representation is generated between those units, capturing their
semantic context.

complex source sentences into a set of minimal propositions. The patterns were
heuristically determined in a rule-engineering process that was carried out on the
basis of an in-depth study of the literature on syntactic sentence simplification (Sid-
dharthan, 2006, 2014, 2002; Siddharthan and Mandya, 2014; Evans, 2011; Evans
and Orǎsan, 2019; Heilman and Smith, 2010; Vickrey and Koller, 2008; Shardlow,
2014; Mitkov and Saggion, 2018; Mallinson and Lapata, 2019; Brouwers et al., 2014;
Suter et al., 2016; Ferrés et al., 2016; Chandrasekar et al., 1996). We performed a
thorough linguistic analysis of the syntactic phenomena that need to be tackled in
the sentence splitting task and materialized our findings into a small set of 35 hand-
crafted transformation rules that decompose each source sentence into a sequence
of atomic semantic units. In that way, we generate self-contained propositions that
present a simpler and grammatically sound structure. Nested structures are re-
moved and related pieces of information are brought closer together, resulting in a
fine-grained representation of the source sentence that is easier to process and thus
leverages downstream Open IE applications, improving their performance in terms
of accuracy and coverage.

However, any sound and coherent text is not simply a loose arrangement of self-
contained units, but rather a logical structure of utterances that are semantically
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A fluoroscopic study which is known as an upper gastrointesti-
nal series is typically the next step in management, although
if volvulus is suspected, caution with non water soluble con-

trast is mandatory as the usage of barium can impede surgical
revision and lead to increased post operative complications.

A fluoroscopic study
is typically the next
step in management.

Caution with non
water soluble con-
trast is mandatory.

This fluoroscopic study
is known as an upper
gastrointestinal series.

The usage of barium can
impede surgical revision.

The usage of barium can
lead to increased post

operative complications.

Volvulus is
suspected.

Core

Context

Complex
Input

Contrast

Enablement

Background Background

List

Condition

Figure 1.2.: Example of the output that is generated by our proposed discourse-
aware TS approach. A complex input sentence (see Table 1.1) is transformed into
a semantic hierarchy of simplified sentences in the form of minimal, self-contained
propositions that are linked via rhetorical relations. The output presents a regular,
fine-grained structure that is easy to process, while still preserving the coherence
and, hence, the interpretability of the output.

connected (Siddharthan, 2014). Consequently, when carrying out syntactic simpli-
fication operations without considering discourse implications, the rewriting may
easily result in a disconnected sequence of simplified sentences, making the text
harder to interpret (see the output of the example given in Table 1.1). Still, the vast
majority of existing structural TS approaches do not take into account discourse
level effects that arise from applying syntactic transformations. I.e., they split the
input into simplified sentences without considering and preserving their semantic
context. Accordingly, the resulting simplified text is prone to lack coherence, con-
sisting of a set of semantically unrelated utterances that miss important contextual
information. Therefore, the interpretability of the output for downstream Open IE
tasks may be hampered. Thus, in order to preserve the coherence structure
and, hence, the interpretability of the output, we propose a discourse-aware TS ap-
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Gary Goddard, founder of Gary Goddard Entertain-
ment, a company that designs theme parks, attrac-

tions and upscale resorts, estimated that about half his
work in the last few years has been in the Middle East.

About half his work in the last few
years has been in the Middle East.

This was what Gary Goddard estimated.

Gary Goddard was founder of
Gary Goddard Entertainment.

Gary Goddard Entertainment was a company.

This
company
designs
theme
parks.

This com-
pany designs
attrac-
tions.

This
company
designs
upscale
resorts.

Core

Context

Complex
Input

Attribution

Elaboration

Elaboration

Elaboration Elaboration Elaboration

ListList

Figure 1.3.: Context-preserving representation of the simplified sentences in the form
of a semantic hierarchy of minimal propositions.

proach based on Rhetorical Structure Theory (RST) (Mann and Thompson, 1988)
that establishes a semantic hierarchy on the simplified sentences. For this purpose,
we first set up a contextual hierarchy between the split components, distinguishing
core sentences that contain the key information of the input from contextual sen-
tences that disclose less relevant, supplementary information. Then, the semantic
relationship that holds between the decomposed spans is identified and classified.
Examples of the resulting context-preserving output are displayed in Figures 1.2
and 1.3. They represent two ideal-typical examples of a set of hierarchically ordered
and semantically interconnected atomic propositions, illustrating different types of
semantic relationships between the split utterances. In the following, the source
sentence from Figure 1.2 will serve as our running example.

9
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Using the discourse-aware TS approach described above, an intermediate represen-
tation of complex sentences in the form of a semantic hierarchy of minimal propo-
sitions is generated. In a second step, we leverage it for facilitating and improving
the performance of Open IE applications, thus transforming complex sentences into
a formal semantic representation.

1.2. Formal Semantic Representation through Open
Information Extraction

After transforming sentences that present a complex linguistic structure into a se-
mantic hierarchy of minimal propositions, a sentence-level MR is constructed on top
of it. While tasks such as Open IE have been evolving along the years to capture
relations beyond simple subject-predicate-object triples, a closer look into the ex-
traction of the linkage between clauses and phrases within a complex sentence has
been neglected. This work aims to address this gap. It is targeted on capturing
complementary linguistic phenomena, including intra-sentential discourse relations,
predicate-argument structures, as well as clausal and phrasal linkage patterns. By
taking advantage of the split sentences instead of dealing directly with the raw
source sentences, the complexity of this task will be reduced, facilitating the process
of extracting a formal semantic representation from unstructured text.

More precisely, we leverage the semantic hierarchy of simplified sentences from the
previous stage, where

• syntactically complex sentences were transformed into smaller units with a
simpler structure, using clausal and phrasal disembedding mechanisms; and

• a hierarchical representation was generated between those units by applying a
recursive top-down approach, capturing both their semantic context and rela-
tions to other units in the form of rhetorical relations.

We demonstrate that after this transformation process, relational tuples in terms of
predicate-argument structures can be extracted more easily from the simplified sen-
tences. In fact, as revealed in a comparative analysis with current Open IE systems,
a single relation extraction rule is sufficient to achieve state-of-the-art results on a
large benchmark corpus in terms of precision and recall.

In addition, our Open IE framework is able to extract relations within the
semantic context in which they occur, enriching its output with important con-
textual information that is needed for a proper interpretation of complex assertions.
We thus introduce an innovative lightweight semantic representation for relational
tuples.

10
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1.3. Problems in Syntactic Text Simplification and
Open Information Extraction

As outlined in the sections above, six main problems can be identified in state-of-
the-art syntactic TS and current Open IE approaches. Regarding the former, the
following issues were recognized:

(1) State-of-the-art TS approaches largely ignore the task of sentence
splitting. Traditionally, syntactic TS has been reduced to four rewriting
operations: substituting complex words or phrases with simpler synonyms,
deleting or reordering sentence components, and splitting a complex sentence
into several simpler ones. However, in a recent survey, Alva-Manchego et al.
(2020) showed that most research in TS has focused on studying replacement,
reordering and deletion transformations, while the splitting operation is hardly
investigated. Only 35% of the 20 TS approaches under consideration explicitly
model sentence splitting, while as many as 95% of them cover substitutions,
75% reorderings and 70% deletions. Moreover, they observed that TS cor-
pora, too, show a tendency towards lexical simplification and compression
operations. For instance, the average number of simple sentences per complex
source is 1.06 in the Parallel Wikipedia Simplification (PWKP) corpus (Zhu
et al., 2010), which is one of the most widely used datasets in TS research
(for details, see Section 2.1.2.1). In fact, only 6.1% of the complex sentences
in PWKP are split into two or more simplified counterparts (Narayan and
Gardent, 2014). To address this gap, Narayan et al. (2017) recently proposed
the task of Split-and-Rephrase, whose goal is to split syntactically complex
sentences into several shorter ones, while making the rephrasings that are
necessary to preserve the meaning of the input, as well as the grammatical-
ity of the simplified sentences. In this thesis, we aim to further explore this
research direction, augmenting the Split-and-Rephrase task by the notion of
minimality. For this purpose, we propose a new sentence splitting approach
that breaks down a complex source sentence into a set of minimal propositions
with a simpler and more regular structure. In addition, we compile a large-
scale sentence splitting corpus of parallel complex source and simplified target
sentences, which can be used for developing data-driven sentence splitting ap-
proaches that attempt to learn how to decompose complex sentences into a
fine-grained representation of short sentences with a simplified syntax.

(2) In the field of TS, there is little research on dealing with discourse-
related issues caused by the rewriting transformations (Alva-Man-
chego et al., 2020). The vast majority of existing structural TS approaches
do not take into account discourse-level aspects. Thus, they ignore the cohe-
sive nature of texts, where context is propagated across sentences and clauses.
Consequently, they are prone to producing a set of incoherent utterances that
lack important contextual information that is needed to infer the true meaning
of a statement. As opposed to those approaches, we propose a discourse-aware
sentence splitting technique that aims to preserve the semantic relationship be-
tween the decomposed spans, thus maintaining their interpretability for down-
stream Open IE applications.

11
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(3) Current syntactic TS approaches follow a very conservative approach
in that they tend to retain the input rather than transforming it.
When receiving a complex source sentence as input, state-of-the-art structural
TS systems often do not perform any changes at all (Štajner and Glavaš,
2017). This poses a challenge to downstream Open IE applications, which
regularly experience problems when having to deal with complex sentences
that mix multiple, potentially semantically unrelated propositions (Bast and
Haussmann, 2013). With our proposed TS approach, we aim to overcome this
conservatism. Its objective is to split a complex input sentence into minimal
propositions, with each of them presenting a separate fact, thus supporting
machine processing in downstream Open IE tasks.

He nominated Sonia Sotomayor on May 26, 2009 to replace David Souter; she
was confirmed on August 6, 2009, becoming the first Supreme Court Justice
of Hispanic descent.

Ollie:
(1) she; was confirmed on; August 6, 2009
(2) He; nominated Sonia Sotomayor on; May 26
(3) He; nominated Sonia Sotomayor; 2009
(4) He; nominated 2009 on; May 26
(5) Sonia Sotomayor; be nominated 2009 on; May 26
(6) He; nominated 2009; Sonia Sotomayor
(7) 2009; be nominated Sonia Sotomayor on; May 26

ClausIE:
(8) He; nominated; Sonia Sotomayor on May 26 2009 to replace
David Souter
(9) she; was confirmed; on August 6 2009 becoming the first Supreme
Court Justice of Hispanic descent
(10) she; was confirmed; becoming the first Supreme Court Justice of
Hispanic descent

Figure 1.4.: Output generated by state-of-the-art Open IE systems.

Regarding the task of Open IE, particularly long and syntactically complex sentences
pose a challenge for current approaches. By analyzing the output of such systems,
we observed three common shortcomings:

(4) Relations often span over long nested structures or are presented
in a non-canonical form that cannot be easily captured by a small
set of extraction patterns. Therefore, such relations are commonly
missed by state-of-the-art approaches. For an example, consider the
sentence from Figure 1.4, which asserts that 〈Sonia Sotomayor ; became; the
first Supreme Court Justice of Hispanic descent〉. This information is encoded
in a complex participial construction that is omitted by both reference Open IE
systems, Ollie (Mausam et al., 2012) and ClausIE (Del Corro and Gemulla,
2013). By taking advantage of the split sentences instead of dealing directly
with the raw source sentences, we aim to improve the coverage and accuracy
of the extracted relational tuples.

12
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(5) Current Open IE systems tend to extract relational tuples with long
argument phrases that can be further decomposed into meaning-
ful propositions, with each of them representing a separate fact.
Overly specific constituents that mix multiple, potentially semantically unre-
lated propositions are difficult to handle for downstream applications, such
as Question Answering (QA) or textual entailment tasks. Instead, such ap-
proaches benefit from extractions that are as compact as possible (Bast and
Haussmann, 2013). This phenomenon can be witnessed particularly well in the
extractions generated by ClausIE, whose argument phrases frequently combine
several semantically independent statements. For instance, the argument in
relational tuple (8) in Figure 1.4 contains three unrelated facts, namely a di-
rect object 〈Sonia Sotomayor〉, a temporal expression 〈on May 26 2009〉 and
a phrasal description 〈to replace David Souter〉 specifying the purpose of the
assertion on which it depends. Here again, we leverage the minimal propo-
sitions resulting from the TS process, which allows us to operate on smaller
units with a simplified structure, thus facilitating the process of extracting
meaningful relational tuples, where each of them represents a separate fact
from the input.

(6) Most state-of-the-art Open IE approaches lack the expressiveness
needed to properly represent complex assertions, resulting in incom-
plete, uninformative or incoherent extractions that have no mean-
ingful interpretation or miss critical information asserted in the in-
put sentence. Even though there are no clear constraints on the relations to
extract, previous work in the area of Open IE has mainly focused on the extrac-
tion of isolated relational tuples on a clausal or sentential level. State-of-the-art
systems accomplish this task with high accuracy but ignore the cohesive nature
of texts, where context spread across clauses or sentences is needed to infer
the true meaning of a statement. For instance, for a correct understanding of
the example sentence from Table 1.1, it is important to distinguish between
information asserted in the input and information that is only hypothetical
or conditionally true. Here, the information contained in the statement “cau-
tion with non water soluble contrast is mandatory” depends on the pre-posed
if-clause. However, many state-of-the-art Open IE approaches are not able to
capture this relationship as they output only a loose arrangement of extracted
tuples that ignore the context under which a proposition is complete and cor-
rect. Hence, in order to improve the interpretability of Open IE tuples, we
suggest not only to extract isolated relations on clausal or sentential level, but
to also incorporate the semantic context in the form of semantic relationships
between extracted relational tuples.

More details on the problems faced by state-of-the-art syntactic TS and Open IE
approaches will be discussed in our extensive literature review in Section 2.1 and
Section 2.3. The related topics of text coherence and MR are investigated in Section
2.2 and Section 2.4.

13
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1.4. Research Questions

Based on the problems in TS and Open IE that were identified in the previous
section, we pose the following research questions:

Research Question 1. Is it possible to transform sentences that present a
complex linguistic structure into a semantic hierarchy of minimal,
self-contained propositions?

This research question can be detailed into the following research hypotheses, with
three of them addressing the outcome of the splitting process (Hypothesis 1.1. to
Hypothesis 1.3.) and two of them targeting the creation of the semantic hierarchy
between the split components (Hypothesis 1.4. and Hypothesis 1.5.):

• [Hypothesis 1.1] Syntactic Correctness:

A complex sentence C can be transformed into a sequence of simpli-
fied sentences T1, . . . , Tn, n >= 2, such that each simple sentence Ti

is grammatically sound.

• [Hypothesis 1.2] Minimality:

A complex sentence C can be transformed into a sequence of simpli-
fied sentences T1, . . . , Tn, n >= 2, such that each simple sentence Ti

presents a minimal semantic unit, i.e. it cannot be further decom-
posed into meaningful propositions.

• [Hypothesis 1.3] Semantic Correctness:

A complex sentence C can be transformed into a sequence of out-
put sentences T1, . . . , Tn, n >= 2, such that the output sentences
T1, . . . , Tn convey all and only the information contained in the in-
put.

• [Hypothesis 1.4] Contextual Hierarchy:

For each pair of structurally simplified sentences Ti and Tj, it is
possible to set up a contextual hierarchy between them, distinguish-
ing core sentences that contain the key information of the input from
contextual sentences that disclose less relevant, supplementary infor-
mation.

• [Hypothesis 1.5] Coherence Structure:

For each pair of structurally simplified sentences Ti and Tj, it is
possible to preserve the coherence structure of complex sentences in
the simplified output by identifying and classifying the semantic re-
lationship that holds between two decomposed spans.

Research Question 2. Does the generated output in the form of a semantic
hierarchy of minimal, self-contained propositions support machine
processing in terms of Open IE applications?

14
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This research question can be subdivided into the following research hypotheses:

• [Hypothesis 2.1] Coverage and Accuracy:

The minimal, self-contained propositions generated by our proposed
TS approach improve the performance of state-of-the-art Open IE
systems in terms of precision and recall.

• [Hypothesis 2.2] Canonical Context-Preserving Representation of Re-
lational Tuples:

The semantic hierarchy of minimal propositions generated by our
discourse-aware TS approach

(a) reduces the complexity of the relation extraction step, resulting
in a simplistic canonical predicate-argument structure of the out-
put, and

(b) allows for the enrichment of the extracted relational tuples with
important contextual information that supports their interpretabil-
ity.

1.5. Contributions

This thesis makes a number of contributions to the fields of TS and Open IE by
critically analyzing existing approaches and proposing a new discourse-aware TS
approach with a subsequent relation extraction stage, generating semantically typed
relational tuples from complex source sentences.

The contributions of our work can be summarized as:

Contribution 1. We provide a critical overview of existing TS and Open IE ap-
proaches and identify their main benefits and shortcomings, motivating our
research questions.

Contribution 2. We conduct a systematic analysis of syntactic phenomena involved
in complex sentence constructions whose findings are materialized in a small
set of 35 hand-crafted simplification rules.

Contribution 3. We propose a discourse-aware syntactic TS approach which trans-
forms English sentences that present a complex linguistic structure into a se-
mantic hierarchy of simplified sentences in the form of minimal, self-contained
propositions. As a proof of concept, we develop a reference implementation
(DisSim).

Contribution 4. We perform a comprehensive evaluation against current syntactic
TS baselines, demonstrating that our reference implementation DisSim out-
performs the state of the art in structural TS both in an automatic evaluation
and a manual analysis across three TS datasets from two different domains.

Contribution 5. In an extrinsic evaluation of our discourse-aware TS approach, we
demonstrate its merits for downstream Open IE applications.
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Contribution 6. We develop a supporting system for the relation extraction stage
(Graphene). It operates on the semantic hierarchy of simplified sentences with
the objective of extracting relational tuples within the semantic context in
which they occur.

Contribution 7. We introduce a supporting formal semantic representation of com-
plex sentences based on the Resource Description Framework (RDF) standard.
It consists of a two-layered hierarchical representation of the input in the form
of core sentences and accompanying contexts. Rhetorical relations are used to
preserve the coherence structure of the input, resulting in a more informative
output which is easier to interpret.

Contribution 8. We compile a large-scale sentence splitting corpus which is com-
posed of 203K pairs of aligned complex source and simplified target sentences.
This dataset may be useful for developing data-driven sentence splitting ap-
proaches that attempt to learn how to transform sentences with a complex
linguistic structure into a fine-grained representation of short and simple sen-
tences that present an atomic semantic unit.

The source code of both our reference TS implementation DisSim1 and our Open
IE framework Graphene2 is published online to support transparency and repro-
ducibility of this work. MinWikiSplit, the sentence splitting corpus we compiled,
is available online, too.3

1.6. Outline

The remainder of this thesis is organized as follows:

After introducing the target problem and the corresponding research questions that
will be addressed in this work, Chapter I presents a critique of the state of the art in
syntactic TS (Section 2.1) and Open IE (Section 2.3). We compare various previously
proposed approaches and draw attention to their particular strengths and weak-
nesses, opening new research directions to be explored in this thesis (Contribution
1). In addition, we discuss approaches addressing the related problem of preserv-
ing coherence structures in texts (Section 2.2), as well as schemes for the semantic
representation of sentences (Section 2.4).

Chapter II proposes a new discourse-aware TS approach (DisSim) that transforms
complex input sentences into a semantic hierarchy of minimal propositions, resulting
in a novel hierarchical representation in the form of core sentences and accompany-
ing contexts. Rhetorical relations are used to preserve the semantic context of the
output (Contribution 2 and Contribution 3). In addition, we present MinWiki-
Split, a novel large-scale sentence splitting corpus of 203K pairs of complex source
and aligned simplified target sentences in terms of a set of minimal propositions, i.e.
a sequence of sound, self-contained utterances with each of them presenting a mini-
mal semantic unit that cannot be further decomposed into meaningful propositions

1https://github.com/Lambda-3/DiscourseSimplification
2https://github.com/Lambda-3/Graphene
3https://github.com/Lambda-3/minwikisplit
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(Contribution 8). This chapter addresses the first research question (Research
Question 1).

Chapter III investigates how the proposed sentence splitting approach can be
leveraged for the task of Open IE to facilitate the process of extracting a formal
semantic representation from complex input sentences (Contribution 7). As a
proof of concept, a supporting system is developed (Graphene) (Contribution 6).
This chapter targets the second research question (Research Question 2).

Chapter IV reports on the results of the experiments that were conducted to eval-
uate the performance of our reference TS implementation DisSim with regard to the
two subtasks of (1) splitting and rephrasing syntactically complex input sentences
into a set of minimal propositions, and (2) setting up a semantic hierarchy between
the split components. With regard to the former, we compared the performance of
our approach with state-of-the-art syntactic TS baselines on three commonly applied
TS corpora from two different domains. To assess the latter, we performed a compar-
ative analysis with the annotations contained in the RST-DT (Carlson et al., 2002)
(Contribution 4). Finally, in an extrinsic evaluation of our discourse-aware TS ap-
proach, we demonstrate its use as a support for the Open IE process (Contribution
5). This chapter provides the experimental results backing the hypotheses proposed
in Research Question 1 and Research Question 2.

Chapter V revisits the main research questions and contributions of this thesis. It
summarizes the experiments and most important findings of each chapter, comments
on their potential impact on future TS and Open IE studies, and proposes new
research avenues.

1.7. Associated Publications

Different aspects of this work were disseminated in previously published articles in
proceedings of peer-reviewed international conferences:

1. Christina Niklaus, Matthias Cetto, André Freitas, and Siegfried Handschuh.
2019b. Transforming Complex Sentences into a Semantic Hierarchy. In Pro-
ceedings of the 57th Annual Meeting of the Association for Computational Lin-
guistics, pages 3415-3427, Florence, Italy. Association for Computational Lin-
guistics.

This work proposes a method for transforming complex sentences into a se-
mantic hierarchy of minimal propositions, thus introducing the key concepts
of this dissertation (see Chapter II). It describes an approach that uses a
set of linguistically principled transformation patterns to recursively split and
rephrase input sentences into shorter, syntactically simplified utterances. To
avoid producing a set of disconnected components, both their semantic con-
text and relations to other units are captured in terms of rhetorical relations,
resulting in a novel hierarchical representation in the form of core sentences
and accompanying contexts. The paper includes a comprehensive evaluation
against state-of-the-art TS baselines, forming the basis of the experiments de-
scribed in Section 15.1.
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2. Christina Niklaus, Matthias Cetto, André Freitas, and Siegfried Handschuh.
Discourse-Aware Text Simplification – From Complex Sentences to Minimal
Propositions. submitted to Computational Linguistics. [Current Status: third
round of peer review with minor revisions required; Submitted: February 24
2020; Revision Submitted: July 31 2021]

This article substantially extends the work described in Niklaus et al. (2019b),
providing a both complete and detailed qualitative end-to-end narrative of the
proposed discourse-aware TS approach. It presents additional detail about the
sentence splitting subtask by performing a systematic analysis of the syntactic
phenomena involved in complex sentence constructions (see Section 4). The
findings are materialized in a small set of transformation patterns whose details
are presented in this article (see Section 6). It may both serve as a reference
and support the re-implementation of the proposed approach. Moreover, it
emphasizes and extends the prior work in the direction of the identification
of the discourse structures (see Section 5). Finally, it describes an in-depth
extrinsic evaluation that predicts the merits of the novel fine-grained represen-
tation of complex assertions in the form of a semantic hierarchy of syntactically
simplified propositions for the task of Open IE (see Section 15.3).

3. Christina Niklaus, Matthias Cetto, André Freitas, and Siegfried Handschuh.
2019a. DisSim: A Discourse-Aware Syntactic Text Simplification Framework
for English and German. In Proceedings of the 12th International Conference
on Natural Language Generation, pages 504-507, Tokyo, Japan. Association
for Computational Linguistics.

This paper presents a reference implementation of our discourse-aware TS
approach, DisSim, which was developed as a proof of concept for transforming
complex sentences into a semantic hierarchy of minimal propositions.

4. Christina Niklaus, André Freitas, and Siegfried Handschuh. 2019c. Min-
WikiSplit: A Sentence Splitting Corpus with Minimal Propositions. In Pro-
ceedings of the 12th International Conference on Natural Language Generation,
pages 118-123, Tokyo, Japan. Association for Computational Linguistics.

This paper introduces MinWikiSplit, a large-scale sentence splitting corpus
of aligned pairs of complex source and simplified target sentences where each
input sentence is broken down into a set of minimal propositions. This dataset
is presented in Section 8.

5. Christina Niklaus, Matthias Cetto, André Freitas, and Siegfried Handschuh.
2018. A Survey on Open Information Extraction. In Proceedings of the 27th In-
ternational Conference on Computational Linguistics, pages 3866-3878, Santa
Fe, New Mexico, USA. Association for Computational Linguistics. (Best Sur-
vey Paper)

This paper contributes an extensive survey on the task of Open IE, providing
a critical summary of state-of-the-art approaches, resources and evaluation
procedures. It lays the groundwork for the description of related work in the
area of Open IE in Section 2.3. This publication received the award for best
survey paper at the COLING Conference 2018.
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6. Matthias Cetto, Christina Niklaus, André Freitas, and Siegfried Handschuh.
2018b. Graphene: Semantically-linked Propositions in Open Information Ex-
traction. In Proceedings of the 27th International Conference on Computa-
tional Linguistics, pages 2300-2311, Santa Fe, New Mexico, USA. Association
for Computational Linguistics.

This paper explores the relation extraction step of our TS - Open IE pipeline,
described in Chapter III. It presents a method for leveraging the syntactically
simplified sentences generated by our TS approach (see Chapter II) to improve
the performance of state-of-the-art Open IE systems in terms of recall and
precision. A thorough comparative evaluation against a set of Open IE baseline
approaches was conducted, investigating the coverage and accuracy of the
extracted relational tuples. This study forms the basis of our experiments
from Section 15.3.

7. Matthias Cetto, Christina Niklaus, André Freitas, and Siegfried Handschuh.
2018a. Graphene: A Context-Preserving Open Information Extraction Sys-
tem. In Proceedings of the 27th International Conference on Computational
Linguistics: System Demonstrations, pages 94-98, Santa Fe, New Mexico,
USA. Association for Computational Linguistics.

This paper presents Graphene, a reference implementation of our proposed TS
- Open IE pipeline. It was developed as a proof of concept for the extraction
of semantically typed relational tuples from complex input sentences, with the
objective of demonstrating that the semantic hierarchy of minimal propositions
serves as an intermediate representation that facilitates the relation extraction
process.

8. Christina Niklaus, Bernhard Bermeitinger, Siegfried Handschuh, and André
Freitas. 2016. A Sentence Simplification System for Improving Relation Ex-
traction. In Proceedings of COLING 2016, the 26th International Conference
on Computational Linguistics: System Demonstrations, pages 170-174, Osaka,
Japan. The COLING 2016 Organizing Committee.

This paper introduces the idea of using syntactic TS as a pre-processing step for
improving the coverage and accuracy of the relational tuples extracted by state-
of-the-art Open IE approaches. It presents a first prototype implementation
of the discourse-aware TS approach developed in this thesis. Thus, the paper
is the starting point of this dissertation.
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2. Related Work

The following section presents a critical summary of previous work in the area of TS,
focusing on methods that aim at simplifying the linguistic structure of sentences. We
discuss the strengths and weaknesses of existing approaches, thereby demonstrating
the effectiveness of our proposed context-preserving TS framework. In addition, in
Section 2.2, we give a comprehensive overview of approaches that operate on the
level of discourse by taking into account the coherence structure of texts. Section
2.3 then reviews approaches that were proposed to solve the task of Open IE. We
highlight their limitations and provide a critique of commonly applied evaluation
procedures. Finally, in Section 2.4, we briefly discuss the related topic of MR.

2.1. Text Simplification

TS aims to reduce the complexity of a text, while still retaining its meaning. It
comprises both the modification of the vocabulary of the text (lexical simplification)
and the modification of the structure of the sentences (syntactic simplification).
Traditionally, TS has been reduced to the following four rewriting operations:

• substituting complex words or phrases with simpler synonyms,

• reordering sentence components,

• deleting less important parts of a sentence, and

• splitting a complex sentence into several simpler ones.

These transformations are executed with the objective of converting the input into
a simplified output, while preserving its main idea and keeping it grammatically
sound. Table 2.1 illustrates the four major types of TS operations mentioned above
by means of example sentences.

2.1.1. Approaches to Simplification

In the following, we review research on TS, with the objective of understanding
the benefits and shortcomings of the proposed approaches. We classify them based
on the techniques that they use and compare their performance with respect to
commonly applied TS metrics, as well as their transformation capabilities.
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Complex source Able-bodied Muslims are required to visit Islam’s
holiest city, Mecca, at least once in their lifetime.

Simplified output Healthy Muslims need to visit Mecca at least once in
their lifetime.

Complex source Alan Mathison Turing was a British mathematician,
logician, cryptanalyst and computer scientist.

Simplified output Alan Mathison Turing was an English mathematician
and computer scientist.

Complex source
(Siddharthan,
2006)

[The remaining 23,403 tons are still a lucrative target
for growers] [because the U.S. price runs well above the
world rate.]

Simplified output [The U.S. price runs well above the world rate.] [So
the remaining 23,403 tons are still a lucrative target for
growers.]

Table 2.1.: Simplification examples illustrating the major types of TS transforma-
tions. In the first two examples, uncommon words are replaced with a more familiar
term (bold) and less relevant information is removed (underlined).4 In the third
example, a long sentence is split into two simpler ones (brackets). At the same time,
the original clause order is reversed, resulting in a cause-effect order that is easier
to comprehend for readers with poor literacy (Siddharthan, 2014). In addition, a
simple cue word is introduced (italic) to make the discourse relation between the
split sentences explicit.

2.1.1.1. Rule-based Approaches

The task of structural TS was introduced by Chandrasekar et al. (1996), who man-
ually define a set of rules to detect points where sentences may be split, such as
relative pronouns or conjunctions. The rule patterns are based on chunking and de-
pendency parse representations. Similarly, Siddharthan (2002) presents a pipelined
architecture for a simplification framework that extracts a variety of clausal and
phrasal components (appositive phrases, relative clauses, as well as coordinate and
subordinate clauses) from a source sentence and transforms them into stand-alone
sentences using a set of hand-written grammar rules based on shallow syntactic fea-
tures. In Heilman and Smith (2010), the set of simplification rules, which are defined
over phrasal parse trees, are augmented by rules for extracting participial modifiers,
verb phrase modifiers and parentheticals, among others. This method is based on
the idea of semantic entailment and presupposition.
More recently, Siddharthan and Mandya (2014) propose RegenT, a hybrid TS ap-
proach that combines an extensive set of 136 hand-written grammar rules defined
over dependency tree structures for tackling seven types of linguistic constructs with
a much larger set of automatically acquired rules for lexical simplification. Taking a
similar approach, Ferrés et al. (2016) describe a linguistically-motivated rule-based
TS approach called YATS, which relies on part-of-speech tags and syntactic depen-
dency information to simplify a similar set of linguistic constructs, using a set of only

4These examples are taken from the WikiLarge dataset (Zhang and Lapata, 2017). For details
about this corpus, see Section 2.1.2.1.
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76 hand-crafted transformation patterns in total. A vector space model is applied
to achieve lexical simplification. These two rule-based structural TS approaches pri-
marily target reader populations with reading difficulties, such as people suffering
from dyslexia, aphasia or deafness. According to Siddharthan (2014), those groups
most notably benefit from substituting difficult words, making discourse relations
explicit, reordering sentence components and splitting long sentences that contain
clausal constructs. Therefore, TS approaches that are aimed at human readers
commonly represent hybrid systems that operate both on the syntactic and lexical
level, with the decomposition of clausal elements representing the main focus of the
structural simplification component.

Linguistic Construct #rules
YATS RegenT DisSim

Correlatives 4 0 0
Coordinate clauses

10
85 (lexicalised on conjunctions)

1
Coordinate verb phrases 1
Adverbial clauses 12 6
Reported speech 0 14 4
Relative clauses 17

26
9

Appositions 1 2
Coordinate noun phrases 0 0 2
Participial phrases 0 0 4
Prepositional phrases 0 0 3
Adjectival and adverbial
phrases

0 0 2

Lead noun phrases 0 0 1
Passive constructions 14 11 0
Total 76 136 35

Table 2.2.: Comparison of the linguistic constructs that are addressed by the syn-
tactic TS frameworks YATS, RegenT and our proposed approach DisSim based on
the number of hand-crafted grammar rules for simplifying these structures.

In contrast to above-mentioned TS frameworks, our proposed TS approach does not
address a human audience, but rather aims to produce an intermediate repre-
sentation that presents a simple and more regular structure that is easier
to process for downstream Open IE applications. For this purpose, we cover
a wider range of syntactic constructs. In particular, our approach is not limited to
breaking up clausal components, but also splits and rephrases a variety of phrasal
elements, resulting in a much more fine-grained output where each proposition repre-
sents a minimal semantic unit that is composed of a normalized subject-verb-object
structure (or simple variants thereof, see Table 4.1). Though tackling a larger set
of linguistic constructs, our framework operates on a much smaller set of only 35
manually defined rules. A detailed comparison of the linguistic constructs that are
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handled by the two state-of-the-art rule-based syntactic TS systems YATS and Re-
genT and our reference TS implementation DisSim is shown in Table 2.2.

System Output
Input The house was once part of a plantation and it was the home of Josiah

Henson, a slave who escaped to Canada in 1830 and wrote the story of his
life.

RegenT The house was once part of a plantation. And it was the home of Josiah
Henson, a slave. This slave escaped to Canada in 1830 and wrote the story
of his life.

YATS The house was once part of a plantation. And it was the home of Josiah
Henson. Josiah Henson was a slave who escaped to Canada in 1830 and
wrote the story of his life.

DisSim

#1 0 The house was once part of a plantation.
LIST #2

#2 0 It was the home of Josiah Henson.
ELABORATION #3
LIST #1

#3 1 Josiah Henson was a slave.
ELABORATION #4
ELABORATION #6

#4 2 This slave escaped to Canada.
TEMPORAL #5
LIST #6

#5 3 This was in 1830.

#6 2 This slave wrote the story of his life.
LIST #4

Table 2.3.: Example comparing the output produced by the state-of-the-art rule-
based syntactic TS frameworks RegenT and YATS with the simplification gener-
ated by our proposed approach DisSim. Regarding DisSim, the split sentences are
represented in bold. Each of them is assigned a unique identifier (#id), followed
by a number that indicates the sentence’s level of context. Moreover, the decom-
posed spans are connected to one another through rhetorical relations capturing
their semantic relationship. More details on DisSim’s output format can be found
in Section 12.2.

Table 2.3 contrasts the output generated by RegenT and YATS on a sample sen-
tence. As can be seen, RegenT and YATS break down the input into a sequence of
sentences that present its message in a way that is easy to digest for human readers.
However, the sentences are still rather long and present an irregular structure that
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mixes multiple semantically unrelated propositions, potentially causing problems
for downstream Open IE tasks. On the contrary, our fairly aggressive simplifica-
tion strategy that splits a source sentence into a large set of very short sentences
is not well suited for a human audience and may in fact even hinder reading com-
prehension. However, we were able to demonstrate that the transformation process
we propose improves the accuracy and coverage of the relational tuples extracted
by state-of-the-art Open IE systems, serving as an example of a downstream NLP
application that benefits from using our TS approach as a pre-processing step (see
Section 15.3).

With LexEv and EvLex, Štajner and Glavaš (2017) present two TS frameworks
that are able to perform sentence splitting, content reduction and lexical simplifica-
tions. These approaches are semantically-motivated, aiming to reduce the amount of
descriptions in a text and keeping only event-related information. For this purpose,
they make use of EvGraph (Glavaš and Štajner, 2015), a state-of-the-art event
extraction system that relies on a supervised classifier to identify event mentions in
a given sentence. In a second step, a set of 11 manually defined syntax-based extrac-
tion rules are applied to extract event-related arguments of four types: agent, target,
location and time. Each identified event constitutes, together with its arguments, a
new stand-alone simplified sentence. In this way, sentence splitting transformations
are realized. Moreover, any information that does not belong to an event mention is
discarded. Thus, content reduction is performed. Finally, an unsupervised approach
based on word embeddings is used to carry out lexical simplification operations. In
comparison to LexEv and EvLex, where content reduction plays a major role, we
are interested in preserving the full informational content of an input sentence, as
illustrated in Table 2.4.

System Output
Input “The amabassador’s arrival has not been announced and he flew in

complete secrecy,” the official said.
LexEv, EvLex He arrived in complete secrecy.
DisSim

#1 0 The ambassador’s arrival has not been announced.
LIST #2
ATTRIBUTION #3

#2 0 He flew in complete secrecy.

LIST #1
ATTRIBUTION #3

#3 1 This was what the official said.

Table 2.4.: Example comparing the output produced by LexEv and EvLex with
the simplification generated by our proposed approach DisSim.

Lately, based on the work described in Evans (2011), Evans and Orǎsan (2019) pro-
pose a sentence splitting approach that combines data-driven and rule-based meth-
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ods. In a first step, they use a Conditional Random Field (CRF) tagger (Lafferty
et al., 2001) to identify and classify signs of syntactic complexity, such as coordina-
tors, wh-words or punctuation marks. Then, a small set of 28 manually defined rules
for splitting coordinate clauses and a larger set of 125 hand-crafted grammar rules
for decomposing nominally bound relative clauses is applied to rewrite long sentences
into sequences of shorter single-clause sentences. Compared to Evans and Orǎsan
(2019)’s approach, which covers only two types of clausal constructs, our proposed
discourse-aware TS framework targets a much wider range of sentence structures,
while at the same time we rely on a set of rules that is considerably smaller.

Approach #rules Test
Corpus

#raters Gram-
matical-

ity

Meaning
Preser-
vation

Simplic-
ity

Heilman
and Smith
(2010)

28 encyclo-
pedia

articles*

2 4.75 4.67 —

RegenT 136 PWKP 5 4.04 4.60 3.74
YATS 76 PWKP 8 4.58 3.76 3.93
LexEv 11 News* 2 4.23 3.57 4.49

11 Wiki* 2 4.35 3.58 4.30
EvLex 11 News* 2 4.25 3.55 4.49

11 Wiki* 2 4.35 3.54 4.25

Evans and
Orǎsan
(2019)

153 Health,
News &
Litera-
ture*

5 [3.79,
4.05]†

[3.72,
4.02]†

[4.03,
4.25]†

Table 2.5.: Performance of rule-based TS approaches as reported by their authors.
A (*) indicates a test set that was compiled solely for the purpose of evaluating
the proposed system. Details on the remaining standard corpora can be found in
Section 2.1.2. A (†) denotes the 95% confidence interval.

Table 2.5 summarizes the performance of the rule-based TS approaches described
above, based on a set of human ratings.5 Note that the scores are not directly
comparable, since the approaches were assessed on different corpora. In addition to
that, the evaluation was carried out by different annotators on the basis of slightly
varying annotation guidelines.

2.1.1.2. Approaches based on Monolingual Statistical Machine Translation

Other approaches treat TS as a monolingual MT task, with the original sentences
as the source and the simplified sentences as the target language. In statistical ma-
chine translation (SMT), the goal of a model is to produce a translation e in the

5In this setting, judges are asked to rate the quality of the simplified output produced by a
TS system on a Likert scale that ranges from 1 to 5 with regard to three criteria: grammaticality,
meaning preservation and simplicity. For further details, see Section 14.1.4.1.
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target language when given a sentence f in the source language. Various different
approaches for implementing the translation model have been proposed so far. One
of them is phrase-based machine translation (PBMT), which uses phrases, i.e. se-
quences of words, as the basic unit of translation. Specia (2010) was the first to
apply this approach for the task of TS. Her model is based on the PBMT toolkit
Moses (Koehn et al., 2007), which is used without any adaptations for carrying out
TS transformations. It mostly executes lexical simplifications and simple structural
rewritings, while more complex syntactic transformations such as sentence splittings
cannot be performed. Coster and Kauchak (2011a) extend this approach to allow
complex phrases to be aligned to NULL, thus implementing deletion operations
(“Moses-Del”). Wubben et al. (2012) also use Moses, but add a post-processing
stage where the output sentences are re-ranked according to their dissimilarity from
the input, with the goal of encouraging transformation operations (“PBMT-R”).
The resulting simplifications are limited to paraphrasing rewrites. In short, PBMT
models are able to perform substitutions, short distance reorderings and deletions.
However, they fail to learn more sophisticated operations like sentence splitting that
may require more information on the structure of the sentences and relationships
between their components (Alva-Manchego et al., 2020).

Another SMT-based approach is syntax-based machine translation (SBMT). Here,
the fundamental unit for translation is no longer a phrase, but syntactic components
in parse trees. This allows to extract more informed features, based on the structure
of parallel trees of source and target sentences (Alva-Manchego et al., 2020). An
example of an SBMT approach is “TSM” (Zhu et al., 2010), which makes use of
syntactic information on the source side in order to perform four rewriting oper-
ations, namely reordering, splitting, deletion and substitution. For estimating the
translation model, the method traverses the parse tree of the original sentence from
top to bottom, extracting features for each possible transformation. It is trained on
the PWKP corpus (see Section 2.1.2) using the Expectation Maximization algorithm
proposed in Yamada and Knight (2001). In the evaluation, it demonstrates good
performance for word substitution and sentence splitting. Focusing on lexical simpli-
fication, Xu et al. (2016) trained an SBMT model on a large-scale paraphrase dataset
(PPDB) (Ganitkevitch et al., 2013). It optimizes an SBMT framework (Post et al.,
2013) with rule-based features and tuning metrics specifically tailored for the task
of lexical simplification (BLEU, FKBLEU and SARI). Hence, it is limited to lexical
simplification operations, whereas “TSM” is capable of performing more complex
syntactic transformations, such as splits.

Table 2.6 summarizes the performance of the SMT-based TS approaches described
above, using a set of commonly applied TS metrics.7 Note that the values are
not directly comparable, since different corpora were used for testing the proposed
models.

6Corpus of 104 manually simplified Portuguese newswire articles, amounting to 4,483 original
sentences and their corresponding simplifications.

7Further details on the metrics of BLEU and SARI can be found in Section 14.1.3.2. Flesch-
Kincaid Grade Level (FKGL) (Kincaid et al., 1975) is a widely applied readability metric, measuring
how easy a text is to understand for human readers. It is based on average sentence length and
average number of syllables per word. The result is a number that corresponds with a grade level
in the United States.
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Approach Train
Corpus

Test
Corpus

BLEU ↑ FKGL ↓ SARI ↑

Specia (2010) Own6 Own6 59.87 — —
Moses-Del C&K-1 C&K-1 60.46 — —
PBMT-R PWKP PWKP 43.00 13.38 —
TSM PWKP PWKP 38.00 — —
SBMT
(PPDB+BLEU)

PWKP
Turk

PWKP
Turk

99.05 12.88 26.05

SBMT
(PPDB+FKBLEU)

PWKP
Turk

PWKP
Turk

74.48 10.75 34.18

SBMT
(PPDB+SARI)

PWKP
Turk

PWKP
Turk

72.36 10.90 37.91

Table 2.6.: Performance of SMT-based TS approaches as reported by their authors
(Alva-Manchego et al., 2020).

2.1.1.3. Approaches based on the Induction of Synchronous Grammars

Moreover, TS approaches that are based on the induction of synchronous grammars
were proposed. Here, TS is modelled as a tree-to-tree rewriting problem. Typically,
a two step process is carried out. First, parallel corpora of aligned pairs of complex
source and simplified target sentences are used to extract a set of tree transformation
rules. Then, the approaches learn how to select which rules to apply to unseen
sentences in order to generate the best simplified output (decoding) (Alva-Manchego
et al., 2020).

The approach described in Woodsend and Lapata (2011) (“QG+ILP”) uses Quasi-
synchronous Grammars (QGs) (Smith and Eisner, 2006) to induce rewrite rules that
target sentence splitting, word substitution and deletion operations. In a first step,
simplification rules are extracted from constituent alignments between pairs of trees
of complex source and simplified target sentences. Next, Integer Linear Program-
ming (ILP) is used to find the best candidate simplification. During this process,
the parse tree of the source sentence is traversed from top to bottom, applying at
each node all the transformation rules that match. The objective function of the
ILP involves a penalty that favors more common transformation rewrites and tries
to reduce the number of words and syllables in the resulting simplified output.

Another grammar-induced TS approach is proposed in Paetzold and Specia (2013)
(“T3+Rank”). To extract a set of simplification rules, it makes use of T3 (Cohn and
Lapata, 2009), an abstractive sentence compression model that employs Synchronous
Tree Substitution Grammars (STSGs) (Eisner, 2003) to perform deletion, reordering
and substitution operations. It starts by mapping the word alignment of complex-
simple sentence pairs into a constituent level alignment between their source and
target trees by adapting the alignment template method of Och and Ney (2004).
Next, the alignments are generalized, i.e. the aligned nodes are replaced with links,
using a recursive algorithm whose goal is to find the minimal most general set of
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transformation rules. During decoding, candidate simplifications are then ranked
according to their perplexity in order to determine the best simplifications.

Furthermore, Feblowitz and Kauchak (2013) (“SimpleTT”) present an approach sim-
ilar to the one described in Cohn and Lapata (2009), modifying the rule extraction
process to reduce the number of candidate simplification rules that need to be gen-
eralized. During decoding, the model tries to match the more specific rules up to the
most general, thus generating the 10,000 most probable simplifications, from which
the best one is determined using a log-linear combination of features, such as rule
probabilities and output length.

Approach Train Corpus Test Corpus BLEU ↑ FKGL ↓
QG+ILP AlignedWL PWKP 34.00 12.36

RevisionWL PWKP 42.0 10.92
T3+Rank C&K-1* C&K-1* 34.2 —
SimpleTT C&K-1 C&K-1 56.4 —

Table 2.7.: Performance of grammar-induced TS approaches as reported by their
authors. A (*) indicates a training/test set different from the standard (Alva-Man-
chego et al., 2020).

Alva-Manchego et al. (2020) claim that due to their pipeline architecture, grammar-
induced-based approaches offer more flexibility on how the rules are learned and how
they are applied, as compared to end-to-end approaches. Even though Woodsend
and Lapata (2011) were the only ones to explicitly model sentence splitting, the
other approaches could be modified in a similar way to incorporate splitting opera-
tions. Table 2.7 presents an overview of the performance of the grammar-induced TS
approaches mentioned above. Since different test corpora were applied, the scores
are not directly comparable.

2.1.1.4. Semantics-Assisted Approaches

Arguing that sentence splitting is semantics-driven, Narayan and Gardent (2014)
propose Hybrid, a TS approach that takes semantically-shared elements as the
basis for splitting and rephrasing a sentence. It is based on the assumption that
splits occur when an entity takes part in two or more distinct events described in a
single sentence. For instance, in the example depicted in Table 2.8, the split is on the
entity “Donald Trump”, which is involved in two events, namely “being inaugurated
as president” and “moving his businesses into a revocable trust”.

Complex
source

Before being inaugurated as president, Donald Trump moved
his businesses into a revocable trust.

Simplified
output

Donald Trump was inaugurated as president. Donald Trump
moved his businesses into a revocable trust.

Table 2.8.: Semantically-shared elements as the basis for splitting a sentence.
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Hybrid combines semantics-driven deletion and sentence splitting with PBMT-
based substitution and reordering. To determine potential splitting points in a given
sentence, this method first uses Boxer (Curran et al., 2007) to generate a semantic
representation of the input in the form of Discourse Representation Structure (DRS)
(Kamp, 1981) (see Section 2.4). Splitting candidates are pairs of events that share a
common thematic role, e.g. agent and patient (see Section 2.4). The probability of
a candidate being split is determined by the thematic roles associated with it. The
split with the highest probability is chosen, and the decomposed spans are rephrased
by completing them with the shared elements in order to reconstruct grammatically
sound sentences. Deletion, too, is directed by thematic roles information, based on
the assumption that constituents that are related to a predicate by a core thematic
role (e.g., agent and patient) represent mandatory arguments and, thus, should not

System Output
Input The tarantula, the trickster character, spun a black cord and, attaching

it to the ball, crawled away fast to the east, pulling on the cord with all
his strength.

DSS the tarantula the trickster character spun a black cord. attaching it to
the ball. character crawled away fast to the east. character pulling on
the cord with all his strength.

SENTS the character has a character on the rope, and the player can see the
ball.

Hybrid the tarantula, the trickster character, a black spun cord, and it attaching,
crawled, pulling all.

DisSim

#1 0 The tarantula spun a black cord.
LIST #2
LIST #3
ELABORATION #4

#2 0 The tarantula crawled away fast to the east.
LIST #1
LIST #3
ELABORATION #4

#3 0 The tarantula was pulling on the cord with all his
strength.
LIST #1
LIST #2
ELABORATION #4

#4 1 The tarantula was the trickster character.

(a) Example 1.
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System Output
Input Their granddaughter Hélène Langevin-Joliot is a professor of nuclear

physics at the University of Paris, and their grandson Pierre Joliot,
who was named after Pierre Curie, is a noted biochemist.

DSS their granddaughter Hélène Langevin Joliot is a professor of nuclear
physics at the university of Paris. Joliot was named after Pierre curie.

SENTS their granddaughter Hélène Langevin Joliot is a professor of nuclear
physics.

Hybrid their granddaughter hélène langevin-joliot is a professor of physics, and
their grandson pierre joliot, who was named, is a biochemist.

DisSim

#1 0 Hélène Langevin-Joliot is a professor of nuclear physics
at the University of Paris.
ELABORATION #2
LIST #3

#2 1 Hélène Langevin-Joliot is their granddaughter.

#3 0 Pierre Joliot is a noted biochemist.
LIST #1
ELABORATION #3
ELABORATION #5

#4 1 Pierre Joliot is their grandson.

#5 1 Pierre Joliot was named after Pierre Curie.
ELABORATION #6

#6 2 Pierre Joliot is their grandson.

(b) Example 2.

Table 2.9.: Examples comparing the output produced by semantics-assisted TS mod-
els with the simplifications generated by the reference implementation DisSim of our
proposed discourse-aware TS approach.

be deleted. Finally, the probabilities for substitution and reordering are determined
by a PBMT system (Koehn et al., 2007).

In Narayan and Gardent (2016) (“UNSUP”), the authors present another semantics-
assisted TS approach that does not require aligned original-simplified sentence pairs
to train a TS model. Analogous to the method presented in Narayan and Gardent
(2014), they apply Boxer to produce a semantic representation of the input, which is
used to identify the events and predicates contained in it. To determine whether and
where to split, the maximum likelihood of the sequences of thematic role sets result-
ing from each possible split are estimated. The underlying probabilistic model only
relies on data from Simple English Wikipedia (SEW) (see Section 2.1.2). Phrasal
deletion is carried out using ILP. Finally, the pipeline incorporates a context-aware
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lexical simplification component (Biran et al., 2011) that learns paraphrasing rules
from aligned articles of English Wikipedia (EW) and SEW.

With Direct Semantic Splitting (DSS), Sulem et al. (2018c) describe a further
semantics-based structural TS framework that follows a similar approach, making
use of the TUPA parser presented in Hershcovich et al. (2017). It generates a seman-
tic representation of the input sentence in the form of Universal Conceptual Cog-
nitive Annotation (UCCA) (Abend and Rappoport, 2013) (see Section 2.4), which
supports the direct decomposition of a sentence into individual semantic elements.
The authors specify two semantic rules for sentence splitting that are conditioned on
UCCA’s event categories. The first rule targets parallel events (“Parallel Scenes”),
which are extracted and separated into different sentences. The second rule aims
at events that provide additional information about an established entity (“Elab-
orator Scenes”), which, too, are extracted from the source sentence together with
the phrase to which they refer. In addition to DSS, Sulem et al. (2018c) propose
SENTS, a hybrid TS system that adds a lexical simplification component to DSS
by running the split sentences through the NMT-based system proposed in Nisioi
et al. (2017) (see Section 2.1.1.5).

In contrast to SMT-based and grammar-induced TS approaches, where sentence
splitting transformations play only a subordinate role, the semantics-assisted TS
models described above are largely motivated by this type of rewriting operation.
With the objective of decomposing complex source sentences into minimal semantic
units, semantics-aided TS methods follow a very similar goal as compared to our
syntactic TS approach. However, they generally suffer from a poor grammatical-
ity and meaning preservation of the simplified output, as shown by the example
simplifications in Table 2.9.

Table 2.10 provides a summary of the performance of the semantics-assisted TS
approaches presented above.

Approach Train Corpus Test Corpus BLEU ↑ SARI ↑
Hybrid PWKP PWKP 53.60 —
UNSUP — PWKP 38.47 —
DSS — PWKP Turk 76.57 36.76
SENTS EW-SEW PWKP Turk 57.71 31.90

Table 2.10.: Performance of semantics-assisted TS approaches as reported by their
authors (Alva-Manchego et al., 2020).

2.1.1.5. Neural Sequence-to-Sequence Approaches

Recent improvements in TS were achieved by the use of neural machine transla-
tion (NMT)-inspired approaches, where TS is modelled as a sequence-to-sequence
(Seq2Seq) problem that is commonly addressed with an attention-based encoder-
decoder architecture (Bahdanau et al., 2015; Cho et al., 2014; Sutskever et al.,
2014). Most models rely on a Recurrent Neural Network (RNN) architecture with
Long Short-Term Memory (LSTM) units (Hochreiter and Schmidhuber, 1997).
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With Neural Text Simplification (NTS), Nisioi et al. (2017) introduced the first
neural Seq2Seq TS approach, using an encoder-decoder architecture with an atten-
tion mechanism provided by OpenNMT (Klein et al., 2017). The resulting model is
able to simultaneously perform lexical simplifications and content reduction. Alva-
Manchego et al. (2017), too, explore this standard Seq2Seq architecture, but employ
the implementation of Nematus (Sennrich et al., 2017). In Scarton and Specia
(2018), the authors propose to augment the neural architecture by enriching the
encoder’s input with information about the target audience and the predicted TS
transformations that need to be performed (“target-TS”). Replacing LSTMs with
Neural Semantic Encoders (NSEs) (Munkhdalai and Yu, 2017), Vu et al. (2018) use
a slightly different network architecture which allows to capture more context infor-
mation while encoding the current token, since an NSE has access to all the tokens
in the input sequence, whereas an LSTM only relies on the previous hidden state
(“NseLstm”).

Adhering to the standard RNN-based architecture, further research explores alter-
native learning algorithms for training TS models. For instance, Zhang and Lapata
(2017) present Dress, which applies the standard attention-based Seq2Seq architec-
ture as an agent within a Reinforcement Learning (RL) architecture. In this setting,
a TS model is trained in an end-to-end manner using TS-specific metrics as reward.
Moreover, Guo et al. (2018) suggest a Multi-Task Learning (MTL) framework with
TS as the main task, while paraphrase generation and entailment generation serve as
auxiliary tasks to improve the TS model’s performance (“PointerCopy+MTL”).
In addition, they augment the standard encoder-decoder architecture with a pointer-
copy mechanism (See et al., 2017; Gu et al., 2016), which allows to decide at decoding
time whether to copy a token from the input or to generate one.

In contrast to previously proposed NMT-based TS approaches that attempt to learn
simplification rewrites solely from the training datasets, Zhao et al. (2018) propose
to incorporate external knowledge in the form of human-curated paraphrasing rules
from Simple PPDB (Pavlick and Callison-Burch, 2016) (“DMAss+DCss”). The
authors argue that due to the relatively small size of TS datasets, the models have
difficulty in capturing less frequent transformations and thus do not generalize well.
Hence, claiming that external knowledge may help in learning rules that are not
frequently observed in the underlying training data, paraphrasing rules are included
in their approach. In addition, they move away from RNN-based architectures and
instead use a Transformer architecture (Vaswani et al., 2017).

In Alva-Manchego et al. (2017), the TS task is modelled as a Sequence Labeling (SL)
problem where TS rewrites are identified at the level of individual words or phrases.
MASSAlign (Paetzold et al., 2017) is applied to automatically generate token-level
annotations from which an LSTM learns to predict deletion and substitution opera-
tions. During decoding, words that are labelled to be deleted are not included in the
output, while the system proposed in Paetzold and Specia (2017) is used for lexical
simplification.

More recently, with UNTS, Surya et al. (2019) present an unsupervised end-to-end
TS approach. It is motivated by the goal of designing an architecture that allows
to train TS models for languages and domains that lack large-scale resources of
aligned pairs of complex source and simplified target sentences. It is based on an
autoencoder architecture that uses a shared encoder and two dedicated decoders:
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one for generating complex sentences and one for producing simple sentences. The
model also relies on a discriminator module that determines if a given context vector
sequence is close to one extracted from simple sentences in the dataset, as well as a
classifier module whose task is to bring about diversification in the generated output.

Up to that point, research in TS has been mostly focused on developing approaches
that generate a single generic simplification for a given source text, with no possi-
bility to adapt the output to the specific needs of various target groups. However,
different audiences require different types of simplifications (Siddharthan, 2014).
Hence, aiming to close this gap, the first attempts at controllable sentence simpli-
fication were presented. For instance, with ACCESS (Audience-Centric Sentence
Simplification), Martin et al. (2020) propose a TS approach which modifies a generic
Seq2Seq model to control various qualities of the output text. For this purpose, the
authors first identify a number of attributes that capture important features of the
simplification process, such as the amount of compression, paraphrasing, lexical and
syntactic complexity, and then find explicit control tokens to represent each of them.
Next, using these tokens, a Seq2Seq model is trained with the objective of learning to
associate different aspects of the simplification process with the control tokens. As a
result, by carefully choosing appropriate values for the attributes, the model can be

Approach Train
Corpus

Test Corpus BLEU ↑ FKGL ↓ SARI ↑

NTS EW-SEW PWKP Turk 84.51 — 30.65
target-TS Newsela Newsela 64.78 5.47 45.41
Dress WikiSmall PWKP 34.53 7.48 27.48

WikiLarge PWKP Turk 77.18 6.58 37.08
Newsela Newsela 23.21 4.13 27.37

NseLstm-B WikiSmall PWKP 53.42 — 17.47
(optimized for WikiLarge PWKP Turk 92.02 — 33.43
BLEU) Newsela Newsela 26.31 — 27.42
NseLstm-S WikiSmall PWKP 29.72 — 29.75
(optimized for WikiLarge PWKP Turk 80.43 — 36.88
SARI) Newsela Newsela 22.62 — 29.58
PointerCopy WikiSmall PWKP 29.70 6.93 28.24
+MTL WikiLarge PWKP Turk 81.49 7.41 37.45

Newsela Newsela 11.86 1.38 32.98
DMAss+DCss WikiLarge PWKP Turk — 8.04 40.45

WikiLarge Newsela — 5.17 27.28
SL Newsela Newsela 41.37 — 31.29
UNTS Own

(Wikipedia)
PWKP Turk 74.24 — 33.8

Table 2.11.: Performance of Seq2Seq TS approaches as reported by their authors
(Alva-Manchego et al., 2020).
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adapted more precisely to the type of simplification needed by the respective user.
Moreover, Dong et al. (2019) present EditNTS, a neural programmer-interpreter
approach (Reed and de Freitas, 2016) for the task of TS, where simplifying edit op-
erations (add, delete, keep) are predicted on the words of a complex input sentence
by the programmer and then executed into simplified tokens by the interpreter. By
adjusting the loss weights on the edit operations, the model can prioritize simplifica-
tion operations for different tasks, thus offering control over the output length, the
number of words that are copied from the input, as well as the number of new words
that are added to the simplified output sentence. Kriz et al. (2019), too, support
personalized TS by extending a generic Seq2Seq framework. For this purpose, they
incorporate word complexities into the model’s loss function during training in order
to encourage it to choose simpler words, and generate a large set of diverse candidate
simplifications at test time, which are reranked based on a scoring function to select

System Output
Input Diller suddenly sold the stations to Univision, which converted them into

Spanish language outlets, and while some affiliated with Univision, most
joined Telefutura, its new sister network that launched in January 2002.

Copy512 Diller suddenly sold the stations to Univision, which converted them
into Spanish language outlets. While some affiliated with Univision,
most joined Telefutura, its new sister network that launched in January
2002.

DisSim

#1 0 Diller suddenly sold the stations to Univision.
ELABORATION #2
LIST #4

#2 1Univision converted them into Spanish language outlets.

#3 0 Some affiliated with Univision.
ELABORATION #2
CONTRAST #4

#4 0 Most joined Telefutura.
LIST #1
CONTRAST #3
ELABORATION #5

#5 1 Telefutura was its new sister network.
ELABORATION #6

#6 2 This new sister network launched in 2002.

Table 2.12.: Example comparing the output produced by a Seq2Seq sentence splitting
model with the simplifications generated by the reference implementation DisSim
of our proposed discourse-aware TS approach.
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the simplification that promotes fluency, adequacy and simplicity. Consequently, by
changing the loss and scoring function, the model offers control over the simplified
output.

An important limitation of the NMT-based TS systems presented above is that they
do not address sentence splitting transformations, potentially due to the scarcity
of this type of rewriting operation in the training corpora (Sulem et al., 2018c).
Table 2.11 summarizes the performance of the above-mentioned neural Seq2Seq
approaches, using a set of TS metrics.

The work of Narayan et al. (2017) builds on this observation. The authors argue
that established TS corpora, such as PWKP (Zhu et al., 2010), C&K-1 (Coster and
Kauchak, 2011b), Newsela (Xu et al., 2015) and WikiLarge (Zhang and Lapata,
2017) (see Section 2.1.2), are ill suited for learning how to decompose sentences into
shorter, syntactically simplified components, as they contain only a small number
of split examples. Therefore, they propose a new corpus, WebSplit. It is the first
TS dataset that explicitly addresses the task of sentence splitting, while abstracting
away from other TS transformations, such as paraphrasing or deletion operations.
This dataset is composed of over one million tuples that map a single complex sen-
tence to a sequence of structurally simplified sentences expressing the same meaning
(for details, see Section 2.1.2). Introducing a new task called “Split-and-Rephrase”
that focuses on splitting a sentence into several shorter ones, Narayan et al. (2017)
describe a set of Seq2Seq models trained on the WebSplit corpus for breaking up
complex input sentences into shorter components that present a simpler structure.

Aharoni and Goldberg (2018) further explore this idea, augmenting the presented
neural models with a copy mechanism (See et al., 2017; Gu et al., 2016). Though
outperforming the models of Narayan et al. (2017), they still perform poorly com-
pared to previous state-of-the-art rule-based syntactic TS approaches. In addition,

Approach Train Corpus Test Corpus BLEU ↑ #S/C #T/S
Narayan
et al. (2017)

WebSplit* WebSplit* 6.68 2.44 10.23

Aharoni and
Goldberg
(2018)

WebSplit* WebSplit* 24.97 2.87 10.04

Botha et al.
(2018)

WebSplit v1.0∆ WebSplit v1.0∆ 60.4 2.0 11.0

WikiSplit WikiSplit 76.0 2.08# 16.55#

Table 2.13.: Performance of Seq2Seq sentence splitting approaches as reported by
their authors. A (*) indicates the data split proposed in Aharoni and Goldberg
(2018), while a (∆) indicates a scaled-up re-release of the original WebSplit corpus
by Narayan et al. (2017) that, too, addresses the issues identified in Aharoni and
Goldberg (2018). A (#) signifies a score that was not reported in the paper, but
calculated by us. #S/C refers to the average number of simplified sentences per com-
plex input sentence. #T/S represents the average number of tokens per simplified
output sentence.
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Botha et al. (2018) compile another sentence splitting corpus based on Wikipedia
edit histories (see Section 2.1.2). When training the best-performing model of Aha-
roni and Goldberg (2018) on this corpus, they achieve a strong improvement over
prior best results. However, as pointed out in Table 2.12 (“Copy512”), Botha et al.
(2018)s’ approach exhibits a strong conservatism since each input sentence is split in
exactly two output sentences only, due to the uniform use of a single split per source
sentence in the training set. Consequently, the resulting simplified sentences are still
comparatively long and complex, mixing multiple, potentially semantically unrelated
propositions that are difficult to handle for downstream Open IE tasks. Though, as
opposed to the semantics-assisted approaches presented above, the neural Seq2Seq
sentence splitting approaches commonly succeed in producing split sentences that
are grammatically sound.

Table 2.13 provides an overview of the performance of the encoder-decoder models
that were trained to explicitly address sentence splitting rewrites.

2.1.1.6. Summary

In the previous sections, we collated the research that has been conducted so far in
the area of TS, discussing the benefits and shortcomings of each approach. Following
the work of Alva-Manchego et al. (2020), Table 2.14 lists the surveyed TS approaches
and groups them according to the techniques that they explore for simplifying a
given input sentence. In addition, we report the simplification transformations that
each of them can perform, considering the four traditional TS rewriting operations
(substitution, splitting, deletion and reordering), as acknowledged by their authors.

Model Approach Transformations
Heilman and
Smith (2010)

28 rules based on phrasal parse tree
structures

Split

Siddharthan and
Mandya (2014)

136 rules defined over dependency
tree structures (syntactic) and a
grammar-induced approach
(lexical)

Sub, Split, Del,
Reord

Ferrés et al. (2016) 76 rules based on part-of-speech
tags and dependency tree
structures (syntactic) and a vector
space model (lexical)

Sub, Split,
Reord

Štajner and Glavaš
(2017)

Event detection for splitting and
content reduction (syntactic) and
an unsupervised approach (lexical)

Sub, Split, Del

Evans and Orǎsan
(2019)

CRF tagger to identify signs of
complexity and 153 rules defined
over part-of-speech tags and lexical
information

Split

(a) Rule-based TS approaches.
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Model Approach Transformations
Specia (2010) PBMT (Moses) Sub, Reord
Coster and
Kauchak (2011a)

PBMT (Moses) + Deletion Sub, Del, Reord

Wubben et al.
(2012)

PBMT (Moses) + Dissimilarity
Reranking

Sub

Zhu et al. (2010) SBMT Sub, Split, Del,
Reord

Xu et al. (2016) SBMT (Joshua) + PPDB +
SARI/BLEU/FKBLEU
Optimization

Sub

(b) SMT-based TS approaches.

Model Approach Transformations
Woodsend and
Lapata (2011)

QGs + ILP Sub, Split, Del,
Reord

Paetzold and
Specia (2013)

STSGs + Perplexity Ranking Sub, Del, Reord

Feblowitz and
Kauchak (2013)

STSGs + Log-linear Ranking Sub, Del, Reord

(c) Grammar-induced-based TS approaches.

Model Approach Transformations
Narayan and
Gardent (2014)

DRS-based semantic representation
(Boxer) + PBMT

Sub, Split, Del,
Reord

Narayan and
Gardent (2016)

DRS-based semantic representation
(Boxer) + ILP + context-aware
lexical simplification

Sub, Split, Del

Sulem et al.
(2018c)

UCCA-based semantic
representation (TUPA) + Seq2Seq
(RNN)

Sub, Split

(d) Semantics-assisted TS approaches.

As Table 2.14b shows, SMT-based methods are capable of performing paraphrasing
operations as well as simple structural transformations in terms of deleting and
reordering sentence components. However, they commonly fail to carry out more
complex syntactic rewritings, such as sentence splitting, unless they are explicitly
modelled using structural information.

In contrast, grammar-based approaches, which extract a set of tree transformation
rules, can model sentence splits more naturally. The process of selecting the set of
rules to execute as well as their application order to generate the best simplification
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Model Approach Transformations
Nisioi et al. (2017) Seq2Seq (RNN) Sub, Del, Reord
Alva-Manchego
et al. (2017)

SL Sub, Del

Zhang and Lapata
(2017)

Seq2Seq (RNN) + RL Sub, Del

Scarton and Specia
(2018)

Seq2Seq (RNN) + Naive Bayes
classifier

Sub, Split

Vu et al. (2018) Seq2Seq (RNN) with NSE Sub, Del
Guo et al. (2018) Seq2Seq (RNN) + MTL Sub, Del, Reord
Zhao et al. (2018) Seq2Seq (Transformer) + SPPDB Sub, Del
Surya et al. (2019) Seq2Seq (autoencoder) +

Discriminator + Classifier
Sub, Split, Del

Dong et al. (2019) neural programmer-interpreter Sub, Del
Kriz et al. (2019) Seq2Seq (LSTM) +

complexity-weighted loss function
+ candidate reranking based on
fluency, adequacy and simplicity

Sub, Del

Martin et al.
(2020)

Seq2Seq (Transformer) + explicit
control tokens

Sub, Del, Split,
Reord

Narayan et al.
(2017)

Seq2Seq (RNN) Sub, Split,
Reord

Aharoni and
Goldberg (2018)

Seq2Seq (RNN) Sub, Split,
Reord

Botha et al. (2018) Seq2Seq (RNN) Split

(e) Neural Seq2Seq TS approaches.

Table 2.14.: Summary of the surveyed TS approaches, grouped according to the
techniques that they explore. The right column specifies the simplification trans-
formations that they can perform, considering the four traditional TS rewriting op-
erations (substitution, splitting, deletion and reordering), as acknowledged by their
authors (Alva-Manchego et al., 2020).

output is complex, though (Alva-Manchego et al., 2020). In fact, as can be seen in
Table 2.14c, most TS approaches that are based on the induction of synchronous
grammars ignore splitting transformations when simplifying a given input sentence.

As opposed to SMT-based and grammar-induced TS approaches, where sentence
splitting transformations are largely neglected, the semantics-assisted TS models
are to a great extent motivated by this type of rewriting operation (see Table 2.14d).
Based on a semantic representation of the input, they aim to decompose complex
sentences into individual semantic units, therefore putting a special focus on split-
ting operations. However, our examinations revealed that semantics-assisted TS ap-
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proaches are prone to produce a simplified output that is not grammatically sound
and does not preserve the meaning of the input (see Section 15.1.2.1).

The use of neural approaches gave rise to recent improvements in TS (see Table
2.14e). Most systems are variants of Seq2Seq models adapted from the field of MT,
operating in an end-to-end fashion by extracting features automatically. They learn
to simplify sentences implicitly, as a byproduct of the fact that they are trained on
complex-simple sentence pairs (Dong et al., 2019). Consequently, one of the main
problems with applying generic Seq2Seq models for the task of TS is that they tend
to copy directly from the input, since this is the most common operation in TS,
resulting in outputs that are relatively long and complex, often even identical to the
input (Kriz et al., 2019).

Unlike Seq2Seq approaches, which can be considered as black boxes with respect to
which simplification transformations should be applied to a given sentence (Alva-
Manchego et al., 2020), rule-based TS approaches (see Table 2.14a) allow for a more
modular approach that first determines which simplifications should be performed
and then decides how to handle each transformation independently. In fact, TS
systems that are based on a manually defined set of transformation rules offer more
flexibility regarding the specification of the simplification rewrites, allowing to focus
on a selected set of linguistic constructs to simplify. In that way, sentence splitting
transformations cannot only be explicitly addressed, but also the granularity of the
splits can be determined as required. Accordingly, rule-based approaches support
a wide range of syntactic transformation operations and provide a high level of
flexibility to adapt the output to the particular needs of the respective target group
or system. Though costly to produce, state-of-the-art structural TS approaches are
to a large extent rule-based (Štajner and Glavaš, 2017).

2.1.2. Data Resources for Simplification

Many of the TS approaches presented above are data-driven, i.e. they learn to
simplify from examples in corpora. These instances consist of aligned pairs of original
sentences and their corresponding simplified versions. A variety of parallel corpora
were compiled so far, containing different types of sentence alignments:

• 1-to-1: An original sentence is aligned to one simplified sentence. This type of
alignment allows for learning how to perform substitution, reordering, deletion,
insertion and identity transformations.

• 1-to-N: An original sentence is aligned to more than one simplified sentence,
which is important for learning sentence splitting operations.

• N-to-1: Several original sentences are aligned to a single simplified sentence,
teaching TS models how to merge complex sentences into a simpler output.

The corpora of aligned complex source and simplified target sentences are not only
used for training TS models, but also for evaluating their performance.
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2.1.2.1. Text Simplification Corpora

Most corpora for learning TS transformations are based on SEW,8 which is a
Wikipedia project consisting of articles that represent a simplified version of the
corresponding traditional EW9 entries. They are written in Simple English, a vari-
ant of the English language that uses a simpler vocabulary and sentence structure.
SEW primarily targets learners of the English language, but it may also aid native-
language children and adults with reading difficulties. Several techniques have been
explored to produce alignments of original sentences from EW and simplified coun-
terparts from SEW, which will be detailed in the following.

PWKP The first large-scale TS corpus, the PWKP dataset,10 was gathered by
Zhu et al. (2010). They align complex EW sentences to SEW counterparts over
65K Wikipedia articles based on their tf-idf cosine similarity, which is measured at
sentence level between all sentences of each article pair. Sentences whose similarity
surpasses a certain pre-defined threshold are aligned, resulting in 108K complex-
simple sentence pairs. Both 1-to-1 and 1-to-N alignments are included, with the
latter representing split examples. The test set contains 100 instances, which quickly
became the standard benchmark dataset for evaluating TS approaches.

C&K-1 and C&K-2 In Coster and Kauchak (2011b), another Wikipedia-based
TS corpus was introduced, C&K-1.11 Using tf-idf cosine similarity, the authors
first align paragraphs of equivalent EW and SEW articles. They then search for
the best global sentence alignment following the approach described in Barzilay and
Elhadad (2003). It applies a dynamic programming algorithm that takes context into
account, based on the idea that the similarity between two sentences is affected by
the similarity between pairs of surrounding sentences. In that way, 137K sentences
from EW are automatically aligned to corresponding SEW sentences over 10K article
pairs, covering 1-to-1, 1-to-2, and 2-to-1 alignments. The dataset is split into 124K
instances for training, 12K instances for development and 1.3K instances for testing.

Later, Kauchak (2013) compiled the C&K-2 dataset.12 Contrary to the previously
collected C&K-1 corpus, which was extracted over a small subset of 10K SEW
articles, C&K-2 is now derived from more than 60K articles, resulting in 167K
aligned sentence pairs.

AlignedWL Woodsend and Lapata (2011) adopt the process of Coster and Kauchak
(2011b) to compile another version of a SEW-EW-based corpus, based on 15K ar-
ticle pairs. The resulting dataset consists of 142K instances of aligned original EW
and corresponding simplified SEW sentences.

8http://simple.wikipedia.org
9http://en.wikipedia.org

10https://www.informatik.tu-darmstadt.de/ukp/research_6/data/sentence_
simplification/simple_complex_sentence_pairs/index.en.jsp

11http://www.cs.pomona.edu/~dkauchak/simplification/
12https://cs.pomona.edu/~dkauchak/simplification/
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RevisionWL Exploiting revision histories in Wikipedia articles, Woodsend and
Lapata (2011) propose another approach for compiling a parallel dataset of aligned
complex-simple sentence pairs that leverages Wikipedia’s collaborative editing pro-
cess. Whenever an editor changes the content of an article, they need to comment
on what the change was and the reason for it. To identify suitable revisions, the
authors look for specific keywords in the revision comments of SEW articles, such
as “simple”, “clarification” or “grammar”. Each selected revision is then compared
to the previous version. In a first step, modified sections are identified, using the
Unix command diff. Next, sentences within the sections are aligned through the
dwdiff Unix command. This process resulted in 15K paired sentences.

More recently, more sophisticated techniques for measuring the similarity between
pairs of sentences were proposed for collecting parallel corpora of complex-simple
sentence pairs for the task of TS, including in particular the EW-SEW dataset
(Hwang et al., 2015) and the sscorpus (Kajiwara and Komachi, 2016).

EW-SEW Hwang et al. (2015) introduce a sentence alignment method for TS that
is based on a greedy search over the sentences and a word-level similarity measure
which is built on top of Wiktionary13 and incorporates structural similarity repre-
sented in syntactic dependencies. By leveraging synonym information and word-
definition co-occurrence in Wiktionary, they first create a graph. Then, semantic
similarity is measured by counting the number of shared neighbors between words.
This word-level similarity metric is then combined with a similarity score that lever-
ages dependency structures. The resulting final similarity rate is used by a greedy
algorithm to match a simple sentence to a corresponding original sentence, limiting
the generated dataset to 1-to-1 alignments. Based on this approach, the authors
align sentences from 22K EW and SEW articles, resulting in a large-scale parallel
corpus of 392K automatically aligned complex-simple sentence pairs.

sscorpus Kajiwara and Komachi (2016) propose several sentence similarity mea-
sures based on alignments between word embeddings (Song and Roth, 2015; Kusner
et al., 2015). For any pair comprising a complex sentence and a simple counterpart,
their best metric first aligns each word in the complex sentence with the most sim-
ilar word in the simple sentence and then averages the similarities for all words in
the sentence. All pairs whose similarity exceeds a certain threshold are kept. The
authors use this metric to build a parallel corpus for TS from 127K article pairs
from EW and SEW, resulting in a dataset of 493K aligned original and simplified
sentences.14

WikiLarge Through combining several previously created Wikipedia-based TS cor-
pora, Zhang and Lapata (2017) construct WikiLarge.15 It includes the C&K-2
dataset proposed in Kauchak (2013), a revised version of the PWKP corpus of
Zhu et al. (2010) containing 89K sentence pairs (“WikiSmall”), and the aligned and

13Wiktionary is a free dictionary in the format of a wiki so that everyone can edit its content.
It is available under https://en.wiktionary.org.

14https://github.com/tmu-nlp/sscorpus
15https://github.com/XingxingZhang/dress/tree/master/all-system-output
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revision sentence pairs from Woodsend and Lapata (2011). The four datasets add up
to 300K sentence pairs for training. For testing, the 359 test sentences from PWKP
Turk (see below) are used. The WikiLarge corpus has become the most common
dataset for training neural Seq2Seq TS approaches.

PWKP Turk With the objective of building a corpus for tuning and testing TS
models, Xu et al. (2016) compile the PWKP Turk dataset.16 It consists of multiple
human reference simplifications whose focus is on paraphrasing simplification oper-
ations rather than syntactic transformations, thus severely restricting the range of
rewriting operations that may be assessed on the basis of this corpus. To create this
dataset, the authors select 2,359 sentence pairs from PWKP where the original sen-
tence and the corresponding simplified version are of similar length, assuming that
paraphrase-only simplifications are more likely in such a case. The source side of each
pair is rewritten by eight Amazon Mechanical Turk workers into a simplified version.
In this process, only lexical simplifications are allowed, whereas syntactic simplifica-
tion operations are prohibited. In the end, the sentences are partitioned into 2,000
pairs for development and 359 for testing. For training, most TS approaches make
use of the WikiLarge corpus. To date, PWKP Turk is the most widely used corpus
to evaluate and compare TS systems that were trained on Wikipedia data.

ASSET With ASSET (Abstractive Sentence Simplification Evaluation and Tun-
ing),17 Alva-Manchego et al. (2020) present a generalization of PWKP Turk with
a more varied set of rewriting operations. The authors argue that current publicly
available evaluation datasets are ill suited to assess the ability of TS models in more
realistic settings, since they do not cover the full range of simplification operations,
but rather are focused on only one type of transformation. Therefore, they collect
simplifications that encompass a richer set of rewrites, including a large number of
examples for sentence splitting, paraphrasing and compression. The simplifications
are collected via crowdsourcing, using the same set of original sentences as for the
PWKP Turk dataset. To obtain a great variability in the simplified instances with
regard to the types of transformation operations, the annotators are instructed to
apply multiple rewriting transformations for each simplification. The resulting TS
corpus consists of 23,590 human simplifications, with 10 simplifications per original
sentence.

The TS resources listed above represent distinct versions of parallel corpora of com-
plex source and simplified target sentences that were produced from EW and SEW
using different alignment methods. Table 2.15 summarizes some of their features.
Below, we point out the characteristics of such Wikipedia-based corpora that qualify
[+] or disqualify [-] them for TS research:

[+] Scale With over 100K instances, the presented datasets provide a large number
of aligned pairs of original and simplified sentences for training and testing TS
models. The only exception is the RevisionWL corpus, which contains as few as
15K instances, making it by far the smallest of all Wikipedia-based resources.18

16https://github.com/cocoxu/simplification
17https://github.com/facebookresearch/asset
18PWKP Turk and ASSET, too, are small-scale TS corpora. However, they are intended only

for tuning and evaluation TS approaches, not for training them.
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Corpus Domain Instances Alignment Types
PWKP Wikipedia 108K 1-to-1, 1-to-N (6.11%)
C&K-1 Wikipedia 137K 1-to-1, 1-to-2 (16.02%),

2-to-1
RevisionWL Wikipedia 15K 1-to-1*, 1-to-N*†, N-to-1*
AlignedWL Wikipedia 142K 1-to-1, 1-to-N†

C&K-2 Wikipedia 167K 1-to-1, 1-to-2 (14.52%),
2-to-1

EW-SEW Wikipedia 392K 1-to-1
sscorpus Wikipedia 493K 1-to-1
WikiLarge Wikipedia 286K 1-to-1*, 1-to-N* (9.64%),

N-to-1*
PWKP Turk Wikipedia 2,359 1-to-1, 1-to-N (3.68%)
ASSET Wikipedia 2,359 1-to-1, 1-to-N (25.16%)
Wiki-Auto Wikipedia 488K 1-to-1

Table 2.15.: Summary of parallel corpora extracted from EW and SEW. An original
sentence can be aligned to one (1-to-1) or more (1-to-N) simplified sentences. A
(*) indicates that some aligned simplified sentences may not be unique, i.e. they
appear more than once in the corpus (Alva-Manchego et al., 2020). A (†) indicates
that this corpus is not publicly available. Therefore, we were not able to determine
the percentage of split instances contained in it. The scores in brackets denote the
percentage of instances of the respective dataset where the input is aligned to more
than one simplified sentence, indicating splitting transformations.

At the other end of the scale are the EW-SEW and sscorpus, as well as Wiki-
Auto (see below), comprising between 400K and 670K instances.

[+] Public availability The corpora of aligned complex source and simplified target
sentences that are extracted from corresponding EW and SEW articles are
publicly available, supporting a reproducible cross-system comparison of TS
approaches.

[–] Non-expert authoring of SEW articles The articles in SEW are not written
by linguistic experts, but by volunteers without a well-defined objective in
mind. They are supposed to adhere to the Basic English guidelines on how to
create syntactically simple sentences, e.g. by avoiding compound sentences and
presenting the components of a sentence in subject-verb-object order (Alva-
Manchego et al., 2020). However, there is no guarantee that the individual
editors follow these guidelines when authoring a SEW article.

[–] Lack of simplification Indeed, SEW was found to contain many sentences that
are poorly simplified. For instance, a study conducted by Yasseri et al. (2012)
has revealed that, even though SEW articles use fewer complex words and
shorter sentences, their syntactic complexity is about the same as EW texts,
according to their part-of-speech n-gram distribution. These findings were sup-
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ported by Xu et al. (2015), who examined a random sample of 200 sentences
from PWKP, determining that in 33% of the sentence pairs the SEW sentence
is not simplified, but presents the same level of complexity as its allocated
original counterpart. Even with regard to the pairs where the SEW sentence
indeed represents a simplification of its corresponding sentence from EW, the
modification is often just minimal: only a few words are simplified, i.e. sub-
stituted or deleted, while the remaining part is left unchanged. Furthermore,
Coster and Kauchak (2011b) found that in their corpus C&K-1 27% of the
aligned complex-simple sentence pairs are identical, which could induce mod-
els to learn not to change an original sentence, or to perform very conservative
rewriting transformations.

[–] Noisy data in the form of misalignments The alignments between complex
source and simplified target sentences are automatically produced, making
them prone to alignment errors. For example, according to Xu et al. (2015),
17% of the aligned instances from PWKP are misalignments. Moreover, in
RevisionWL, an original sentence may be aligned to simplified sentences that
appear more than once in the corpus. Alva-Manchego et al. (2020) claim that
such a repetition of sentences signifies misalignments. While pairs where the
original sentence is identical to its simplified counterpart are important for
learning when not to simplify, misalignments add noise to the data and pre-
vent models from learning how to perform the TS transformations accurately
(Alva-Manchego et al., 2020).

[–] Lack of variety of simplification transformations Most TS corpora do not cov-
er the full range of TS operations. Instead, they typically focus on a single type
of transformation. As a result, the instances contained in those datasets offer
only a limited variability of simplification rewrites. For instance, PWKP Turk
is restricted to paraphrasing simplifications. Moreover, regarding PWKP, Xu
et al. (2015) showed a tendency towards lexical simplification and compres-
sion operations, with deletion-only transformations accounting for 21% of the
simplifications, paraphrase-only rewrites amounting to 17%, and combinations
of deletions and paraphrases to 12% of the simplifications performed on the
dataset. In addition, EW-SEW and sscorpus are limited to 1-to-1 instances,
hence ruling out the possibility to learn how to split complex sentences. Thus,
except for Alva-Manchego et al. (2020), who aim for covering a richer set of
rewriting transformations, sentence splitting operations are largely neglected
in the Wikipedia-based TS corpora presented above.

Newsela To overcome these problems, Xu et al. (2015) compile a new corpus,
Newsela,19 which is made up of 1,130 news articles that have been manually simpli-
fied by professional editors in order to meet the readability requirements for children
at different education grade levels. For this purpose, each article has been re-written
four times, thus expressing five different levels of complexity in total. As the texts
are produced with the intent of being aligned, there is a higher agreement between
the simplified and complex news articles in comparison with equivalent EW and
SEW articles. Moreover, for each source sentence multiple simplified versions are

19https://newsela.com/data/
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available. Consequently, automatically aligning Newsela sentences is more straight-
forward and reliable than for Wikipedia sentences, providing a high quality dataset
for building and evaluating TS approaches. Various different techniques for produc-
ing sentence alignments were proposed so far, reaching from aligning adjacent article
versions only (Štajner and Nisioi, 2018; Scarton et al., 2018; Alva-Manchego et al.,
2017) to generating pairs between all versions (Scarton and Specia, 2018).

The range of simplification operations covered in the Newsela corpus are displayed in
Figure 2.1, including their proportion therein. As can be seen, the Newsela dataset
includes a richer set of rewriting transformations as compared to the Wikipedia-
based corpora discussed above, offering more variability in the simplified instances.
However, there is still a strong tendency towards compression and lexical simplifi-
cation transformations, rather than more complex syntactic modifications. Another
major drawback of the Newsela corpus is that it is not open access, but only avail-
able upon request. Accordingly, researchers are not allowed to produce and publicly
share sentence alignments and data splits with the research community, hampering
reproducibility.

Figure 2.1.: Classification of aligned sentence pairs from the Newsela corpus (based
on a random sample of 50 sentence pairs) (Xu et al., 2015).

Since its introduction, several works have made use of the Newsela corpus for eval-
uating the performance of the TS approach they propose, often along with PWKP
in order to demonstrate domain-independence (e.g., Zhang and Lapata (2017), Vu
et al. (2018), Guo et al. (2018)).

Newsela-Auto and Wiki-Auto To improve the reliability of the sentence align-
ments in both Newsela- and Wikipedia-based TS datasets, Jiang et al. (2020) pro-
pose a new efficient annotation methodology for creating parallel corpora of complex
source and simplified target sentences. It is based on the idea to first manually align
a small set of sample sentences, which are then used to train a neural CRF sentence
aligner that fine-tunes BERT (Devlin et al., 2019) to capture the semantic similarity
between two sentences and leverages the sequential nature of sentences in parallel
documents. Finally, the remaining sentences are automatically aligned using the
trained alignment model. In this way, 1,882 articles from Newsela are aligned, re-
sulting in the largest TS corpus to date, comprising 666K pairs of complex source
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and simplified target sentences (“Newsela-Auto”). Moreover, the same method
is applied to 138K pairs of articles from EW and SEW, yielding a TS dataset of
488K aligned complex-simple sentence pairs (“Wiki-Auto”).20

2.1.2.2. Sentence Splitting Corpora

As pointed out in the previous section, existing TS corpora contain only a small
number of split examples, thus largely ignoring sentence splitting transformations.
Instead, they show a tendency towards lexical simplification and compression oper-
ations. Accordingly, these datasets are ill suited for learning how to split sentences
into shorter, syntactically simplified components.

WebSplit To address this shortcoming, Narayan et al. (2017) introduce a new TS
task, Split-and-Rephrase. Its goal is to split structurally complex sentences into
several shorter ones, while making the rephrasings that are necessary to preserve
the meaning of the input, as well as the grammaticality of the simplified sentences.
For training and testing models attempting to solve this task, they compile the
WebSplit corpus,21 the first TS dataset that explicitly addresses the task of sentence
splitting, while abstracting away from lexical and deletion-based operations. It is
derived in a semi-automatic way from the WebNLG corpus (Gardent et al., 2017),
which contains 13K pairs of items, with each of them consisting of a set of RDF
triples and one or more texts verbalising them. The resulting WebSplit dataset is
composed of over one million entries, with each of them containing (1) a MR of an
original sentence in the form of a set of RDF triples 〈subject; predicate; object〉; (2)
the original sentence to which the MR corresponds; and (3) several pairs of MR and
associated sentence, representing valid splits (i.e. simple sentences) of the original
sentence.

Aharoni and Goldberg (2018) criticize the data split proposed by Narayan et al.
(2017). They observed that 99% of the simple sentences (which make up for more
than 89% of the unique ones) contained in the validation and test sets also appear in
the training set. Consequently, instead of learning how to split and rephrase complex
sentences, models that are trained on this dataset will be prone to learn to memorize
entity-fact pairs. Hence, this split is not suitable for measuring a model’s ability to
generalize to unseen input sentences. To fix this issue, Aharoni and Goldberg (2018)
present a new train-development-test data split22 where no simple sentence that is
contained in the development or test set occurs verbatim in the training set.

WikiSplit Botha et al. (2018) claim that the sentences from the WebSplit corpus
contain fairly unnatural linguistic expressions over only a small vocabulary and a
rather uniform sentence structure (see Table 2.16). To overcome these limitations,
they present WikiSplit,23 a sentence splitting dataset of one million sentence pairs
that was mined from Wikipedia edit histories. In this dataset, each original sen-
tence is aligned to exactly two simpler ones. To identify edits involving sentences

20https://github.com/chaojiang06/wiki-auto
21https://github.com/shashiongithub/Split-and-Rephrase
22https://github.com/roeeaharoni/sprp-acl2018
23https://github.com/google-research-datasets/wiki-split
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(1) A Loyal Character Dancer was published by Soho Press, in the United States,
where some Native Americans live.
(2) Dead Man’s Plack is in England and one of the ethnic groups found in
England is the British Arabs.

Table 2.16.: Characteristic example source sentences of the WebSplit corpus.

being split and align them, a simple heuristic was applied: adjacent snapshots were
compared, searching for pairs of sentences where the trigram prefix and trigram
suffix of the original sentence matches, respectively, the trigram prefix of the first
simple sentence and the trigram suffix of the second simple sentence. To filter out
misaligned pairs, a high-precision BLEU-based heuristic was used, discarding pairs
of sentences whose BLEU score falls below an empirically chosen threshold. The
resulting dataset provides a rich and varied vocabulary over naturally expressed
source sentences that show a diverse linguistic structure, and their extracted splits
(see Table 2.17 for some example instances). However, there is only a single split
per source sentence in the training set. Accordingly, when a TS model is trained
on this dataset, it is susceptible to exhibiting a strong conservatism, splitting each
input sentence into exactly two output sentences only. Consequently, the resulting
simplified sentences are often still comparatively long and complex, mixing multiple,
potentially semantically unrelated propositions that may be difficult to analyze in
downstream Open IE tasks.

Complex
source

Starring Meryl Streep, Bruce Willis, Goldie Hawn and Isabella
Rossellini, the film focuses on a childish pair of rivals who drink
a magic potion that promises eternal youth.

Simplified
output

Starring Meryl Streep, Bruce Willis, Goldie Hawn and Isabella
Rossellini. The film focuses on a childish pair of rivals who drink a
magic potion that promises eternal youth.

Complex
source

The Assistant Attorney in Orlando investigated the modeling com-
pany, and decided that they were not doing anything wrong, and
after Pearlman’s bankruptcy, the company emerged unscathed and
was sold to a Canadian company.

Simplified
output

The Assistant Attorney in Orlando investigated the modeling com-
pany, and decided that they were not doing anything wrong. After
Pearlman’s bankruptcy, the modeling company emerged unscathed
and was sold to a Canadian company.

Table 2.17.: Pairs of aligned complex source and simplified target sentences of Wiki-
Split.

HSplit Sulem et al. (2018a) present HSplit,24 a small-scale human-generated gold
standard sentence splitting corpus that was built upon the 359 test sentences from

24https://github.com/eliorsulem/HSplit-corpus
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PWKP Turk. It is a multi-reference dataset that was specifically designed for as-
sessing the sentence splitting operation. While the simplified references from PWKP
Turk do not contain examples for sentence splitting or content deletion, but rather
emphasize lexical simplifications, HSplit focuses on structural simplification opera-
tions, with the aim of providing a high quality dataset for the evaluation of systems
that focus on the task of sentence splitting. In HSplit, each complex source sentence
is modified by two annotators, according to two sets of sentence splitting guidelines.
In the first setting, the annotators are instructed to split a given source sentence
as much as possible, while preserving the grammaticality and meaning of the input,
whereas in the second setting, the annotators are encouraged to split only in cases
where it explicitly simplifies the original sentence. Since the simplification refer-
ences were manually created, the HSplit corpus is of high quality. However, due to
its small scale, it is not well suited for training sentence splitting models, but rather
for evaluating their performance.

Corpus Domain Instances Alignment Types
WebSplit Wikipedia 1,040,430 1-to-N (100.00%)
WebSplit-v2 Wikipedia 1,040,430 1-to-N (100.00%)
WikiSplit Wikipedia 1,004,944 1-to-2 (100.00%)
HSplit Wikipedia 359 1-to-1, 1-to-N (73.47%)25

Table 2.18.: Summary of the main properties of the above sentence splitting corpora.
The scores in brackets signify the percentage of instances of the respective dataset
where the input is aligned to more than one simplified sentence, indicating splitting
transformations.

Table 2.18 summarizes the main properties of the sentence splitting corpora de-
scribed above.

2.1.2.3. Summary

As pointed out in Tables 2.15 and 2.18, there is a lack of large-scale TS corpora
that allow to train TS models how to split complex sentences into a fine-grained
simplified output. Focusing on paraphrasing and deletion operations, existing TS
datasets contain only a small proportion of split instances of up to 16%, if any.
The only exception is the very recent ASSET corpus, which at least includes about
25% of examples where the input is aligned to more than one simplified sentence,
suggesting splitting transformations.

To overcome this limitation, researchers recently started to collect datasets that
explicitly address the task of sentence splitting. However, each of them has its own
shortcomings, ranging from a size which is too small to be suitable for use in data-
driven approaches to insufficient simplifications of the reference sentences and a lack
of syntactic variety in the example instances.

25Average score calculated over the four simplified references. With 64.90%, HSplit-3 is the
reference with the lowest amount of split instances, while HSplit-2 contains by far the largest
number of split examples (86.91%).
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2.2. Text Coherence

When simplifying the structure of sentences without considering discourse implica-
tions, the rewriting may easily result in a loss of cohesion, hindering the process of
making sense of the text (Siddharthan, 2002, 2006). Thus, preserving the coherence
of the output is crucial to maintain its interpretability in downstream applications.

2.2.1. Discourse-level Syntactic Simplification

The vast majority of existing structural TS approaches do not take into account
discourse level effects that arise from splitting long and syntactically complex sen-
tences into a sequence of shorter utterances (Alva-Manchego et al., 2020). However,
not considering the semantic context of the output propositions, the simplified text
is prone to lack coherence, resulting in a set of incoherent propositions that miss
important contextual information that is needed to infer the true meaning of the
simplified output. Though, two notable exceptions have to be mentioned.

Siddharthan (2006) was the first to use discourse-aware cues in the simplification
process, with the goal of generating a coherent output that is accessible to a wider
audience. For this purpose, he adds a regeneration stage after the transformation
process where, amongst others, simplified sentences are reordered, appropriate deter-
miners are chosen (see Table 2.19) and cue words in the form of rhetorical relations
are introduced to connect them, thus making information easier to comprehend for
people with reduced literacy. Though, as opposed to our approach, where a seman-
tic relationship is established for each output sentence, only a comparatively low
number of sentences is linked by such cue words in Siddharthan (2006)’s framework.

Complex
source

The man who had brought it in for an estimate returned to
collect it.

Cohesive sim-
plified output

A man had brought it in for an estimate. This man returned
to collect it.

Table 2.19.: Adequate determiner choice to maintain cohesion (Siddharthan, 2006).

Another approach that simplifies texts on the discourse level was proposed by Štajner
and Glavaš (2017) (see Section 2.1.1.1). It makes use of an event extraction system
(Glavaš and Štajner, 2015) which operates on the level of discourse to perform
content reduction both within a single sentence and within a whole document. For
this purpose, a semantically motivated method is applied, eliminating irrelevant
information from the input by maintaining only those parts that belong to factual
event mentions. Our approach, on the contrary, aims to preserve all the information
contained in the source, as illustrated in Table 2.4. However, by distinguishing core
from contextual information, we are still able to extract only the key information
given in the input.
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2.2.2. Discourse Parsing

The task of Discourse Parsing aims to identify discourse relations that hold between
textual units in a document (Marcu, 1997). In that way, coherence structures in texts
are uncovered. Two major directions in this area were established on the basis of the
annotated corpora of the Penn Discourse TreeBank (PDTB) (Miltsakaki et al., 2004)
and the RST-DT (Carlson et al., 2002). Whereas PDTB provides a more shallow
specification of discourse structures, RST-DT analyzes the hierarchical structure of
discourse in texts based on RST (Mann and Thompson, 1988).
In this work, we will focus on the taxonomy of RST, which was introduced by
Mann and Thompson (1988). It is one of the most established theories of text
organization, characterizing the structure of a text in terms of relations that hold
between its spans. It offers a way of reasoning about textual coherence that is based
on the rationale that texts commonly present a hierarchical, connected arrangement
of their components in which every part plays a specific role, relative to the others
(Taboada and Mann, 2006). Accordingly, a text is regarded as fully connected if
every span has a particular purpose and is linked with the rest by means of some
relation. In RST, two main types of relations are distinguished: nucleus-satellite and
multinuclear. The former reflects hypotactic syntactic structures, where the nucleus
(N) embodies the central piece of information, while the associated satellite (S)
provides secondary information that further specifies its respective nucleus (Mann
and Thompson, 1988). Multinuclear relations, in contrast, mirror a paratactic syntax
where both spans are considered equally important.
RST has been designed to enable the analysis of texts by making available a set of
rhetorical relations to annotate a given text (Mann and Thompson, 1988). Hence,
when examining a text, the annotator allocates a specific role to each text span,
thereby constructing a rhetorical structure tree with one top-level relation that en-
compasses the remaining relations at lower levels, thus including every part of the
text in one connected whole (Taboada and Mann, 2006). In that way, RST identifies
rhetorical relations that hold between units of a text. For instance, the Evidence
relationship is defined as follows:

Relation name Evidence
Constraints on N The reader might not believe N to a degree satisfactory

to the writer.
Constraints on S The reader believes S or will find it credible.
Constraints on the
N + S combination

The reader’s comprehension of S increases the reader’s
belief of N.

The effect The reader’s belief of N is increased.

Table 2.20.: Definition of the Evidence relation (Mann and Thompson, 1988).

An application of the Evidence relation is illustrated in the following example:
[The truth is that the pressure to smoke in junior high is greater than
it will be any other time of one’s life:]N [we know that 3,000 teens start
smoking each day.]S (Marcu, 1998)
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Here, statistical evidence is provided in the satellite span in order to increase the
reader’s belief in the claim expressed in the preceding unit (nucleus span).

Multiple different lists of rhetorical relations exist by now. While the original set
presented in Mann and Thompson (1988) consists of 25 relations, more recent work
has extended this collection. The annotations of the RST-DT corpus, for instance,
encompass 53 mono-nuclear and 25 multi-nuclear relations.

As noted in Cetto (2017), approaches to identify rhetorical structure arrangements
in texts range from early rule-based approaches (Marcu, 2000) to supervised data-
driven models that are trained on annotated corpora such as the RST-DT (Feng and
Hirst, 2014; Li et al., 2014). Most commonly, these approaches separate the task of
extracting discourse structures into two major subtasks:

(1) elementary discourse unit (EDU) segmentation, where the input text is parti-
tioned into basic textual units, and

(2) a tree-building step, where the identified EDUs are connected by rhetorical
relations to form a rhetorical structure tree.

Due to the simplicity of the first task and the high accuracy achieved on it (90% by
Fisher and Roark (2007)), research currently concentrates on the more challenging
task of constructing the tree of rhetorical structures (Feng and Hirst, 2014; Joty
et al., 2015). Recent approaches often solve this task by training two individual
classifiers: a binary structure classifier for determining pairs of consecutive text spans
that are to be joined together, and a multi-class relation classifier for identifying the
rhetorical relation that holds between them (Hernault et al., 2010; Li et al., 2014;
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3-4: List

and lead to
post operative
complications.

although if volvulus
is suspected,

caution with non
water soluble contrast

is mandatory as
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barium can impede
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N
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Figure 2.2.: Rhetorical structure tree of the example sentence from Table 1.1 gen-
erated using the RST parser proposed by Ji and Eisenstein (2014) (N: nucleus, S:
satellite).
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Feng and Hirst, 2014; Joty et al., 2015). The most prominent features that are
used by state-of-the-art systems for this step are based on lexical and syntactic
information, including cue phrases, part-of-speech tags, and parse tree structures
(Feng and Hirst, 2014; Li et al., 2014; Liu and Lapata, 2017; Lin et al., 2019).

Although the segmentation step is related to the task of sentence splitting, it is
not possible to simply use an RST parser for the sentence splitting subtask in our
TS approach. As illustrated in Figure 2.2, such a parser does not return gram-
matically sound sentences, but rather just copies the components that belong to
the corresponding EDUs from the source. In order to reconstruct proper sentences,
rephrasing is required. For this purpose, amongst others, referring expressions have
to be identified, and phrases have to be rearranged and inflected. Moreover, the
textual units resulting from the segmentation process are too coarse-grained for our
purpose, since RST parsers mostly operate on clausal level. The goal of our ap-
proach, though, is to split the input into minimal semantic units, which requires to
go down to the phrasal level in order to produce a much more fine-grained output
in the form of minimal propositions.

2.3. Open Information Extraction

IE turns the unstructured information expressed in natural language (NL) text into a
structured representation (Jurafsky and Martin, 2009) in the form of relational tuples
consisting of a set of arguments and a phrase denoting a semantic relation between
them: 〈arg1 ; rel; arg2 〉. Traditional approaches to IE focus on answering narrow,
well-defined requests over a predefined set of target relations on small, homogeneous
corpora. To do so, they take as input the target relation along with hand-crafted
extraction patterns or patterns learned from hand-labeled training examples (e.g.,
Agichtein and Gravano (2000), Brin (1998), Riloff and Jones (1999)). Consequently,
shifting to a new domain requires the user to not only name the target relations,
but also to manually define new extraction rules or to annotate new training data
by hand. Thus, those systems rely on extensive human involvement. In order to
reduce the manual effort required by IE approaches, Banko et al. (2007) introduced
a new extraction paradigm: Open IE. Unlike traditional IE methods, Open IE is not
limited to a small set of target relations known in advance, but rather extracts all
types of relations found in a text. In that way, it facilitates the domain-independent
discovery of relations extracted from text and scales to large, heterogeneous corpora
such as the Web. Hence, Banko et al. (2007) identified three major challenges for
Open IE systems:

Automation Open IE systems must rely on unsupervised extraction strategies, i.e.
instead of specifying target relations in advance, possible relations of inter-
est must be automatically detected while making only a single pass over the
corpus. Moreover, the manual labor of creating suitable training data or ex-
traction patterns must be reduced to a minimum by requiring only a small set
of hand-tagged seed instances or a few manually defined extraction patterns.

Corpus Heterogeneity Heterogeneous datasets form an obstacle for tools that per-
form a deep linguistic analysis, such as syntactic or dependency parsers, since
they commonly work well when trained on and applied to a specific domain,
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but are prone to produce incorrect results when used in a different genre of
text. Furthermore, Named Entity Recognition (NER) is unsuitable to target
the variety and complexity of entity types on the Web. As Open IE systems
are intended for domain-independent usage, such tools should be avoided in
favor of shallow parsing methods such as part-of-speech taggers.

Efficiency In order to readily scale to large amounts of text, Open IE systems must
be computationally efficient. Enabling fast extraction over huge datasets, shal-
low linguistic features, like part-of-speech tags, are to be preferred over deep
features that are derived from parse trees.

These criteria were first implemented in the Open IE system TextRunner, which
was presented together with the task definition in Banko et al. (2007). This seminal
work triggered a lot of research effort in this area, resulting in a multitude of proposed
approaches that often do not strictly adhere to these initial guidelines. For example,
to date, Open IE systems are commonly evaluated on rather small-scale, domain-
dependent corpora. In addition, recent approaches frequently rely on the output of
a dependency parser to identify extraction patterns, thereby hurting the domain-
independence and efficiency assumptions.

2.3.1. Approaches to Open Information Extraction

A large body of work on the task of Open IE has been described since its introduction
by Banko et al. (2007). Existing Open IE approaches make use of a set of patterns
in order to extract relational tuples from a sentence, each consisting of a set of
arguments and a phrase that expresses a semantic relation between them. Such
extraction patterns are either hand-crafted or learned from automatically labeled
training data, as shown below.

2.3.1.1. Early Approaches based on Hand-crafted Extraction Patterns and
Self-supervised Learning

Early approaches to the task of Open IE are either based on hand-crafted extraction
patterns, where a human expert manually defines a set of extraction rules, or self-
supervised learning, where the system automatically finds and labels its own training
examples.

Binary Relations The line of work on Open IE begins with TextRunner (Banko
et al., 2007), a self-supervised learning approach that consists of three modules.
First, given a small sample of sentences from the Penn Treebank (Marcus et al.,
1993), the learner applies a dependency parser to heuristically identify and label a set
of extractions as positive and negative training examples. This data is then used as
input to a Naive Bayes classifier which learns a model of trustworthy relations using
unlexicalized part-of-speech and noun phrase chunk features. The self-supervised
nature mitigates the need for hand-labeled training data, and unlexicalized features
help scale to the multitudes of relations found on the Web. The second component,
the extractor, then generates candidate tuples from unseen text by first identifying
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pairs of noun phrase arguments and then heuristically designating each word in
between as part of a relational phrase or not. Next, each candidate extraction
is presented to the classifier, which keeps only those labeled as trustworthy. The
restriction to the use of shallow features in this step makes TextRunner highly
efficient. Finally, a redundancy-based assessor assigns a probability to each retained
tuple based on the number of sentences from which each extraction was found,
thus exploiting the redundancy of information in Web text and assigning higher
confidence to extractions that occur multiple times.

WOE (Wu and Weld, 2010) also learns an open information extractor without direct
supervision. It makes use of Wikipedia as a source of training data by bootstrapping
from entries in Wikipedia infoboxes, i.e. by heuristically matching infobox attribute-
value pairs with corresponding sentences in the article. This data is then used to
learn extraction patterns on both part-of-speech tags (WOEpos) and dependency
parses (WOEparse). Former extractor utilizes a linear-chain CRF to train a model
of relations on shallow features which outputs certain text between two noun phrases
when it denotes a relation. Latter approach, in contrast, makes use of dependency
trees to build a classifier that decides whether the shortest dependency path between
two noun phrases indicates a semantic relation. By operating over dependency
parses, even long-range dependencies can be captured. Accordingly, when comparing
their two approaches, Wu and Weld (2010) show that the use of dependency features
results in an increase in precision and recall over shallow linguistic features, though,
at the cost of extraction speed, hence negatively affecting the scalability of the
system.

Fader et al. (2011) propose ReVerb, a shallow extractor that addresses three com-
mon errors of previously presented Open IE approaches: the output of such systems
frequently contains a great many of uninformative extractions (i.e., extractions that
omit critical information), incoherent extractions (i.e., extractions where the rela-
tional phrase has no meaningful interpretation) and overly-specific relations that
convey too much information to be useful in downstream semantic tasks. ReVerb
improves over those approaches by introducing a syntactic constraint that is ex-
pressed in terms of simple part-of-speech-based regular expressions (see Figure 2.3),
covering about 85% of verb-based relational phrases in English texts, as a linguistic
analysis has revealed. In that way, the amount of incoherent and uninformative
extractions is reduced. Moreover, in order to avoid overspecified relational phrases,
a lexical constraint is presented which is based on the idea that a valid relational
phrase should take many distinct arguments in a large corpus. Besides, while for-
merly proposed approaches start with the identification of argument pairs, ReVerb
follows a relation-centric method by first determining relational phrases that satisfy

P = (prep | particle | inf. marker)
W = (noun | adj | adv | pron | det)
V = verb particle? adv?

V | V P | VW*P

Figure 2.3.: ReVerb’s part-of-speech-based regular expression for reducing incoher-
ent and uninformative extractions.
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above-mentioned constraints, and then finding a pair of noun phrase arguments for
each such phrase.

Figure 2.4.: Ollie’s system architecture (Mausam et al., 2012). Ollie begins with
seed tuples from ReVerb, uses them to build a bootstrap learning set, and learns
open pattern templates, which are applied to individual sentences at extraction time.

Ollie (Mausam et al., 2012) follows the idea of bootstrap learning of patterns based
on dependency parse paths. However, while WOE relies on Wikipedia-based boot-
strapping, Ollie applies a set of high precision seed tuples from its predecessor
system ReVerb to bootstrap a large training set over which it learns a set of ex-
traction pattern templates using dependency parses (see Figure 2.4). In contrast
to previously presented systems that fully ignore the context of a tuple and thus
extract propositions that are not asserted as factual, but are only hypothetical or
conditionally true, Ollie includes a context-analysis step in which contextual in-
formation from the input sentence around an extraction is analyzed to expand the
output representation by adding attribution and clausal modifiers, if necessary, and
thus increasing the precision of the system (for details, see Section 2.3.1.3). More-
over, Ollie is the first Open IE approach to identify not only verb-based relations,
but also relationships mediated by nouns and adjectives (see Ollie’s extractions in
Table 2.21). In that way, it expands the syntactic scope of relational phrases to cover
a wider range of relation expressions, resulting in a much higher yield (at comparable
precision) as compared to previous systems.

Table 2.21 illustrates by means of an example sentence how the proposed Open IE
systems evolve over time by addressing particular issues that were identified in prior
approaches.

N-ary Relations The Open IE systems presented above focus on the extraction
of binary relations, which commonly leads to extraction errors such as incomplete,
uninformative or erroneous tuples. To address this problem, Akbik and Löser (2012)
present KrakeN. It is the first approach that is specifically built for capturing com-
plete facts from sentences by gathering the full set of arguments for each relational
phrase within a sentence, thus producing tuples of arbitrary arity. The identification
of relational phrases and their corresponding arguments is based on hand-written
extraction rules over typed dependency parses.
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Approach Extracted Tuple Pros Cons
Text-
Runner

〈The novelist Franz Kafka; is;
the author of a short story〉

uninformative
relational phrases

ReVerb 〈The novelist Franz Kafka; is
the author of ; a short story〉

extraction of
coherent and
meaningful
relational phrases

limitation to
verb-mediated
relations

Ollie 〈Franz Kafka; is the author
of ; a short story〉,
〈Franz Kafka; is; a novelist〉,
〈a short story; be entitled;
‘The Metamorphosis’〉

wider syntactic
scope of
relational phrases

still limited to
binary relations

Table 2.21.: Evolution of early Open IE approaches illustrated by means of the
relations extracted from the following input sentence: “The novelist Franz Kafka is
the author of a short story entitled ‘The Metamorphosis’.”

Exemplar (Mesquita et al., 2013) applies a similar approach for extracting n-ary
relations, using hand-crafted patterns based on dependency parse trees to detect a
relation trigger and the arguments connected to it. Based on the task of SRL, whose
key idea is to classify semantic constituents into different semantic roles (Christensen
et al., 2010) (see Section 2.4), it assigns each argument its corresponding role (such
as subject, direct object or prepositional object).

Approach Extracted Tuple Pros Cons
ReVerb 〈Franz Kafka; was born into;

a Jewish family〉
limitation to
binary relations

Exemplar 〈Franz Kafka; was born;
(into) a Jewish family; (in)
Prague; (in) 1883 〉

extraction of
complete facts by
gathering the full
set of arguments
for a relational
phrase (n-ary
relations)

prone to
erroneous
extractions on
syntactically
complex
sentences

Table 2.22.: From binary to n-ary relations. The extractions above compare Re-
Verb’s binary relational tuple with Exemplar’s n-ary relational tuple when given
the following input sentence: “Franz Kafka was born into a Jewish family in Prague
in 1883.”, showing that the latter is much more informative and complete.

Table 2.22 depicts the added value of extracting n-ary relations that capture the
full set of arguments for a relational phrase, thus generating informative extractions
that represent complete facts from the input. In contrast, Open IE approaches that
are limited to the extraction of binary relations are prone to missing some important
aspects of a fact or event stated in the source sentence.

Table 2.23 summarizes the properties of early approaches to the task of Open IE,
taking into account the features that they use to specify or learn the extraction
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Approach Features Arity Type of Relations
Text-
Runner

shallow syntax (part-of-speech
tagging and noun-phrase chunking)

binary verb-based

WOE shallow syntax (part-of-speech
tagging for WOEpos) and
dependency parse (for WOEparse)

binary verb-based

Ollie dependency parse binary mediated by verbs,
nouns and adjectives

ReVerb shallow syntax (part-of-speech
tagging and noun phrase chunking)

binary verb-based

KrakeN dependency parse n-ary verb-based
Exemplar dependency parse binary

and
n-ary

verb- and
noun-based

Table 2.23.: Properties of early approaches to Open IE.

patterns, the arity of the relations that they capture and the syntactic scope of
relational phrases that they cover.

2.3.1.2. Paraphrase-based Approaches

Noticing that previously proposed Open IE approaches are prone to erroneous ex-
tractions on syntactically complex sentences, more recent work is based on the idea
of incorporating a sentence re-structuring stage. Its goal is to transform complex
sentences, where relations are spread over several clauses or presented in a non-
canonical form, into a set of syntactically simplified independent clauses that are
easy to segment into Open IE tuples. Thus, they aim to improve the coverage
and accuracy of the extractions. An example of such a paraphrase-based Open IE
approach is ClausIE (Del Corro and Gemulla, 2013), which exploits linguistic knowl-
edge about the grammar of the English language to map the dependency relations
of an input sentence to clause constituents. In that way, a set of coherent clauses
presenting a simple linguistic structure is derived from the input. Then, the type
of each clause is determined by combining knowledge of properties of verbs (with
the help of domain-independent lexica) with knowledge about the structure of in-
put clauses. Finally, based on its type, one or more tuples are extracted from each
clause, each representing different pieces of information. The basic set of patterns
used for this task is shown in Table 2.24.

In the same vein, Schmidek and Barbosa (2014) propose a strategy to break down
structurally complex sentences into simpler ones by decomposing the original sen-
tence into its basic building blocks via chunking. The dependencies of each two
chunks are then determined (one of “connected”, “disconnected” or “dependent”)
using either manually defined rules over dependency paths between words in different
chunks or a Naive Bayes classifier trained on shallow features, such as part-of-speech
tags and the distance between chunks. Depending on their relationships, chunks are
combined into simplified sentences, upon which the extraction process is carried out.
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Pattern Clause
type

Example Derived clauses

S1: SVi SV AE died. (AE, died)
S2: SVeA SVA AE remained in Princeton. (AE, remained, in Princeton)
S3: SVcC SVC AE is smart. (AE, is, smart)
S4: SVmtO SVO AE has won the Nobel Prize. (AE, has won, the Nobel Prize)
S5: SVdtOiO SVOO RSAS gave AE the Nobel Prize. (RSAS, gave, AE, the Nobel

Prize)
S6: SVctOA SVOA The doorman showed AE to his

office.
(The doorman, showed, AE, to
his office)

S7: SVctOC SVOC AE declared the meeting open. (AE, declared, the meeting,
open)

Table 2.24.: ClausIE’s basic patterns for relation extraction (Del Corro and Gemulla,
2013). S: Subject, V: Verb, C: Complement, O: Direct object, A: Adverbial, Vi: In-
transitive verb, Vc: Copular verb, Ve: Extended-copular verb, Vmt: Monotransitive
verb, Vdt: Ditransitive verb, Vct: Complex-transitive verb.

Figure 2.5.: An illustration of Stanford Open IE’s approach. From left to right, a
sentence yields a number of independent clauses. From top to bottom, each clause
produces a set of entailed shorter utterances, and segments the ones which match
an atomic pattern into a relational tuple (Angeli et al., 2015).

Angeli et al. (2015) present Stanford Open IE, an approach in which a classifier is
learned for splitting a sentence into a set of logically entailed shorter utterances by
recursively traversing its dependency tree and predicting at each step whether an
edge should yield an independent clause or not. In order to increase the usefulness
of the extracted tuples for downstream applications, each self-contained clause is
then maximally shortened by running natural logic inference (Van Benthem, 2008)
over it. In the end, a small set of 14 hand-crafted patterns are used to extract a
predicate-argument triple from each utterance. An illustration of this approach is
depicted in Figure 2.5.

Arguing that it is hard to read out from a dependency parse the complete struc-
ture of a sentence’s propositions, since, amongst others, different predications are
represented in a non-uniform manner and proposition boundaries are not easy to de-
tect, Stanovsky et al. (2016) suggest PropS. They introduce a semantically-oriented
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sentence representation that is generated by transforming a dependency parse tree
into a directed graph which is tailored to directly represent the proposition struc-
ture of an input sentence. Consequently, extracting relational tuples from this novel
output format is straightforward. The conversion of the dependency tree into the
proposition structure is carried out by a rule-based converter.

Approach Features Arity Type of Relations
ClausIE dependency parse binary

and
n-ary

verb-based relations and
noun-mediated relations from
appositions and possessives

Schmidek
and
Barbosa
(2014)

two modes:

• shallow syntax
(part-of-speech tags)

• dependency parse

binary
and
n-ary

verb- and noun-based

Stanford
Open IE

dependency parse binary verb- and noun-based

PropS dependency parse n-ary mediated by verbs, nouns
and adjectives

Table 2.25.: Properties of paraphrase-based approaches to Open IE.

Table 2.25 gives an overview of the properties of the paraphrase-based Open IE
approaches described above.

2.3.1.3. Systems that Capture Inter-Proposition Relationships

Aforementioned Open IE systems lack the expressiveness needed for a proper inter-
pretation of complex assertions, since they ignore the context under which a propo-
sition is complete and correct. Thus, they do not distinguish between information
asserted in a sentence and information that is only hypothetical or conditionally
true. For example, extracting the relational tuple 〈the earth; is the center of ; the
universe〉 from the sentence “Early scientists believed that the earth is the center of
the universe.” would be inappropriate, since the input is not asserting this propo-
sition, but only noting that it was believed by early scientists (Mausam, 2016). To
properly handle such cases, Ollie introduces an attribution context to indicate that
an extracted relational tuple is reported or claimed by some entity:

(〈the earth; be the center of ; the universe〉;
AttributedTo believe; Early astronomers)

In that way, it extends the default Open IE representation of 〈arg1; rel; arg2〉 tuples
with an extra field. Beyond attribution relationships, Ollie targets the identifica-
tion of clausal modifiers, such as:

(〈Romney; will be elected; President〉;
ClausalModifier if ; he wins five key states)
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Both types of modifiers are identified by matching patterns with the dependency
parse of the input sentence. Clausal modifiers are determined by an adverbial clause
edge and filtered lexically (the first word of the clause must match a list of cue
terms, e.g. if, when, or although), while attribution modifiers are identified by a
clausal complement edge whose context verb must match one of the terms given in
VerbNet’s list of common verbs of communication and cognition (Mausam et al.,
2012).

A similar type of output is produced by Ollie’s successor OpenIE-4 (Mausam,
2016), which combines SrlIE (Christensen et al., 2010) and RelNoun (Pal and
Mausam, 2016). The former is a system that converts the output of an SRL system
into an Open IE extraction by treating the verb as the relational phrase, while
taking its role-labeled arguments as the corresponding Open IE argument phrases.
The latter, in contrast, represents a rule-based Open IE system that extracts noun-
mediated relations, thereby paying special attention to demonyms and compound
relational nouns. In addition, OpenIE-4 marks up temporal and spatial arguments
by assigning them a T or S label, respectively. For instance, it extracts the following
tuple from the example sentence from Table 2.22: 〈Franz Kafka; was born; into a
Jewish family; L: in Prague; T: in 1883 〉. Lately, its successor OpenIE-5 was
released. It integrates BONIE (Saha et al., 2017) and CALMIE (Saha and Mausam,
2018). While the former focuses on extracting tuples where one of the arguments
is a number or a quantity-unit phrase, the latter targets the extraction of relational
tuples from conjunctive sentences.

Similar to Ollie, Bast and Haussmann (2013), who explore the use of contextual
sentence decomposition (CSD) for Open IE, advocate to further specify relational
tuples with information on which they depend. Their system CSD-IE is based on
the idea of paraphrasing-based approaches described in Section 2.3.1.2. Using a set
of hand-crafted rules over the output of a constituent parser, a sentence is first split
into sub-sequences that semantically belong together, forming so-called “contexts”.
Each such context now contains a separate fact, yet it is often dependent on sur-
rounding contexts. In order to preserve such inter-proposition relationships, tuples
may contain untyped references to other extractions. However, as opposed to Ollie,
where additional contextual modifiers are directly assigned to the corresponding re-
lational tuples, Bast and Haussmann (2013) represent contextual information in the
form of separate, linked tuples. To do so, each extraction is given a unique identifier
that can be used in the argument slot of an extraction for a later substitution with
the corresponding fact by a downstream application. An example for an attribution
is shown below (Bast and Haussmann, 2013):

#1: 〈The Embassy; said; that #2 〉

#2: 〈6,700 Americans; were; in Pakistan.〉

Another current approach that captures inter-proposition relationships is proposed
by Bhutani et al. (2016), who present a nested representation for Open IE that is able
to capture high-level dependencies, allowing for a more accurate representation of
the meaning of an input sentence. Their system NestIE uses bootstrapping over a
dataset for textual entailment to learn both binary and nested triple representations
for n-ary relations over dependency parse trees. These patterns can take on the
form of binary tuples 〈arg1; rel; arg2〉 or nested tuples, such as 〈〈arg1; rel; arg2〉;
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rel2; arg3〉 for n-ary relations. Using a set of manually defined rules, contextual links
between extracted tuples are inferred from the dependency parse in order to generate
a nested representation of assertions that are complete and closer in meaning to the
original statement. Similar to Ollie, such contextual links are identified as clausal
complements, conditionals and relation modifiers. Linked tuples are represented by
arguments that refer to the corresponding extractions using identifiers, as shown in
the following example (Bhutani et al., 2016):

#1: 〈body; appeared to have been thrown; ∅〉

#2: 〈#1; from; vehicle〉

Moreover, the example below denotes a temporal relationship between the extrac-
tions #1 and #2, based on the following sentence:

“After giving 5,000 people a second chance at life, doctors are celebrating the
25th anniversary of Britain’s first heart transplant.”

#1: 〈doctors; are celebrating; the 25th anniversary of Britain’s first heart trans-
plant〉

#2: 〈doctors; giving; second chance at life〉

#3: 〈#1; after ; #2〉

MinIE (Gashteovski et al., 2017), another recent Open IE system, is built on top of
ClausIE, a system that was found to often produce overspecified extractions. Such
overly specific constituents that combine multiple, potentially semantically unrelated
propositions in a single relational or argument phrase may easily hurt the perfor-
mance of downstream NLP applications, such as QA or textual entailment. Instead,
those approaches benefit from extractions that are as compact as possible. There-
fore, MinIE aims to minimize both relational and argument phrases by identifying
and removing parts that are considered overly specific. For this purpose, MinIE
provides four different minimization modes which differ in their aggressiveness, thus
allowing to control the trade-off between precision and recall. Moreover, it seman-
tically annotates extractions with information about polarity, modality, attribution
and quantities instead of directly representing it in the actual extractions, as the
following example shows (Gashteovski et al., 2017):

“Pinocchio believes that the hero Superman was not actually born on beautiful
Krypton.”

#1: 〈Superman; was born actually on; beautiful Krypton〉
Annotation: factuality, (- [not], certainty), attribution (Pinocchio, +, possibil-
ity [believes])

#2: 〈Superman; was born on; beautiful Krypton〉
Annotation: factuality, (- [not], certainty), attribution (Pinocchio, +, possibil-
ity [believes])

#3: 〈Superman; “is” ; hero〉
Annotation: factuality, (+, certainty)

with + and - signifying positive and negative polarity, respectively.
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Approach Features Arity Type of Relations
Ollie dependency parse binary mediated by verbs, nouns

and adjectives
OpenIE-4/5

• shallow syntax
(part-of-speech tagging
and noun phrase
chunking)

• constituency parse

n-ary mediated by verbs, nouns
and adjectives

CSD-IE constituency parse binary verb- and noun-based
NestIE dependency parse n-ary verb- and noun-based
MinIE dependency parse binary verb-based relations and

noun-mediated relations
from appositions and
possessives

Table 2.26.: Properties of Open IE approaches capturing inter-proposition relation-
ships.

In that way, the output generated by MinIE is further reduced to its core con-
stituents, producing maximally shortened, semantically enriched extractions.

Table 2.26 gives a summary of the properties of above-mentioned Open IE ap-
proaches that capture inter-proposition relationships by incorporating the semantic
context between the extracted tuples. In that way, important contextual informa-
tion that is needed to infer the true meaning of a statement is preserved, resulting
in an output that increases the informativeness of the extracted relational tuples.

2.3.1.4. End-to-End Neural Approaches

With Stanovsky et al. (2018) and Cui et al. (2018), two end-to-end neural approaches
for the task of Open IE are proposed. In Cui et al. (2018), Open IE is cast as a
sequence-to-sequence generation problem, where the input sequence is the sentence
and the output sequence consists of the corresponding relational tuples. Pairs of
input and output sequences, serving as training instances for learning arguments
and their corresponding relational phrases, are obtained from highly confident tu-
ples that are bootstrapped from the OpenIE-4 system. Encoder and decoder are
implemented using RNNs with an attention-based copying mechanism. In that way,
the dependencies on other NLP tools (e.g., syntax parsers) are reduced, while by-
passing hand-crafted patterns and alleviating error propagation. However, Cui et al.
(2018)’s framework is restricted to the extraction of binary tuples, disregarding more
complex structures such as n-ary and nested extractions, often resulting in long and
complex argument phrases.

Similar to Cui et al. (2018), with RnnOIE, Stanovsky et al. (2018) present an
encoder-decoder based Open IE approach. The authors reformulate Open IE as
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an SL task, using a custom BIO scheme (Ramshaw and Marcus, 1995) inspired by
a recent state-of-the-art deep learning approach for SRL (He et al., 2017).

Approach Features Arity Type of Relations
Cui et al.
(2018)

Seq2Seq (RNN) binary mediated by verbs, nouns
and adjectives

RnnOIE SL n-ary verb-based

Table 2.27.: Properties of end-to-end neural approaches to Open IE.

Table 2.27 summarizes the properties of end-to-end neural approaches to the Open
IE task.

2.3.2. Benchmarking Open Information Extraction Approaches

Though a multitude of systems for Open IE have been developed over the last decade,
a clear formal specification of what constitutes a valid relational tuple is still missing.
This lack of a well-defined, generally accepted task definition prevented the creation
of an established, large-scale annotated corpus serving as a gold standard collection
for an objective and reproducible cross-system comparison. As a consequence, to
date, Open IE systems are predominantly evaluated by hand on small-scale corpora
that consist of only a few hundred sentences, thereby ignoring one of the fundamental
goals of Open IE: scalability to large amounts of text. Moreover, none of the datasets
that were used for assessing the performance of different systems is widely agreed
upon. As can be seen in Table 2.28, the corpora compiled by Del Corro and Gemulla
(2013), Xu et al. (2013), Fader et al. (2011), Mesquita et al. (2013) and Banko et al.
(2007) are occasionally re-used. However, new datasets are still collected, hindering
a fair comparison of the proposed approaches. Besides, although Open IE methods
are targeted at being domain independent and able to cope with heterogeneous
datasets, the corpora used in the evaluation process are restricted to the news,
Wikipedia and Web domains for the most part. Accordingly, no clear statement
about the portability of the approaches to various genres of text is possible. In
addition, most evaluation procedures described in the literature focus on precision-
oriented metrics, while either completely ignoring recall or using some kind of proxy,
such as yield, i.e. the total number of extractions labeled as correct, or coverage,
i.e. the percentage of text from the input that is contained in at least one of the
extractions.

Hence, the absence of a standard evaluation procedure makes it hard to replicate
and compare the performance of different Open IE systems. Table 2.28 provides a
detailed overview of both the datasets and the metrics that were used to evaluate
the various approaches to the task of Open IE that were described above.

OIE2016 In order to address aforementioned difficulties, Stanovsky and Dagan
(2016) recently made a first attempt in standardizing the Open IE evaluation by
providing a large gold benchmark corpus. It is based on a set of consensual guiding
principles that underlie most Open IE approaches proposed so far, as they have
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Approach # Sentences and Domain Metrics
Text-
Runner

400 Web % correct extractions

WOE
• 300 news
• 300 Wikipedia
• 300 Web

precision-recall (PR) curve

ReVerb 500 Web PR curve
Ollie

• 300 news (from WOE)
• 300 Wikipedia (from

WOE)
• 300 biology

precision-yield curve

KrakeN 500 Web (from ReVerb)
• precision
• completeness
• # facts extracted per

sentence

Exemplar
• 500 Web (from

TextRunner)
• 500 news
• 100 news (from Xu et al.

(2013))
• 222 news

• binary:

– precision
– recall
– F1-score

• n-ary:

– precision over
arguments

– recall over arguments

(a) Early Open IE approaches based on hand-crafted extraction patterns and self-
supervised learning.

identified. Those principles cover the core aspects of the task of Open IE, allowing
for a clearer formulation of the problem to be solved. The three key features to
consider are the following:

Assertedness The assertedness principle states that each tuple extracted from the
input should be asserted by the original sentence. Usually, instead of inferring
predicate-argument structures from implied statements, e.g. the tuple 〈Sam;
convinced; John〉 from 〈Sam; succeeded in convincing; John〉, Open IE sys-
tems tend to extract the full relational phrase (〈Sam; succeeded in convincing;
John〉), incorporating matrix verbs (“succeeded”) and other elements, such as
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Approach # Sentences and Domain Metrics
ClausIE

• 500 Web (from ReVerb)
• 200 Wikipedia
• 200 news

• precision-yield curve
• % correct extractions

Schmidek
and
Barbosa
(2014)

• 500 Web (from
TextRunner)

• 500 news
• 100 news (from Xu et al.

(2013))

• precision
• recall
• F1-score
• time per sentence before and

after sentence re-structuring

Stanford
Open IE

extrinsic evaluation: TAC KBP
Slot Filling Challenge (Surdeanu,
2013)

(b) Paraphrase-based Open IE approaches.

negations or modals (e.g., 〈John; could not join; the band〉). Therefore, sys-
tems should not be penalized for not finding inferred relations.

Minimality In order to benefit downstream NLP tasks, it is favorable for Open IE
systems to extract compact, self-contained tuples that do not combine several
unrelated facts. Therefore, systems should aim to generate valid extractions
with minimal spans for both relation and argument slots, while preserving the
meaning of the input. For instance, the coordination in the sentence “Bell dis-
tributes electronic and building products” should ideally yield the following two
relational tuples: 〈Bell; distributes; electronic products〉 and 〈Bell; distributes;
building products〉.

Completeness and Open Lexicon The completeness and open lexicon principle
aims to extract all relations that are asserted in the input text. This prin-
ciple was one of the fundamental ideas that have been introduced in the work
of Banko et al. (2007) together with the Open IE terminology. In their work,
the Open IE task was defined as a domain-independent task which extracts
all possible relations from heterogeneous corpora, instead of only extracting a
set of pre-specified classes of relations. The majority of state-of-the-art Open
IE systems realize this challenge by considering all possible verbs as potential
relations. Accordingly, their scope is often limited to the extraction of ver-
bal predicates, while ignoring relations mediated by more complex syntactic
constructs, such as nouns or adjectives.

Realizing that above-mentioned requirements are subsumed by the task of QA-driven
SRL (He et al., 2015), Stanovsky and Dagan (2016) converted the annotations of a
QA-SRL dataset into an Open IE corpus.26 Using a rule-based system which asked
questions about the source sentence with respect to each verbal predicate contained

26The OIE2016 benchmark dataset is available under https://github.com/
gabrielStanovsky/oie-benchmark.
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Approach # Sentences and Domain Metrics
OpenIE-4 not reported

• precision
• yield

CSD-IE
• 200 Wikipedia (from

ClausIE)
• 200 news (from ClausIE)

• % triples labeled accurate
• % correct triples labeled

minimal
• coverage (% text contained

in at least one triple)
• average triple length

NestIE
• 200 Wikipedia (from

ClausIE)
• 200 news (from ClausIE)

• correctness (0/1)
• minimality (0/1)
• informativeness (0-5)

MinIE
• 10k news (from Sandhaus

(2008))
• 200 Wikipedia (from

ClausIE)
• 200 news (from ClausIE)

• # extractions
• # non-redundant extractions
• recall
• factual precision
• attribution precision
• mean word count per triple

(proxy for minimality)

(c) Open IE systems that capture inter-proposition relationships.

in the input (e.g. “who did something?”, “what did she do?”), the gold tuples were
automatically created, expressing the Cartesian product of answers to the questions
about each predicate. In that way, one relational tuple per predicate was generated,
resulting in more than 10,000 extractions over 3,200 sentences from Wikipedia and
the Wall Street Journal. Supporting the calculation of the PR curve and the AUC,
the OIE2016 benchmark allows for a quantitative analysis of the output of an Open
IE system.

AW-OIE With AW-OIE (“All Words Open IE”), Stanovsky et al. (2018) present
another Open IE corpus derived from Question-Answer Meaning Representation
(QAMR) (Michael et al., 2018), an extension of the QA-SRL paradigm. Like QA-
SRL, QAMR represents predicate-argument structures with a set of question-answer
pairs for a given sentence, where each answer is a span from the input. However,
while QA-SRL uses question templates that are centered on verbs, QAMR supports
free-form questions over a wide range of predicate types. In that way, it allows to
express richer, more complex relations, including for example relations mediated by
nouns or adjectives. In total, the AW-OIE corpus consists of 17,165 tuples over 3,300
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Approach # Sentences and Domain Metrics
Cui et al.
(2018)

3,200 news and Wikipedia
(Stanovsky and Dagan, 2016) • PR curve

• area under the PR
curve (AUC)

• running time

RnnOIE
• 3,200 news and Wikipedia

(Stanovsky and Dagan,
2016)

• 3,300 wikinews and
Wikipedia

• 500 Web (from
TextRunner)

• 222 news (from
Exemplar)

• 100 news (from Xu et al.
(2013))

• PR curve
• AUC
• F1-score

(d) End-to-end neural Open IE approaches.

Table 2.28.: Comparison of the approaches that were employed to evaluate the pro-
posed Open IE frameworks. The first column indicates the respective Open IE
system, while the second column denotes the size and domain of the datasets upon
which the experiments were performed. The last column indicates the metrics that
were used for assessing the systems’ performance.

sentences from Wikipedia and Wikinews. It is intended to be used as an extension
of the OIE2016 training set.

RelVis In addition, Schneider et al. (2017) compile RelVis, another benchmark
framework for Open IE that allows for a large-scale comparative analysis of Open IE
approaches. Besides Stanovsky and Dagan (2016)’s benchmark suite, it comprises
the n-ary news dataset proposed in Mesquita et al. (2013), Banko et al. (2007)’s
Web corpus and the Penn sentences from Xu et al. (2013). Similar to the toolkit
proposed in Stanovsky and Dagan (2016), RelVis supports a quantitative evaluation
of the performance of Open IE systems in terms of precision, recall and F2-score.
Furthermore, it facilitates a manual qualitative error analysis. For this purpose,
six common error classes are distinguished to which inaccurate extractions can be
assigned:

(1) wrong boundaries, where the relational or argument phrase is either too long
or too small;

(2) redundant extraction, where the proposition asserted in an extraction is already
expressed in another extraction;

(3) uninformative extraction, where critical information is omitted;
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(4) missing extraction, i.e. a false negative, where either a relation is not detected
by the system or the argument-finding heuristics choose the wrong arguments
or no argument at all;

(5) wrong extraction, where no meaningful interpretation of the extracted rela-
tional tuple is possible; and

(6) out of scope extraction, where a system yields a correct extraction that was
not recognized by the authors of the gold dataset.

WiRe57 With WiRe57, Lechelle et al. (2019) propose a high-quality manually
curated Open IE dataset.27 It was created by two Open IE experts who annotated
the set of relations contained in 57 sentences taken from three Wikipedia and two
newswire articles, resulting in a ground truth reference of 343 relational tuples. In
accordance with the key features of the task of Open IE identified in Stanovsky
and Dagan (2016), they adhere to the following guiding principles in the annotation
process:

• The extracted information should be informative.

• The extracted tuples should be minimal, i.e. they should convey the small-
est stand-alone piece of information, though that piece must be completely
expressed.

• The annotation shall be exhaustive, i.e. it should capture as much of the
information expressed in the input sentence as possible.

• Information that is not explicitly expressed in the input, but can only be
inferred from it, should not be annotated.

The WiRe57 benchmark assigns a token-level precision and recall score to all gold-
prediction pairs of a sentence, ignoring the predictions’ confidence values that allow
for the computation of the PR curve in the OIE2016 benchmark. Moreover, with
only 343 reference tuples, this dataset is too small to suffice as a test dataset for
a reliable and comprehensive comparative analysis of the performance of Open IE
approaches.

CaRB Arguing that previously proposed Open IE benchmarks are either too small
or too noisy to allow for a thorough and meaningful comparison of different Open
IE approaches, Bhardwaj et al. (2019) compile CaRB, a crowdsourced benchmark
for Open IE (“Crowdsourced automatic Open Relation extraction Benchmark”).28

Using Amazon Mechanical Turk, workers are asked to annotate the 1,282 sentences
from the development and test sets of the OIE2016 benchmark, following a set of
annotation guidelines similar to the principles in Lechelle et al. (2019):

• Completeness: The workers must attempt to extract all assertions from the
input sentence.

27The WiRe57 Open IE benchmark can be downloaded from https://github.com/rali-udem/
WiRe57.

28The CaRB benchmark for Open IE is available for download under https://github.com/
dair-iitd/CaRB.
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• Assertedness: Each tuple must be implied by the original sentence. Though
as opposed to Stanovsky and Dagan (2016) and Lechelle et al. (2019), the
relations do not need to be explicitly expressed in the input sentence, but can
also be inferred from it.

• Informativeness: Workers must include the maximum amount of relevant in-
formation in an argument.

• Atomicity: In accordance with the minimality principle of Stanovsky and Da-
gan (2016) and Lechelle et al. (2019), each tuple must be an indivisible unit.

In that way, a large-scale, high-quality dataset of 5,263 ground truth tuples is cre-
ated. Similarly to the OIE2016 benchmark, it allows for a comparative analysis of
the output of Open IE systems based on their PR curves and AUC scores. However,
an improved approach for matching predicted extractions to reference tuples is used
(for details see Section 14.3.3.1).

OPIEC Comprising 340 million relational tuples, OPIEC is by far the largest Open
IE corpus publicly available to date (Gashteovski et al., 2019).29 It was automatically
extracted from the full text of the English Wikipedia using the state-of-the-art Open
IE system MinIE. However, a detailed analysis of the resulting dataset revealed
that it is very noisy, since a large part of the extractions are either underspecified
in that additional information from the input is required to obtain a coherent piece
of information, or overly specific, e.g. because of arguments consisting of complex
phrases. Thus, to remove such under-specific and complex tuples, the OPIEC-
Clean subcorpus was created, in which only those extractions that express relations
between entities or concepts were kept. In that way, the original dataset was reduced
to 104 million extractions, with 66% of the tuples having at least one argument that
is a named entity. However, restraining arguments to be named entities limits the
task of IE to capturing only the most salient relations expressed in the text (Lechelle
et al., 2019).

To put it in a nutshell, until recently, there was not a single gold standard dataset
over which Open IE systems were evaluated. Instead, their performance has tradi-
tionally been assessed on small, proprietary datasets that were manually curated.
This lack of a universally accepted ground truth dataset impeded the comparison of
results among different Open IE systems in a large-scale, objective and reproducible
fashion.

It was only recently that the first moves towards a standardized mechanism for
an automatic evaluation of Open IE systems were made by compiling benchmark
frameworks that operate on a larger scale. Since its release in 2016, the OIE2016
benchmark has become the de facto standard for the evaluation of Open IE ap-
proaches. Other frameworks, including RelVis, WiRe57, CaRB and OPIEC, have
been proposed since then, trying to overcome some of the limitations identified in
the OIE2016 benchmark (see Section 14.3.3.1). Table 2.29 provides an overview of
the characteristics of the Open IE benchmarks presented above.

29The OPIEC corpus is available under https://www.uni-mannheim.de/dws/research/
resources/opiec/.
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Dataset Domain #sentences #tuples Evaluation metrics
OIE2016 news, Wikipedia 3,200 10,359 AUC, PR curve
AW-OIE Wikinews,

Wikipedia
3,300 17,165 —

RelVis news,
Wikipedia,
Web, mixed

4,022 11,093 Precision, Recall, F2,
qualitative manual
analysis

WiRe57 news, Wikipedia 57 343 Precision, Recall, F1

CaRB news, Wikipedia 1,282 5,263 AUC, PR curve
OPIEC Wikipedia full English

Wikipedia
340 million —

OPIEC-
Clean

Wikipedia full English
Wikipedia

104 million —

Table 2.29.: Summary of the properties of the benchmarks for the evaluation of Open
IE approaches. AW-OIE and OPIEC do not specify an evaluation process, but only
provide corpora of input sentences and corresponding extractions.

2.4. Meaning Representations

According to Del Corro and Gemulla (2013), Open IE is “perhaps the simplest
form of a semantic analysis.” As described in the previous section, Open IE aims
to obtain a shallow semantic representation of texts in the form of predicates and
their arguments. Such predicate-argument structures are regarded as fundamental
components of a semantic representation of a sentence, which is often also called a
MR. Thus, the task of Open IE can be seen as a first step towards a richer semantic
analysis (Del Corro and Gemulla, 2013).

Schemes for the semantic representation of text aim to reflect the meaning of sen-
tences in a transparent way, by assigning similar structures to different constructions
that share the same basic meaning and assigning different structures to construc-
tions that have different meanings, despite their surface similarity. The fundamental
component conveyed by semantic schemes is the predicate-argument structure that
identifies events, their participants and the relations between them by specifying who
did what to whom, where and why (Màrquez et al., 2008). However, they largely di-
verge in their organizing principles, granularity, event types and types of predicates
that they cover, as well as their cross-linguistic applicability and their relation with
syntax. In the following, we will briefly survey the most widely used schemes for the
semantic representation of text.

SRL The task of SRL is closely related to Open IE. The main difference is that
the former aims not only to identify the boundaries of the arguments of a predicate
(argument identification), but also to label them with their semantic roles (argument
classification). In that way, SRL schemes are able to indicate exactly what types
of semantic relations hold among a predicate and its associated participants and
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properties. Typical roles used in SRL are labels such as Agent, Patient and Loca-
tion for entities participating in an event, as well as Temporal and Manner for the
characterization of other aspects of the event or participant relations, as illustrated
below (Màrquez et al., 2008; Kearns, 2011):

• “[The girl on the swing]Agent [whispers]Predicate [to the boy beside her]Recipient.”

• “[The jug]Theme [remained]Predicate [on the table]Location.”

• “[Tom]Agent [served]Predicate [Sally]Recipient [spaghetti]Theme [with a silver
spoon]Instrument.”

There is no consensus on a definitive list of semantic roles (also called “thematic
roles”). Instead, the roles that the different resources encompass vary greatly. The
leading SRL schemes are FrameNet (Fillmore et al., 2004), VerbNet (Kipper et al.,
2000) and PropBank (Palmer et al., 2005).

AMR Abstract Meaning Representation (AMR) (Banarescu et al., 2013) is a se-
mantic scheme that covers predicate-argument relations for a wide variety of predi-
cate types, including verbal, nominal and adjectival predicates. Analogous to SRL
schemes, it also identifies the semantic roles of the arguments. For this purpose,
it makes use of PropBank framesets. It is represented as a rooted, directed graph
whose leaves are labeled with concepts, which are either English words, PropBank
framesets or special keywords, such as entity types, quantities or logical conjunc-
tions. The graph nodes are connected through relations. In total, AMR distinguishes
about 100 different types of relations, including frame arguments that follow Prop-
Bank conventions (e.g., “arg0”, “arg1”, “arg2”), general semantic relations (e.g.,
“age”, “cause”, “direction”), relations for quantities, relations for date-entities and
relations for lists.

UCCA UCCA (Abend and Rappoport, 2013) is a semantic scheme that is based on
typological (Dixon, 2010a,b, 2012) and cognitive (Langacker, 2008) theories (Sulem
et al., 2018b). It uses directed acyclic graphs to represent semantic structures and
is built as a multi-layered structure, which allows for open-ended extension. Its
foundational layer provides a coarse-grained representation where a text is regarded
as a collection of so-called Scenes. A Scene describes a movement, an action or a
state which persists in time. Every Scene contains one main relation, which can be
either a Process (describing a temporally evolving event) or a State (describing a
temporally persistent state). Moreover, a Scene contains one or more Participants,
subsuming both concrete and more abstract entities. In addition, UCCA annotates
inter-Scene relations, distinguishing between three major types of linkage: a Scene
can be a Participant in another Scene; a Scene may provide additional information
about an established entity (“Elaborator Scene”); or a Scene may happen in paral-
lel to other Scenes, expressed through for example temporal, causal or conditional
relationships (“Parallel Scene”). As opposed to the English-centric AMR, UCCA is
cross-linguistically applicable.
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Decomp Universal Decompositional Semantics (Decomp) (White et al., 2016) aims
to augment Universal Dependencies (de Marneffe et al., 2014) data sets with seman-
tic annotations that scale across different types of semantic information and different
languages. It is a multi-layered scheme that supports the annotation of semantic
role information, word senses and aspectual classes (e.g., realis/irrealis). For this
purpose, Decomp incorporates semantic decomposition directly into its protocols,
by mapping from decompositional theories (e.g., Dowty (1991)) into straightforward
questions on binary properties that are easily answered.

DRT Discourse Representation Theory (DRT) is a further well-known theory of
MR (Kamp, 1981). It is based on the idea that the interpretation of the current
sentence is dependent on the interpretation of the sentences that precede it. Hence,
in DRT, semantic interpretation is regarded as a dynamic process, causing a shift
from static to dynamic semantics (Lascarides and Asher, 2007). As new sentences
are added to an existing piece of interpreted discourse, the representation of the
discourse is continuously updated. In this context, DRT focuses in particular on the
effect of logical structure on anaphora of various kinds, such as pronouns (Kamp and
Reyle, 1993), tense (Kamp and Rohrer, 1983) and presupposition (Van der Sandt,
1992). The basic meaning-carrying units in DRT are DRSs, which consist of two
components: first, discourse referents (e.g., x, y) that represent entities in the dis-
course and second, discourse conditions, representing information about discourse
referents (Liu et al., 2019). The latter can be atoms, links or complex conditions. An
atom is a predicate name applied to a number of discourse referents (e.g., man(x),
beer(z), order(y, z)), while a link is an expression y = x, where x is a discourse refer-
ent and y is a proper name or discourse referent. Complex conditions, finally, allow
for the use of quantifiers and logical operators, including conditionals and nega-
tions (e.g., man(x)→ walk(x)) (van Eijck, 1990). DRT has been further developed
and improved over the years. Segmented Discourse Representation Theory (SDRT)
(Lascarides and Asher, 2007), for example, extends the language of DRSs by intro-
ducing rhetorical relations into the semantic representation of the discourse, thus
augmenting its compositional semantics.

73





Part II.

Discourse-Aware Sentence Splitting





3. Introduction

Sentences that present a complex linguistic structure can be hard to comprehend
by human readers, as well as difficult to analyze by NLP applications (Mitkov and
Saggion, 2018). Identifying grammatical complexities in a sentence and transforming
them into simpler structures is the goal of syntactic TS. One of the major types of
operations that are used to perform this rewriting step is sentence splitting: it divides
a sentence into several shorter components, with each of them presenting a simpler
and more regular structure that is easier to process by both humans (Siddharthan
and Mandya, 2014; Saggion et al., 2015; Ferrés et al., 2016) and machines (Štajner
and Popovic, 2016; Štajner and Popović, 2018; Saha and Mausam, 2018).
Based on the research gaps identified in Section 1.3, we develop a syntactic TS ap-
proach that focuses on the task of sentence splitting and thus the type of rewriting
operation that has been ignored to a large extent in the TS research so far. The
framework that we propose is intended to serve as a preprocessing step to generate
an intermediate representation of the input that facilitates and improves the perfor-
mance of downstream Open IE tasks. The goal of our approach is to break down a
complex source sentence into a set of minimal propositions, i.e. a sequence of sound,
self-contained utterances, with each of them presenting a single event that cannot
be further decomposed into meaningful propositions (see Section 4.1). In that way,
we aim to overcome the conservatism exhibited by state-of-the-art syntactic TS ap-
proaches, i.e. their tendency to retain the input rather than transforming it into a
simplified output.

A fluoroscopic study
is typically the next
step in management.

Proposition 1

This fluoroscopic study
is known as an upper
gastrointestinal series.

Proposition 2

Volvulus is suspected.

Proposition 3

Caution with non
water soluble con-
trast is mandatory.

Proposition 4

The usage of bar-
ium can impede
surgical revision.

Proposition 5

The usage of barium
can lead to increased

post operative
complications.

Proposition 6

Figure 3.1.: Minimal propositions resulting from the sentence splitting subtask on
our running example from Table 1.1. The input is decomposed into a loose sequence
of minimal semantic units that lacks coherence.

However, any sound and coherent text is not simply a loose arrangement of self-
contained units, but rather a logical structure of utterances that are semantically
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A fluoroscopic study which is known as an upper gastrointestinal series is typ-
ically the next step in management, although if volvulus is suspected, cau-

tion with non water soluble contrast is mandatory as the usage of barium can
impede surgical revision and lead to increased post operative complications.

Input: Complex Sentence

↓

ROOT

COORD
Contrast

(a)

SUBORD
Condition

(c)

SUBORD
Background(d)

COORD
List

(e)

The usage of
barium can lead
to increased post

operative
complications.

The usage of
barium can
impede

surgical revision.

core core

Caution
with non

water soluble
contrast

is mandatory.

core
context

Volvulus is
suspected.

context core

SUBORD
Elaborationdefining

(b)

This fluoroscopic
study is known
as an upper

gastrointestinal
series.

A fluoroscopic
study is
typically

the next step
in management.

core context

core core

Transformation Stage

Semantic
Hierarchy
of Minimal

Propositions

Figure 3.2.: Semantic hierarchy of minimal propositions representing the context-
preserving output that is generated by our discourse-aware TS approach on the
source sentence from Table 1.1. A complex input sentence is transformed into a se-
mantic hierarchy of simplified sentences in the form of minimal, self-contained propo-
sitions that are linked to each other via rhetorical relations. The output presents
a regular, fine-grained structure that preserves the semantic context of the input,
allowing for a proper interpretation of complex assertions.
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connected (Siddharthan, 2014). Consequently, when carrying out syntactic TS op-
erations without considering discourse implications, the rewriting may easily result
in a disconnected sequence of simplified sentences, making the text harder to inter-
pret, as can be witnessed in the output depicted in Figure 3.1. The vast majority of
existing structural TS approaches though do not take into account discourse-level
aspects (Alva-Manchego et al., 2020). Therefore, they are prone to producing a
set of incoherent utterances where important contextual information is lost. Conse-
quently, in particular in case of complex assertions, the generated output commonly
lacks the expressiveness that is needed for a proper interpretation in downstream
Open IE applications. Thus, in order to preserve the coherence structure and, hence,
the interpretability of the output, we propose a discourse-aware TS approach based
on the framework of RST. By distinguishing between core and context informa-
tion, our approach establishes a contextual hierarchy between the split components.
In addition, it identifies and classifies the semantic relationship that holds between
them. In that way, a semantic hierarchy is set up between the decomposed spans.
See Figure 3.2 for an example of the resulting context-preserving output, consisting
of a set of hierarchically ordered and semantically interconnected propositions.
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4. Subtask 1: Splitting into Minimal
Propositions

The major objective of our TS approach is to transform sentences that present
complex structures into a set of easy-to-access sentences which will be easier for
downstream Open IE applications to deal with due to their simpler and more regular
syntax (Beigman Klebanov et al., 2004). During the transformation process, the
following three properties need to be ensured for the resulting simplified sentences:
(i) syntactic correctness, (ii) semantic correctness and (iii) minimality (see Figure
4.1). While the first two features are rather straightforward to characterize, the latter
requires a more precise definition that will be detailed in the following section. In
Section 4.2, we then present our approach for splitting complex source sentences
into a set of structurally simplified sentences.

Subtask 1: Split into Minimal Propositions
Input: A complex sentence C.
Problem: Produce a sequence of simple sentences T1, . . . , Tn, n >= 2, such that

1. each simple sentence Ti is grammatically sound. (syntactic
correctness)

2. the output sentences T1, . . . , Tn convey all and only the infor-
mation in C. (semantic correctness)

3. each simple sentence Ti presents a minimal semantic unit, i.e.
it cannot be further decomposed into meaningful propositions.
(minimality)

Figure 4.1.: Problem description of subtask 1, whose goal is to split syntactically
complex sentences into a set of minimal propositions.

4.1. Property of Minimality

Our approach addresses sentence-level factual TS, i.e. it is restricted to declara-
tive sentences, which can be used to make statements that are either true or false
(Kearns, 2011). The framework we propose takes as input sentences with a complex
syntax and splits them step-by-step into a set of structurally simplified sentences.
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Intuitively, the generated output is “easy to read and understand, and arguably eas-
ily processed by computers” (Bach et al., 2011). In the following, we present a more
precise specification of the minimality property we aim for in the resulting simplified
sentences, both on a syntactic and a semantic level.

4.1.1. Minimality on the Syntactic Level

In syntax, four types of sentence structures are distinguished (Quirk et al., 1985):

(1) simple sentence: A simple sentence contains only one independent clause.
An independent clause is a group of words that has both a subject and a
verb. It expresses a complete thought, i.e. some coherent piece of information
(Del Corro and Gemulla, 2013), as the following example shows:

“I admire her reasoning.”

(2) compound sentence: A compound sentence is composed of at least two inde-
pendent clauses which are joined by a coordinating conjunction or a semicolon,
e.g.:

“I admire her reasoning, but I reject her conclusions.”

(3) complex sentence: A complex sentence contains a subordinate clause and
an independent clause. Similarly to independent clauses, a subordinate clause
is a group of words that has both a subject and a verb. However, it does not
express a complete thought. For instance, in the example below, the adverbial
clause “Although I admire her reasoning” represents a subordinate clause which
depends on the superordinate independent clause “I reject her conclusions”,
modifying the verb “reject” :

“Although I admire her reasoning, I reject her conclusions.”

(4) compound-complex sentence: As the name suggests, a compound-complex
sentence is a combination of compound and complex sentences, containing at
least two independent clauses and at least one subordinate clause, as illustrated
below:

“I admire her reasoning, but I reject her conclusions since one of her
assumptions is wrong.”

Note that for the sake of simplicity, we do not strictly adhere to the syntactic notion
of a complex sentence in the description of our TS approach. Instead, we subsume
any sentence that does not present a minimal semantic unit (as detailed below)
under the term of a complex sentence.

Based on the syntactic theory described above, the goal of our approach is to trans-
form a given source sentence into a set of simple sentences, where each of them
comprises exactly one independent clause that consists of one subject (S), one verb
(V) and optionally an indirect object (Oi), a direct object (O) and one or more ad-
verbials (A). For instance, consider the following example sentence (Del Corro and
Gemulla, 2013):
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“Albert Einstein died in Princeton in 1955, after he had refused further
medical attention.”

This sentence is composed of the following two independent clauses, representing
so-called simple sentences:

• “[Albert Einstein]S [died]V [in Princeton]A [in 1955]A.”

• “[He]S [had refused]V [further medical attention]O.”

A closer look at the simple sentences of the above example reveals that there is still
potential for further simplification. While the second sentence is limited to essential
components, i.e. none of them can be omitted without making the sentence ill-
formed, the former includes optional constituents that render it overly complex. In
fact, the two adverbials “in Princeton” and “in 1955” specify additional contextual
information that can be left out without producing a malformed output. Rather,
the remaining clause “Albert Einstein died” still carries semantically meaningful
information. Hence, in order to transform simple sentences into atomic propositions
that cannot be further decomposed into meaningful units, we need to further reduce
them to their corresponding clause type (Del Corro and Gemulla, 2013).

According to Quirk et al. (1985), clauses can be classified into seven different clause
types based on the grammatical function of their constituents, as illustrated in Table
4.1 (Del Corro and Gemulla, 2013).

Clause Type Example
T1 SV [Albert Einstein]S [died]V.
T2 SVA [Albert Einstein]S [remained]V [in Princeton]A.
T3 SVC [Albert Einstein]S [is]V [smart]C.
T4 SVO [Albert Einstein]S [has won]V [the Nobel Prize]O.
T5 SVOO [The Royal Swedish Academy of Sciences]S [gave]V

[Albert Einstein]O [the Nobel Prize]O.
T6 SVOA [The doorman]S [showed]V [Albert Einstein]O [to his

office]A.
T7 SVOC [Albert Einstein]S [declared]V [the meeting]O [open]C.

Table 4.1.: The seven types of clauses. S: Subject, V: Verb, C: Complement, O:
Object, A: Adverbial.

The clause type30 conveys the minimal unit of coherent information in the clause.
Accordingly, if a constituent of a clause that is also part of its type is removed, the
resulting clause does not carry semantically meaningful information any more (or the
sense of the verb changes) (Del Corro and Gemulla, 2013). Hence, while constituents
that belong to the clause type are essential components of the corresponding simple
sentence, all other constituents are optional and can be discarded without leading
to an incoherent or semantically meaningless output.

30The type of a clause is uniquely identified by the verb type along with the presence of a direct
object, an indirect object or a complement (Del Corro and Gemulla, 2013).
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So far, a minimal proposition can be defined as a simple sentence that is reduced
to its clause type by omitting all optional constituents, i.e. all elements that do
not appear in the type of the underlying clause. However, transforming complex
source sentences into simple sentences and trimming them to their clause types may
still result in over-specified propositions due to overly complex subclausal units, i.e.
phrases, as the following example illustrates (Del Corro and Gemulla, 2013):

“Bell, a telecommunication company, which is based in Los Angeles,
makes and distributes electrical goods, computers and building products.”

The sentence above joins two independent clauses that can be split into the following
simple sentences:

• “[Bell, a telecommunication company,]S [makes and distributes]V [electrical
goods, computers and building products]O.” of type SVO

• “[Bell]S [is based]V [in Los Angeles]A.”31 of type SVA

In the example above, the phrasal elements in all three positions of the first sim-
ple sentence are unnecessarily complex. While the subject contains an appositive
phrase that further specifies the noun to which it refers (“Bell”), both the verb and
the object include coordinated conjunctions that can be decomposed into separate
elements, resulting in a set of clauses that present a much simpler syntax. Conse-
quently, we further simplify such utterances by extracting phrasal elements from the
input and transforming them into stand-alone sentences. For instance, we generate
synthetic clauses for appositions by introducing an artificial verb such as “is” and
linking them with the phrase to which they refer. Moreover, coordinate verb and
noun phrases are simplified by replacing the coordinated conjunctions by each of
the conjoints.32 In that way, we avoid over-specified subclausal elements, resulting
in the following simplified output for our example sentence:

• “[Bell]S [is]V [a telecommunication company]A.” of type SVA

• “[Bell]S [makes]V [electrical goods]O.” of type SVO

• “[Bell]S [makes]V [computers]O.” of type SVO

• “[Bell]S [makes]V [building products]O.” of type SVO

• “[Bell]S [distributes]V [electrical goods]O.” of type SVO

• “[Bell]S [distributes]V [computers]O.” of type SVO

• “[Bell]S [distributes]V [building products]O.” of type SVO

• “[Bell]S [is based]V [in Los Angeles]A.” of type SVA

31We replaced the relative pronoun “which” by the antecedent “Bell” on which the relative
clause depends.

32In noun phrases, the replacement of a coordinated conjunction by one of its conjoints may
lead to incorrect simplifications in case of a combinatory (instead of a segregatory) coordination,
e.g. “Anna and Bob married each other.” (Del Corro and Gemulla, 2013). Currently, our approach
does not handle this issue.
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In a similar way, our approach handles a further set of phrasal units which we identi-
fied to commonly contribute to overly complex structures, mixing multiple semantic
units. These include participial phrases, prepositional phrases, adjectival/adverbial
phrases and leading noun phrases (see Section 6.2). In that way, we transform source
sentences that present a complex syntax into output sentences with a simple and
regular structure that is easy to process by downstream Open IE applications. To
sum up, by the notion of a minimal proposition we understand a simple sentence
that has been broken down to its essential constituents, i.e. the elements that are
part of its clause type, while also extracting a specified set of phrasal units.33

4.1.2. Minimality on the Semantic Level

Syntactic structures, as expatiated above, reflect first and foremost the formal con-
structions used for expressing meanings. Semantics, on the contrary, abstract away
from specific syntactic constructions (Abend and Rappoport, 2013). Accordingly, a
semantic analysis aims to assign similar meaning representations to sentences that
differ in their structure, yet share the same basic meaning (Abend and Rappoport,
2017).

From a semantic point of view, a text can be seen as a collection of events (also called
“frames” or “scenes”) (Abend and Rappoport, 2013) that describe some activity,
state or property. Thus, the definition of an event is similar to the semantic aspect
of a clause in Basic Linguistic Theory (Dixon, 2010a). The goal of a semantic analysis
is to identify and characterize such events in a given sentence, by determining for
example who did what to whom, where, when and how (Màrquez et al., 2008). For
instance, consider the following example (Abend and Rappoport, 2013):

“Golf became a passion for his oldest daughter: she took daily lessons
and became very good, reaching the Connecticut Golf Championship.”

This sentence contains four events, evoked by “became a passion”, “took daily lessons”,
“became very good” and “reaching”. Consequently, it can be decomposed into the
following individual frames:

• “[Golf]Arg [became a passion]Pred [for his oldest daughter]Arg.”

• “[She]Arg [took daily lessons]Pred.”

• “[She]Arg [became very good]Pred.”

• “[She]Arg [was reaching]Pred [the Connecticut Golf Championship]Arg.”

Thus, from a semantic perspective, the goal of our TS approach is to split sentences
into separate frames, where each of them presents a single event.

33Note that in theory, further simplification is possible, for example by decomposing attributive
adjectives such as in “The black dog is barking.” or by extracting adverbial modifiers such as in
“He will slice the Salami carefully.” However, we consider the atomic propositions as previously
defined as sufficiently simplified, since they already present a simple and regular structure that is
easy to analyze by machines. Further simplifications would only increase the risk of introducing
errors in the transformation process without leading to an output that is substantially more useful
for downstream Open IE tasks. Therefore, we refrain from simplifying any additional grammatical
structures.
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An event typically consists of a predicate, a set of arguments and optionally sec-
ondary relations. While the predicate (typically a verb, but nominal or adjectival
predicates are also possible) is the main determinant of what the event is about,
arguments describe its participants (e.g., who and where). They represent core ele-
ments of a frame, i.e. essential components that make it unique and different from
other frames. Secondary relations, in contrast, represent non-core elements that
introduce additional relations, describing further event properties (e.g., when and
how) (Màrquez et al., 2008; Abend and Rappoport, 2017), as the sentence below
illustrates (Dixon, 2010a):

“[John]Core Arg [hit]Pred [the vase]Core Arg [with a stick]Non-Core Arg.”34

The verb “hit” represents the predicate of the event, while the subject “John” and
the object “the vase” represent its core arguments. The instrumental adverbial
phrase “with a stick”, by contrast, acts as a peripheral argument. In order to avoid
over-specified propositions that are difficult to handle for downstream Open IE ap-
plications, such non-core elements of a frame are extracted and transformed into
stand-alone sentences in our proposed TS approach, resulting in the following sim-
plified sentences for the above example:35

• “[John]Core Arg [hit]Pred [the vase]Core Arg.”36

• “[This]Core Arg [was]Pred [with a stick]Core Arg.”37

Finally, to prevent overly complex argument and predicate spans, coordinate verb
and noun phrases are decomposed into separate frames as well.

To sum up, our TS approach aims to split sentences that present a complex structure
into its basic semantic building blocks in the form of events. Complex sentences that
contain several events are decomposed into separate frames, while non-core elements
of a frame, as well as coordinated conjunctions, are extracted and transformed into
stand-alone sentences. Hence, from a semantic point of view, a minimal proposition
can be seen as an utterance expressing a single event consisting of a predicate and
its core arguments.

4.2. Splitting Procedure

With the objective of transforming complex sentences into a set of minimal propo-
sitions - in accordance with the specifications from Section 4.1 -, source sentences
that present a complex linguistic form are converted into simpler and more regu-
lar structures by disembedding clausal and phrasal components that contain only
supplementary information.

For this purpose, our framework takes as input a sentence and performs a recursive
transformation stage that is based upon a small set of 35 manually defined grammar

34representing an SVOA pattern of clause type SVO
35Note that due to the reasons mentioned previously in Section 4.1.1, attributive adjectives as

well as adverbial modifiers are not extracted from a given frame, though representing non-core
elements.

36representing an SVO pattern of clause type SVO
37representing an SVA pattern of clause type SVA
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4. Subtask 1: Splitting into Minimal Propositions

rules.38 In the development of these patterns, we followed a principled and system-
atic procedure, with the goal of eliciting a universal set of transformation rules for
converting complex source sentences into a set of minimal propositions. The pat-
terns were heuristically determined in a rule-engineering process that was carried
out on the basis of an in-depth study of the literature on syntactic sentence sim-
plification (Siddharthan, 2006, 2014, 2002; Siddharthan and Mandya, 2014; Evans,
2011; Evans and Orǎsan, 2019; Heilman and Smith, 2010; Vickrey and Koller, 2008;
Shardlow, 2014; Mitkov and Saggion, 2018; Mallinson and Lapata, 2019; Brouwers
et al., 2014; Suter et al., 2016; Ferrés et al., 2016; Chandrasekar et al., 1996). Next,
we performed a thorough linguistic analysis of the syntactic phenomena that need to
be tackled in the sentence splitting task. Details on the underlying linguistic prin-
ciples, supporting the systemacity and universality of the developed transformation
patterns, can be found in Section 6.

Clausal/Phrasal type Hierarchy # rules

Clausal disembedding
1 Coordinate clauses coordinate 1
2 Adverbial clauses subordinate 6
3a Relative clauses (non-restrictive) subordinate 5
3b Relative clauses (restrictive) subordinate 4
4 Reported speech subordinate 4

Phrasal disembedding
5 Coordinate verb phrases coordinate 1
6 Coordinate noun phrases coordinate 2
7 Participial phrases subordinate 4
8a Appositions (non-restrictive) subordinate 1
8b Appositions (restrictive) subordinate 1
9 Prepositional phrases subordinate 3
10 Adjectival and adverbial phrases subordinate 2
11 Lead noun phrases subordinate 1

Total 35

Table 4.2.: Linguistic constructs addressed by our discourse-aware TS approach,
including both the hierarchical level (see subtask 2a, Section 5.1) and the number
of simplification rules that were specified for each syntactic construct.

Table 4.2 provides an overview of the linguistic constructs that are addressed by our
approach, including the number of patterns that were specified for the respective
syntactic phenomenon.

38For reproducibility purposes, the complete set of transformation patterns is detailed in Section
6.
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4. Subtask 1: Splitting into Minimal Propositions

Example: Postposed adverbial clause

Input: “A fluoroscopic study which is known as an upper gastrointestinal series
is typically the next step in management, although if volvulus is suspected, cau-
tion with non water soluble contrast is mandatory as the usage of barium can
impede surgical revision and lead to increased post operative complications.”

Matched Pattern:

ROOT

S

.

.

VP

SBAR

S

VP

is mandatory
... complications

NP

caution
... contrast

,

,

SBAR

if volvulus
is suspected

IN

although

,

,

NP

the next
step in

management

ADVP

typically

VBZ

is

NP

A fluoroscopic
... series

Semantic Hierarchy (after the first transformation pass):

(2b) “although” → Contrast

(1)
If volvulus is suspected,

caution with non water soluble contrast
is mandatory as the usage of barium
can impede surgical revision and lead

to increased post operative complications.

(1)
A fluoroscopic study

which is known as an upper
gastrointestinal series
is typically the next
step in management.

(2a) core (2a) core

Figure 4.2.: (Subtask 1) The source sentence is split up and rephrased into a set
of syntactically simplified sentences. (Subtask 2a) Then, the split sentences are
connected with information about their constituency type to establish a contextual
hierarchy between them. (Subtask 2b) Finally, by identifying and classifying the
rhetorical relation that holds between the simplified sentences, their semantic rela-
tionship is captured, which can be used to inform downstream Open IE applications.

The transformation rules encode both the splitting points and the rephrasing proce-
dures for reconstructing grammatically sound sentences. Each rule takes a sentence’s
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4. Subtask 1: Splitting into Minimal Propositions

phrasal parse tree39 as input and encodes a pattern that, in case of a match, will
extract specified constituents from the tree. The decomposed text spans, as well
as the remaining components are then transformed into syntactically well-formed
stand-alone sentences. For instance, in order to ensure that the resulting simplified
output is grammatically sound, the extracted spans are combined with their corre-
sponding referents from the main sentence or appended to a simple canonical phrase
(e.g., “This is”), if necessary.

For a better understanding of the splitting procedure, Figure 4.2 visualizes the appli-
cation of the first grammar rule that matches the input sentence from Table 1.1. The
upper part of the box represents the complex source sentence, whose phrasal parse
tree is matched against the specified simplification pattern (see Table 6.2a). The
lower part then depicts the result of the corresponding transformation operation.
The remaining steps, subtasks 2a and 2b, are detailed below in Section 5.

4.3. Execution Order of the Transformation Patterns

The grammar rules are applied recursively in a top-down fashion. When no more
rule matches the set of simplified sentences, the algorithm terminates. The trans-
formation patterns are executed in a fixed order that was empirically determined by
examining which sequence achieved the best simplification results. For this purpose,
we conducted a manual qualitative analysis on a development set of 300 sentences
from Wikipedia that were sampled for heterogeneity to ensure that they present a
diverse structure.40

With respect to the order of execution, the 35 specified grammar rules can be
grouped into 17 classes that are applied in the order shown in Table 4.3.41

The execution order of the transformation patterns was balanced for various criteria,
including the frequency of the rules, their granularity, complexity and specificity, as
well as susceptibility to errors. In general, the least error-prone rules are executed
first (e.g., in a manual analysis, we determined that 99.1% of the coordinate clauses
(1) were correctly split (see Section 15.1.2.2)). During the transformation process, we
then work our way to the more error-prone ones, such as the rules for decomposing
lists of noun phrases (17), which can easily be confused with appositive phrases.
Beyond that, the patterns become more and more complex towards the end of the
list, as we need to check for special cases and possibilities of confusion (e.g., (12) and
(17)). It also becomes clear that we first operate on coarse-grained level, dividing up
clauses (1-11), before we go down to the phrasal level (10-17), resulting in much more
fine-grained splits. Moreover, specific rules are carried out early in the process, such
as the rules for disembedding relative clauses (lexicalized on the relative pronouns,
2) and appositive phrases (based on named entities, 3). More general rules, on the
other hand, tend to be executed later. Finally, there is a rough orientation on the

39generated by Stanford’s pre-trained lexicalized parser (Socher et al., 2013)
40To demonstrate diversity in the syntactic patterns of the sampled sentences, a detailed study

of the distribution of the different clausal and phrasal constructs over this dataset was carried out.
For details, see Section 19.3 in the appendix.

41The exact execution sequence of the individual transformation rules can be found in Section
19.1 in the appendix.
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4. Subtask 1: Splitting into Minimal Propositions

Order Rule Group
1 coordinate clauses
2 non-restrictive relative clauses
3 appositive phrases
4 preposed adverbial clauses and participial phrases
5 coordinate verb phrases
6 postposed adverbial clauses and participial phrases
7 reported speech with preposed attribution
8 postposed adverbial clauses
9 reported speech with postposed attribution
10 embedded participial phrases
11 restrictive relative clauses
12 prepositional phrases that act as complements of verb phrases
13 postposed participial phrases
14 adjectival/adverbial phrases
15 lead noun phrases
16 prepositional phrases that are offset by commas
17 coordinate noun phrase lists

Table 4.3.: Execution order of the transformation patterns.

frequency of the rules, starting with the ones that are triggered more often, and
working towards the ones that occur less frequently in the transformation process
(see Section 15.1.1.4).

To sum up, the order of execution of the transformation patterns is based on the
following five criteria, which have been balanced against each other:

(1) susceptibility to errors: from less to more error-prone
(2) granularity: from clausal to phrasal units
(3) complexity: from simple to complex
(4) specificity: from specific to general
(5) frequency: from frequent to infrequent
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5. Subtask 2: Establishing a
Semantic Hierarchy

Each split will create two or more sentences with a simplified syntax. In order to
establish a semantic hierarchy between them, two subtasks are carried out: con-
stituency type classification and rhetorical relation identification (see Figure 5.1).

Subtask 2: Establish a Semantic Hierarchy
Input: A pair of structurally simplified sentences Ti and Tj.
Problem: Establish a contextual hierarchy between the split sentences and cap-

ture their semantic relationship.

Figure 5.1.: Problem description of subtask 2, whose goal is to establish a semantic
hierarchy between the simplified sentences.

5.1. Constituency Type Classification

To preserve the coherence of the decomposed spans, we set up a contextual hierarchy
between the split sentences in a first step. For this purpose, we connect them with
information about their constituency type, signifying the relative importance of
the content expressed in the respective utterances: two spans of equal importance
are both referred to as “core sentences”; the same applies to units that reflect the
main message of the input. On the contrary, utterances that provide some piece of
background information are qualified as “context sentences” in our approach.

According to Fay (1990), clauses can be related to one another in two ways: first,
there are parallel clauses that are linked by coordinating conjunctions, and second,
clauses may be embedded inside another, introduced by subordinating conjunctions.
The same is true for phrasal elements. Since subordinations commonly express less
relevant information, we denote them “context sentences”. In contrast, coordina-
tions are of equal status and typically depict the key information contained in the
input. Therefore, they are called “core sentences” in our approach. To differen-
tiate between those two types of constituents, the transformation patterns encode
a simple syntax-based method where subordinate clauses and subordinate phrasal
elements are classified as context sentences, while their superordinate counterparts
as well as coordinate clauses and coordinate phrases are labelled as core (see Table
4.2).



5. Subtask 2: Establishing a Semantic Hierarchy

However, two exceptions have to be noted. In case of an attribution (e.g. “Obama
announced that he would resign his Senate seat.”), the subordinate clause expressing
the actual statement (“He would resign his Senate seat.”) is assigned a core tag,
while the superordinate clause containing the fact that it was uttered by some entity
(“This was what Obama announced.”) is labelled as contextual information. The
reason for this is that the latter is considered less relevant as compared to the
former, which holds the key information of the source sentence. Moreover, when
disembedding adverbial clauses of contrast (as determined in the rhetorical relation
identification step, see Section 5.2), both the superordinate and the subordinate
clause are labelled as a core sentence (see step (a) in the example in Figure 5.2),
in accordance with the theory of RST, where text spans that present a “Contrast”
relationship are considered both as a nucleus.

(b) “although” → Contrast

If volvulus is suspected,
caution with non water soluble contrast
is mandatory as the usage of barium
can impede surgical revision and lead

to increased post operative complications.

A fluoroscopic study
which is known as an upper

gastrointestinal series
is typically the next
step in management.

(a) core (a) core

Figure 5.2.: Result of the constituency type classification and rhetorical relation
identification steps after the first transformation pass on our running example from
Table 1.1. In subtask (a), the split sentences are connected with information about
their constituency type to establish a contextual hierarchy between them. Next,
in subtask (b), the rhetorical relation that holds between the simplified sentences
is identified and classified in order to preserve their semantic relationship. In that
way, a semantic hierarchy is established between the decomposed spans.

This approach allows for the distinction of core information capturing the key mes-
sage of the input from contextual information that provides only supplementary
material, resulting in a two-layered hierarchical representation in the form of core
facts and accompanying contextual information. This directly relates to the concept
of nuclearity in RST, which specifies each text span as either a nucleus or a satellite.
The nucleus span embodies the central piece of information and is comparable to
what we denote a core sentence, whereas the role of the satellite is to further specify
the nucleus, corresponding to a context sentence in our case.

5.2. Rhetorical Relation Identification

In addition to capturing the hierarchical order between the decomposed spans, we
aim to preserve their semantic context. For this purpose, we identify and classify the
rhetorical relationship that holds between the simplified sentences, making use of
both syntactic and lexical features, which we encode in the transformation patterns.
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5. Subtask 2: Establishing a Semantic Hierarchy

While syntactic features are manifested in the phrasal composition of a sentence’s
parse tree, lexical features are extracted from the parse tree in the form of signal
spans that indicate cue phrases for the identification of rhetorical relations. Based on
the work of Knott and Dale (1994), we determine potential signal spans to extract,
as well as their positions in specific syntactic environments, and encode them as
features in the transformation rules. Each signal span represents a sequence of words
that are likely to indicate a semantic relationship between two spans. To infer the
type of rhetorical relation that is signified by a given signal span, we make use of a
predefined list of rhetorical cue words adapted from the work of Taboada and Das
(2013). The authors analyze how different rhetorical relations are signalled in texts,
demonstrating that the identification of rhetorical relations is predominantly based
on lexical cue phrases (e.g., Background, Cause, Condition, Contrast) and syntactic
structures (e.g., Purpose and Attribution). Based on their findings, they define a
list of cue phrases and map each of them to the rhetorical relation that they most
likely trigger.42 Consequently, if the signal span that is extracted according to the
respective transformation pattern corresponds to one of the cue phrases specified
in this list, the associated rhetorical relation is established between the decomposed
utterances. Otherwise, a default relation is set, i.e. “Unknown-Coordination” in case
of coordinate spans or “Unknown-Subordination” if one of the split components is
subordinate to the other. For example, the transformation rule in Table 6.2a, which
is the first pattern that matches our running example, specifies that the phrase
“although” is the cue word here, which is mapped to a “Contrast” relationship
according to the findings in Taboada and Das (2013) (see step (b) in the example
in Figure 5.2). Beyond that, some of the patterns are explicitly tailored to identify
a small set of selected rhetorical relations that heavily rely on syntactic features,
including the “Purpose” and “Attribution” relationships. In this case, no signal
span is extracted.

The set of rhetorical relations that we employ for this task is listed in Table 5.1. They
constitute a subset of the classical set of RST relations defined in Mann and Thomp-
son (1988). Additionally, we adopt a number of relations from the extended set of
rhetorical relations defined in the RST-DT, including Temporal-After, Temporal-
Before, Sequence, Inverted-Sequence and Attribution. In order to deal with the
problem of linking split sentences whose connecting rhetorical relation could not be
identified, the custom relations Unknown-Coordination and Unknown-Subordination
are introduced. Moreover, representing classes of context that were frequently en-
countered in our example sentences, we add the relations Spatial and Temporal for
the identification of semantic relationships that provide local or temporal informa-
tion about a presented situation. Their definitions are provided in Table 5.2.
The process of selecting the rhetorical relations to include in our approach was
guided by the following two questions (Cetto, 2017):
• Which rhetorical relations are the most relevant for downstream Open IE ap-

plications?
• Which of them are likely to be recognized by syntactic and lexical features,

according to the work of Taboada and Das (2013)?
42The full list of cue phrases that serve as lexical features for the identification of rhetorical

relations in our discourse-aware TS approach, as well as the corresponding relations to which they
are mapped, is provided in the appendix in Section 20.1.
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Rhetorical Relation /
Inverse Relation

Core Span Following Core Span

Unknown-Coordination /
Unknown-Coordination

a syntactically
coordinate span (default)

a syntactically coordinate
span (default)

Contrast / Contrast one alternate the other alternate
Cause / Result a situation another situation which

causes that one
Result / Cause a situation another situation which is

caused by that one
List / List an item a next item
Disjunction / Disjunction an item an alternate item
Temporal-After /
Temporal-Before
(Sequence)

a situation a situation that occurs
after that

Temporal-Before /
Temporal-After
(Inverted-Sequence)

a situation a situation that occurs
before that

(a) Coordinations.

Furthermore, some adaptations had to be made (Cetto, 2017). Since in our approach,
the rhetorical relations are used to semantically classify the contextual sentences, we
need to ensure that the context span (corresponding to the satellite span in RST)
is the unit that is characterized by the relation name. However, this differs from
some of the definitions found in the literature. For instance, the “Cause”, “Result”,
“Temporal-After” and “Temporal-Before” relations in the RST-DT refer to the situ-
ation that is presented in the nucleus (Carlson and Marcu, 2001). Consequently, in
these cases, the relationship has to be inverted. Moreover, for coordinate relations
(corresponding to multi-nuclear relations in RST), the relation name specifies the
span on the right position, according to the theory of RST. Hence, in order to allow
for a classification of both spans in the case of a coordination, we introduced inverse
relations, where the core span to the right is classified with the original relation from
the definition, whereas its left counterpart is flagged with the corresponding inverse
relation (see Table 5.1a). Note that “Temporal-After” and “Temporal-Before” rela-
tions are defined for both coordinations and subordinations. In the former case, both
spans are considered equally important, whereas in the latter case, the context span
is deemed less relevant. To be exact, the definitions of the coordinate “Temporal-
After” and “Temporal-Before” relations correspond to that of the “Sequence” and
“Inverted-Sequence” relations in the RST-DT.

Figure 5.2 depicts the result of the first transformation pass on the example sentence
from Table 1.1, establishing a semantic hierarchy between the decomposed sentence
pair. A detailed step-by-step example demonstrating the complete transformation
process on this sentence is provided in Section 7. Prior to that, we will describe
in detail the set of transformation patterns that we specified in order to split com-
plex sentences into a set of hierarchically ordered and semantically interconnected
minimal propositions.
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Rhetorical
Relation

Core Span Context Span

Unknown-
Subordination

the syntactically
superordinate span (default)

the syntactically subordinate
span (default)

Attribution the reported message the source of the attribution
Background text whose understanding is

being facilitated
text for facilitating
understanding

Cause a situation another situation which causes
that one

Result a situation another situation which is
caused by that one

Condition action or situation whose
occurrence results from the
occurrence of the
conditioning situation

conditioning situation

Elaboration basic information additional information
Purpose an intended action the intent behind the situation
Temporal-
After

a situation a situation that occurs after
that

Temporal-
Before

a situation a situation that occurs before
that

(b) Subordinations.

Table 5.1.: Set of rhetorical relations employed for the rhetorical relation identifica-
tion step (Cetto, 2017).

Relation Core Span Context Span

Spatial a situation spatial information that describes where
the situation took place

Temporal a situation temporal information that describes
when the situation happened

Table 5.2.: Set of additional contextual relations (Cetto, 2017).
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6. Transformation Patterns

During the transformation process described in Sections 4 and 5, we operate both
on the clausal and phrasal level of a sentence by recursively

• splitting and rephrasing complex multi-clause sentences into sequences of sim-
ple sentences that each contain exactly one independent clause, and

• extracting selected phrasal components into stand-alone sentences (see Section
4.2).

By connecting the decomposed sentences with information about their constituency
type, a two-layered hierarchical representation in the form of core sentences and
accompanying contexts is created (see Section 5.1). Finally, in order to preserve
their semantic relationship, the rhetorical relations that hold between the split com-
ponents are identified and classified (see Section 5.2). In that way, complex input
sentences are transformed into a semantic hierarchy of minimal propositions that
present a simple and regular structure (see Figures 1.2 and 1.3). Thus, we create
an intermediate representation which is targeted at supporting machine processing
in downstream Open IE tasks whose predictive quality deteriorates with sentence
length and structural complexity (see Section 15.3). In the following, we will discuss
in detail the 35 patterns that we specified to carry out this transformation process.

6.1. Clausal Disembedding

Fay (1990) distinguishes four central functional categories of clauses which can be
divided into two combination methods: coordination and subordination. A coor-
dinate clause is a clause that is connected to another clause with a coordinating
conjunction, such as “and” or “but”. In contrast, a subordinate clause is a clause
that begins with a subordinating conjunction, e.g. “because” or “while”, and which
must be used together with a main clause. The class of subordinate clauses can be
subdivided into the following three groups:

(1) adverbial clauses,

(2) relative clauses and

(3) reported speech.

All four clause types are handled by our proposed discourse-aware TS approach, as
detailed below.



6. Transformation Patterns

6.1.1. Coordinate Clauses

Coordinate clauses are two or more clauses in a sentence that have the same status
and are joined by coordinating conjunctions, e.g. “and”, “or” or “but” (Fay, 1990).
When given such a syntactic structure, each clause is extracted from the input and
transformed into a separate simplified sentence according to the rule depicted in
Figure 6.1. To avoid important contextual references from being lost (that may be
contained, for example, in prepositional phrases at the beginning or end of the source
sentence), each of the separated clauses is concatenated with the textual spans z1
and z2 that precede or follow, respectively, the coordinate clauses. In the event of
a pair of coordinate clauses, the span that connects them acts as the signal span
(x) which is mapped to its corresponding rhetorical relation to infer the type of
semantic relationship that holds between the decomposed elements (Cetto, 2017).
Since coordinate clauses commonly are of equal importance, each simplified output
is labelled as a core sentence.

Tregex
Pattern

ROOT <<: (S < (S ?$.. . . . .CC & $.. S))

Extracted
Sentence

S.

Example
Input

Many consider the flavor to be very agreeable, . . . .but it is generally bitter
if steeped in boiling water.

Semantic
Hierarchy COORD

Contrast

It is generally
bitter if steeped
in boiling water.

Many consider the
flavor to be

very agreeable.

core core

Table 6.1.: The transformation rule pattern for splitting coordinate clauses (Rule
#1). The pattern in bold represents the part of a sentence that is extracted from the
source and turned into a stand-alone sentence. The underlined pattern (solid line)
will be deleted from the remaining part of the input. The pattern that is underlined
with a dotted line serves as a cue phrase for the rhetorical relation identification
step.

The simplification rule that defines how to split up and transform coordinate clauses
is specified in terms of Tregex patterns43 in Table 6.1. For a better understanding,
Figure 6.1 illustrates this rule in the form of a phrasal parse tree, and Figure 6.2
shows how an example sentence is mapped to this pattern and converted into a
semantic hierarchy by (1) breaking up the input into a sequence of simplified sen-
tences, (2) setting up a contextual hierarchy between the split components, and (3)
identifying the semantic relationship that holds between them.44

43For details on the rule syntax, see Levy and Andrew (2006).
44In the discussion of the remaining linguistic constructs, we will restrict ourselves to reporting

the Tregex patterns that we specified for carrying out the transformation process. Besides, some
selected rules will be illustrated in the form of a phrasal parse tree and their application to an
example sentence in the appendix (see Section 19.2).
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Rule: Coordinate Clauses

Phrasal Pattern:

ROOT

S

z2SnS2xS1z1

Extraction:

Signal span: x if n = 2 else ∅

z1 ‖Sn‖z2...z1 ‖S2‖z2z1 ‖S1‖z2

Figure 6.1.: Rule for splitting coordinate clauses (Cetto, 2017).

Example: Coordinate Clauses

Sentence: “Many consider the flavor to be very agreeable, but it is generally bitter
if steeped in boiling water.”

Matched Pattern:

ROOT

S

.

.

S

it is generally bitter if
steeped in boiling water

CC

but

S

Many consider the
flavor to be very agreeable

Extraction:

(3) “but” → Contrast

(1)
It is generally bitter if

steeped in boiling water.

(1)
Many consider the flavor
to be very agreeable.

(2) core (2) core

Figure 6.2.: Example for splitting coordinate clauses (Rule #1).
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6.1.2. Adverbial Clauses

One major category of subordinate clauses are adverbial clauses. An adverbial clause
is a dependent clause that functions as an adverb, adding information that describes
how an action took place (e.g., when, where and how). It is fronted by a subordi-
nating conjunction, such as “since”, “while”, “after”, “if” or “because”. Depending
on the actions or senses of their conjunctions, adverbial clauses are grouped into
different classes, including time, place, condition, contrast and reason (Quirk et al.,
1985).

Tregex
Pattern

ROOT <<: (S < (NP $.. (VP < +(VP) (. . . . . . .SBAR < (S < (NP $.. VP))))))

Extracted
Sentence

S < (NP $.. VP).

Example
Input

Donald Trump was elected over Democratic nominee Hillary Clinton,
. . . . . . . . . .although he lost the popular vote.

Semantic
Hierarchy COORD

Contrast

He lost the popular vote.
Donald Trump was

elected over Democratic
nominee Hillary Clinton.

core core

(a) Rule #2: Postposed adverbial clauses.

Tregex
Pattern

ROOT <<: (S < (. . . . . . .SBAR < (S < (NP $.. VP)) $.. (NP $.. VP)))

Extracted
Sentence

S < (NP $.. VP).

Example
Input

. . . . . . . . .Though shorts are an option for many casual occasions, they may
also be inappropriate for more formal occasions.

Semantic
Hierarchy COORD

Contrast

Shorts are an option
for many casual occasions.

They may also be inappropriate
for more formal occasions.

core core

(b) Rule #3: Preposed adverbial clauses.

Sentences containing an adverbial clause are split into two simplified components.
One of them corresponds to the superordinate statement, whereas the other embod-
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Tregex
Pattern

ROOT <<: (S < (NP $.. (VP < +(VP) (NP|PP $.. (S <<, (VP <<,

. . . . . . . . ./(T|t)o/))))))
Extracted
Sentence

“This” + Be + S <<, (VP <<, /(T|t)o/).

Example
Input

He was sent to Geneva in 1929 . .to act as Ireland’s representative to
the League of Nations.

Semantic
Hierarchy SUBORD

Purpose

This was to act as
Ireland’s representative to
the League of Nations.

He was sent to
Geneva in 1929.

core context

(c) Rule #4: Postposed adverbial clauses of purpose introduced by the phrase “to do”.

Tregex
Pattern

ROOT <<: (S < (S <<, (VP <<, . . . . . . . . ./(T|t)o/) $.. (NP $.. VP)))

Extracted
Sentence

“This” + Be + S <<, (VP <<, /(T|t)o/).

Example
Input

. . .To support this claim, he points out the actor is wearing a very large
fake moustache.

Semantic
Hierarchy SUBORD

Purpose

This is to
support this claim.

He points out the
actor is wearing a very
large fake moustache.

core context

(d) Rule #5: Preposed adverbial clauses of purpose introduced by the phrase “to do”.

ies the subordinate clause. Syntactic variations of such structures cover the following
linguistic expressions, differing in the order of their clausal components:

(1) the subordinate clause follows the superordinate span;

(2) the subordinate clause precedes the superordinate span; or

(3) the subordinate clause is positioned between discontinuous parts of the super-
ordinate span.

The subordinate clause is always introduced with a discourse connective (Prasad
et al., 2007). It serves as a cue phrase that is mapped to its corresponding rhetor-
ical relation in order to infer the type of semantic relationship that holds between
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Tregex
Pattern

ROOT <<: (S < (NP $.. (VP < +(VP) ( . . . . . .SBAR < (S <<, (VP <<,

. . . . . . . . ./(T|t)o/))))))
Extracted
Sentence

“This” + Be + SBAR < (S <<, (VP <<, /(T|t)o/)).

Example
Input

A graduate student is researching the evolution of human eyes, . .in. . . . . . .order
..to discredit creationists by proving that eyes have evolved.

Semantic
Hierarchy SUBORD

Purpose

This is to discredit
creationists by proving
that eyes have evolved.

A graduate student
is researching the

evolution of human eyes.

core context

(e) Rule #6: Postposed adverbial clauses of purpose introduced by the phrase “in order
to do”.

Tregex
Pattern

ROOT <<: (S < (. . . . . . .SBAR < (S <<, (VP <<, . . . . . . . . ./(T|t)o/)) $.. (NP $..
VP)))

Extracted
Sentence

“This” + Be + SBAR < (S <<, (VP <<, /(T|t)o/)).

Example
Input

. .In.. . . . . .order.. .to cater for large items and fast loading, the entire tail
section was hinged.

Semantic
Hierarchy SUBORD

Purpose

This was to cater for
large items and fast loading.

The entire tail
section was hinged.

core context

(f) Rule #7: Preposed adverbial clauses of purpose introduced by the phrase “in order
to do”.

Table 6.2.: The transformation rule patterns addressing adverbial clauses. A pat-
tern in bold represents the part of the input that is extracted from the source and
rephrased into a self-contained sentence. An underlined pattern (solid line) will be
deleted from the remaining part of the input. The pattern that is underlined with a
dotted line serves as a cue phrase for the rhetorical relation identification step. An
italic pattern will be labelled as a context sentence.

the decomposed elements (Cetto, 2017).45 Since the sentence originating from the
adverbial clause typically presents a piece of background information, it is marked

45Rule #4 to #7 are lexicalized on the preposition “to” and always mapped to a “Purpose”
relationship.
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with a context label, while the one corresponding to its superordinate span is tagged
as a core sentence. As an example, the implementation of a rule pattern where the
subordinate clause follows the superordinate span is shown in Figure 19.1 in the
appendix. Figure 19.2 in the appendix then illustrates its application to an example
sentence. The full set of Tregex patterns that were specified in order to transform
sentences containing adverbial clauses into a simplified hierarchical representation
are displayed in Table 6.2.

6.1.3. Relative Clauses

A relative clause is a clause that is attached to its antecedent by a relative pronoun,
such as “who”, “which” or “where”. There are two types of relative clauses, differ-
ing in the semantic relation between the clause and the phrase to which it refers:
restrictive and non-restrictive. In the former case, the relative clause is strongly
connected to its antecedent, providing information that identifies the phrasal com-
ponent it modifies (e.g., “Obama criticized leaders who refuse to step off.”) Hence,
it supplies essential information and therefore cannot be eliminated without affect-
ing the meaning of the sentence. In contrast, non-restrictive relative clauses are
parenthetic comments which describe, but do not further define their antecedent
(e.g., “Obama brought attention to the New York City Subway System, which
was in a bad condition at the time.”), and thus can be left out without disrupting
the meaning or structure of the sentence (Quirk et al., 1985). As non-restrictive
relative clauses are set off by commas, unlike their restrictive counterparts, they can
be easily distinguished from one another on a purely syntactic basis.

Tregex
Pattern

ROOT <<: (S << (NP <, NP & < (/,/ $+ (SBAR <, (WHPP $+ S
& <, IN & < − WHNP) & ?$+ /,/))))

Extracted
Sentence

S + IN + NP .

Example
Input

He had been enrolled into Harvard University , at which he studied ar-
chaeology.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

He studied archaeology.He had been enrolled
into Harvard University.

core context

(a) Rule #8: Non-restrictive relative clauses commencing with a preposition followed by
a relative pronoun.

In order to identify whether a given sentence includes a non-restrictive relative
clause, we check if one of the Tregex patterns of Table 6.3 matches its phrasal
parse tree. If so, a self-contained context sentence providing additional information
about the referred phrase is constructed by linking the relative clause (without the
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Tregex
Pattern

ROOT <<: (S << (/.*/ < (NP|PP $+ (/,/ $+ (SBAR <, (WHADVP $+
S & <<: WRB) & ?$+ /,/)))))

Extracted
Sentence

S.

Example
Input

The noted communist, Sakhavu Kurumpakara Thankappan, was born and
raised in Kurumpakara, where a memorial dedicated to him is situated
at the Udayonmuttam Junction.

Semantic
Hierarchy SUBORD

Spatial

A memorial dedicated
to him is situated

at the Udayonmuttam Junction.

The noted communist,
Sakhavu Kurumpakara, was

born and raised in Kurumpakara.

core context

(b) Rule #9: Non-restrictive relative clauses commencing with the relative pronoun
“where”.

Tregex
Pattern

ROOT <<: (S << (NP <, NP & < (/,/ $+ (SBAR <, (WHNP $+
(S <, NP=np_rel & < − (VP=vp_rel ? < +(VP) PP)) & <<:
(WP <: whom)) & ?$+ /,/))))

Extracted
Sentence

np_rel + vp_rel + NP + PP.

Example
Input

He is best known for his work with The Byrds , whom he joined in
September 1968.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

He joined The Byrds
in September 1968.

He is best known for
his work with The Byrds.

core context

(c) Rule #10: Non-restrictive relative clauses commencing with the relative pronoun
“whom”.

relative pronoun) to the phrase that has been identified as its antecedent. At the
same time, the source sentence is reduced to its key information by dropping the
extracted relative clause, and tagged as a core sentence. In this way, subordina-
tions that are introduced by one of the relative pronouns “who”, “whom”, “whose”,
“which” or “where”, as well as a combination of a preposition and one of the pro-
nouns mentioned before are handled by our approach. The example in Figure 19.4
in the appendix illustrates this procedure. It matches the transformation pattern
from Figure 19.3 in the appendix, which shows - in terms of a phrasal parse tree

104



6. Transformation Patterns

Tregex
Pattern

ROOT <<: (S << (NP < ( NP $+ (/,/ $+ (SBAR <, (WHNP $+ S
& <, (/WP \\$/ $+ /.*/=subject)) & ?$+ /,/)))))

Extracted
Sentence

NP + “’s” + /.*/=subject + S.

Example
Input

Dunn comes to establish a strong bond with Maggie , whose own family
cares little for her well-being.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

Maggie’s own family cares
little for her well-being.

Dunn comes to establish
a strong bond with Maggie.

core context

(d) Rule #11: Non-restrictive relative clauses commencing with the relative pronoun
“whose”.

Tregex
Pattern

ROOT <<: (S << (NP <, NP & < (/,/ $+ (SBAR <, (WHNP $+ S &
<<: WP|WDT) & ?$+ /,/))))

Extracted
Sentence

NP + S.

Example
Input

She met her husband , who was completing his doctorate in physics.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

Her husband was completing
his doctorate in physics.

She met her
husband.

core context

(e) Rule #12: Non-restrictive relative clauses commencing with either the relative pro-
noun “who” or “which”.

Table 6.3.: The transformation rule patterns addressing non-restrictive relative
clauses. A pattern in bold represents the part of the input that is extracted from
the source and rephrased into a self-contained sentence. A boxed pattern refers to
its referent. An underlined pattern (solid line) will be deleted from the remaining
part of the input. An italic pattern will be labelled as a context sentence.

- the rule for treating non-restrictive relative clauses commencing with either the
relative pronoun “who” or “which”.

As opposed to non-restrictive relative clauses, their restrictive counterparts represent
an integral part of the phrase to which they are linked. Regardless, according to our
goal of splitting complex input sentences into minimal propositions, we decided to
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Tregex
Pattern

ROOT <<: (S << (NP <, NP & < (SBAR <, (WHNP $+ (S <, NP &
< − (VP ? < +(VP) PP)) & <<: (WP <: whom)))))

Extracted
Sentence

(S <, NP & < − (VP ? < +(VP) PP)) + NP .

Example
Input

The artist whom she admires won an award.

Semantic
Hierarchy SUBORD

Elaborationdefining

She admires
the artist.

The artist won
an award.

core context

(a) Rule #13: Restrictive relative clauses commencing with the relative pronoun “whom”.

Tregex
Pattern

ROOT <<: (S << (NP < ( NP $+ (SBAR <, (WHNP $+ S & <,
(/ WP\\$/ $+ /.*/=subject))))))

Extracted
Sentence

NP + “’s” + subject + S.

Example
Input

The rescue operation to reach Flight 608 was carried out by
the Canadian Forces whose plane spotted the downed aircraft.

Semantic
Hierarchy SUBORD

Elaborationdefining

The Canadian Forces’
plane spotted the
downed aircraft.

The rescue operation to
reach Flight 608 was carried
out by the Canadian Forces.

core context

(b) Rule #14: Restrictive relative clauses commencing with the relative pronoun “whose”.

decompose the restrictive version of relative clauses as well, and transform them into
stand-alone context sentences according to the rules listed in Table 6.4. To clarify
that the detached components provide irremissible information about their referent,
we insert the adjunct “defining” when we add the semantic relationship between the
split sentences in the form of a rhetorical relation. Both types of relative clauses
establish an “Elaboration” relation, since they present additional detail about the
entity to which they refer.46 For the sake of clarity, we append the adjunct “non-
defining” in case of a non-restrictive relative clause.

46The only exception are relative clauses commencing with the relative pronoun “where” (Rule
#9). As they provide details about a location, we assign a “Spatial” relationship between the split
sentences in this case.
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Tregex
Pattern

ROOT <<: (S << (NP <, ( NP $ + + (SBAR <, (WHNP $+ S & <<:
WP|WDT) & ?$+ /,/))))

Extracted
Sentence

NP + S.

Example
Input

Ishak Belfodil is a Franco-Algerian football player who currently plays
for French club Olympique Lyonnais in Ligue 1.

Semantic
Hierarchy SUBORD

Elaborationdefining

This Franco-Algerian football player
currently plays for French

club Olympique Lyonnais in Ligue 1.

Ishak Belfodil is a
Franco-Algerian
football player.

core context

(c) Rule #15: Restrictive relative clauses commencing with either the relative pronoun
“who”, “which” or “that”.

Tregex
Pattern

ROOT <<: (S << (NP <, ( NP $ + + (SBAR <: (S < (VP ? < (PP
? <: IN)))))))

Extracted
Sentence

(S < (VP ? < (PP ? <: IN))) + NP .

Example
Input

The novelist she adores published a new book.

Semantic
Hierarchy SUBORD

Elaborationdefining

She adores
the novelist.

The novelist published
a new book.

core context

(d) Rule #16: Reduced relative clauses, which are not marked by an explicit relative
pronoun.

Table 6.4.: The transformation rule patterns addressing restrictive relative clauses.
A pattern in bold represents the part of the input that is extracted from the source
and rephrased into a self-contained sentence. A boxed pattern refers to its referent.
An underlined pattern (solid line) will be deleted from the remaining part of the
input. An italic pattern will be labelled as a context sentence.

6.1.4. Reported Speech

Special attention was paid to attribution relationships expressed in reported speech,
e.g. “Obama announced [that he would resign his Senate seat.]SBAR”, which, too, fall
into the syntactic category of subordinations. To distinguish this type of linguistic
expression from adverbial clauses, we defined a set of additional rule patterns that
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target the detection of attributions (Cetto, 2017). Similar to Mausam et al. (2012),
we identify attributions by matching the lemmatized version of the head verb of the
sentence (here: “announce”) against a list of verbs of reported speech and cognition
(Carlson and Marcu, 2001).47

Tregex
Pattern

ROOT <<: (S < (S|SBAR|SBARQ $.. (NP [$„ .. . . . . .VP=vp | $.. . . . . . . . .VP=vp])));
vb is an attribution-verb

Extracted
Sentence

“This” + Be + “what” + (NP [$„ .. . . . . . .VP=vp | $.. . . . . . . . .VP=vp]).

Example
Input

Witness memories don’t get better with time, she .. . .said in an interview
with the International Herald Tribune.

Semantic
Hierarchy SUBORD

Attribution

This is what she said
in an interview with the

International Herald Tribune.

Witness memories don’t
get better with time.

core context

(a) Rule #17: Reported speech with postposed attribution.

Tregex
Pattern

ROOT <<: (S < (NP $.. (VP < +(VP) (SBAR [ .„. . . . . . . . . . . . ./“/=start . .| . . . . . .<<,

. . . . . . . . . . ./“/=start] [ .... . . . . . . . . . ./”/=end..|. . . . . . . .<< − . . . . . . . . . . ./”/=end]))))
Extracted
Sentence

“This” + Be + “what” + S < (NP $.. (VP < +(VP).

Example
Input

Pauli remarked sadly . .“It is not even wrong.”.

Semantic
Hierarchy SUBORD

Attribution

This was what
Pauli remarked sadly.“It is not even wrong.”

core context

(b) Rule #18: Direct speech with preposed attribution.

The Tregex patterns for splitting up and turning reported speech constructs into
a two-layered hierarchy of simplified sentences are listed in Table 6.5. The decom-
posed parts are always connected via an “Attribution” relation. Moreover, note that
there is a peculiarity here with regard to the contextual hierarchy. As opposed to
previously mentioned cases, where subordinations are marked up as context sen-
tences, while the corresponding superordinate spans are labelled as core sentences,

47The full list of verbs that we specified for identifying attributions can be found in Section 20.2
in the appendix.
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Tregex
Pattern

ROOT <<: (S < (S|SBAR|SBARQ ..[„. . . . . . . . . . . . . ./“/=start . .| . . . . . .<<,. . . . . . . . . . . . . ./“/=start] . . . .[..
. . . . . . . . . ./”/=end..| . . . . . . .<< −. . . . . . . . . . . ./”/=end] $.. (NP [$„ VP | $.. VP])))

Extracted
Sentence

“This” + Be + “what” + (NP [$„ VP | $.. VP]).

Example
Input

.“I love you .”, he said.

Semantic
Hierachy SUBORD

Attribution

This was what he said.“I love you.”

core context

(c) Rule #19: Direct speech with postposed attribution.

Tregex
Pattern

ROOT <<: (S < (NP $.. ( . . . . . . .VP=vp < +(VP) (SBAR < S))));
vb is an attribution verb

Extracted
Sentence

“This” + Be + “what” + S < (NP $.. (. . . . . . . .VP=vp < +(VP).

Example
Input

Ellis . . . . . . . .claimed that the character was not based on his father.

Semantic
Hierarchy SUBORD

Attribution

This was what
Ellis claimed.

The character was not
based on his father.

core context

(d) Rule #20: Reported speech with preposed attribution.

Table 6.5.: The transformation rule patterns addressing reported speech constructs.
A pattern in bold represents the part of the input that is extracted from the source
and rephrased into a self-contained sentence. An underlined pattern (solid line) will
be deleted from the remaining part of the input. A pattern that is underlined with
a dotted line serves as a cue phrase for the rhetorical relation identification step. An
italic pattern will be labelled as a context sentence.

this relationship is inverted now. Since we consider the actual statement (e.g., “He
would resign his Senate seat.”) to be more meaningful than the fact that this was
pronounced by some entity (e.g., “This was what Obama announced.”), we tag the
subordinate clause containing the uttered proposition as core, while we classify the
superordinate attribution assertion as context. Also note that the syntactic pat-
tern of Rule #20 matches the rule that addresses postposed adverbial clauses, i.e.
Rule #2. Thus, to ensure that the attribution pattern is favoured in the presence
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of a verb of reported speech or cognition, Rule #20 is triggered before Rule #2 in
the order of execution of the transformation patterns that we specified (see Section
19.1 in the appendix).

6.2. Phrasal Disembedding

Clausal disembedding, which is achieved by decomposing coordinate clauses, ad-
verbial clauses, relative clauses and reported speech constructs (see Section 6.1),
results in simple sentences, i.e. sentences that each contain exactly one independent
clause. However, such sentences may still present a rather complex structure that
mixes multiple semantic units. For instance, when simplifying the following input
sentence on the clausal level

“After graduating from Columbia University in 1983 with a degree in
political science, Barack Obama worked as a commmunity organizer in
Chicago.”

we end up with two decomposed spans:

• Barack Obama worked as a community organizer in Chicago.

• Barack Obama was graduating from Columbia University in 1983 with a degree
in political science.

Hence, in order to split the input into sentences where each span represents an
atomic unit that cannot be further decomposed into meaningful propositions, the TS
approach that we propose incorporates phrasal disembedding. According to our goal
of generating minimal semantic units, with each of them expressing a complete and
indivisible thought, it ensures that phrasal components, too, are transformed into
self-contained sentences, in addition to splitting and rephrasing clausal elements,
as described above. The resulting semantic hierarchy of the example sentence is
displayed in Figure 6.3.

(1) #1 0 Barack Obama worked as a community organizer.
(1a) S:TEMPORAL This was in Chicago.
(1b) L:TEMPORAL_BEFORE #2

(2) #2 1 Barack Obama was graduating from Columbia University.
(2a) S:TEMPORAL This was in 1983.
(2b) S:ELABORATION This was with a degree in political
science.

Figure 6.3.: Semantic hierarchy of minimal propositions after clausal and phrasal
disembedding.

In total, our TS approach addresses seven types of phrasal constructs, including

(1) coordinate verb phrases,

(2) coordinate noun phrase lists,

(3) participial phrases,
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(4) appositive phrases,

(5) prepositional phrases,

(6) adjectival and adverbial phrases, as well as

(7) lead noun phrases.

In the following, the transformation patterns that were specified for targeting afore-
mentioned linguistic constructs are presented.

6.2.1. Coordinate Verb Phrases

If a verb phrase is made up of multiple coordinate verb phrases, as is the case in
the example sentence depicted in Table 6.6, each verb phrase is decomposed and
appended to the shared noun phrase to which they refer (Cetto, 2017), thus gener-
ating two or more simplified sentences with reduced sentence length. In this way,
we aim to increase the minimality of the resulting propositions in the sense that
each semantic unit that is expressed in the individual verb phrases ends up in a
separate output sentence. Analogous to the rule for splitting and rephrasing coordi-
nate clauses, the textual span that links two coordinate verb phrases is considered
as the signal span which is mapped to its corresponding rhetorical relation. Since
coordinate verb phrases are of equal status, all of them are labeled as core sentences.

Tregex
Pattern

ROOT <<: (S < ( NP $.. (VP < +(VP) (VP > VP ?$.. . . . .CC & $.. VP))))

Extracted
Sentence

NP + VP.

Example
Input

After Pearlman’s bankruptcy, the company emerged unscathed .. . .and was
sold to a Canadian company.

Semantic
Hierarchy COORD

List

After Pearlman’s bankruptcy,
the company was sold

to a Canadian company.

After Pearlman’s bankruptcy,
the company emerged

unscathed.

core core

Table 6.6.: The transformation rule pattern for disembedding coordinate verb
phrases (Rule #21). The pattern in bold represents the part of the input that is
extracted from the source and rephrased into a self-contained sentence. The boxed
pattern refers to its referent. The underlined pattern (solid line) will be deleted from
the remaining part of the input. The pattern that is underlined with a dotted line
serves as a cue phrase for the rhetorical relation identification step.

The transformation rule that defines how to perform this process is specified in terms
of a Tregex pattern in Table 6.6. The interested reader may refer to the appendix,
where this pattern is illustrated in the form of a phrasal parse tree (see Figure 19.5
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in the appendix). Its application on an example sentence is shown in Figure 19.6 in
the appendix.

6.2.2. Coordinate Noun Phrase Lists

In accordance with the objective of splitting complex input sentences into a set of
minimal semantic units, we compiled a set of rules for breaking up lists of coordinate
noun phrases. The specified transformation rules target patterns of coordinate noun
phrases within a parent noun phrase. In order to avoid inadvertently mistaking
coordinate noun phrases for appositives, we apply a heuristic that is given by the
following regular expression:

(NP )(, NP )∗, ?(and|or)(.+)

This pattern is matched only with the topmost noun phrases in subject and object
position of the source sentence. By restricting its application to the topmost noun
phrases, we compensate for parsing errors that were frequently encountered in deep
nested noun phrase structures (Cetto, 2017).

Tregex
Pattern

ROOT <<: ( S < (NP $.. (VP << (NP=np1 < (NP ?$.. . . . .CC & $..
NP=np2)))))

Extracted
Sentence

ROOT <<: ( S < (NP $.. (VP << (NP=np2)))).

Example
Input

Demola Aladekomo is a computer engineer, a technology pioneer, an en-
trepreneur . . . .and a philanthropist.

Semantic
Hierarchy COORD

List

Demola
Aladekomo is
a philantropist.

Demola
Aladekomo is

an entrepreneur.

Demola Aladekomo
is a technology

pioneer.

Demola Aladekomo
is a computer

engineer.

core core core core

(a) Rule #22: Coordinate noun phrase lists in object position.

For each identified entity, a simplified sentence is generated according to the rules
depicted in Table 6.7. The signal span corresponds to one of the two coordinating
conjunctions “and” or “or” which joins the individual noun phrases, resulting in
a “List” relationship. Since the items are linked via a coordinating conjunction,
suggesting that they are of equal importance, we tag each split component with a
core label. Figure 19.7 in the appendix shows the rule for decomposing coordinate
noun phrases in object position in terms of a phrasal parse tree. An example which
matches this pattern can be found in Figure 19.8 in the appendix.

112



6. Transformation Patterns

Tregex
Pattern

ROOT <<: (S < (NP=np1 < (NP ?$.. . . . .CC & $.. NP=np2) $.. VP ))

Extracted
Sentence

ROOT <<: (S < (NP=np2) $.. VP ).

Example
Input

The intensity of the synthesizer rises before an organ, a bass guitar . . . .and a
piano enter .

Semantic
Hierarchy COORD

List

The intensity
rises before

a piano enters.

The intensity
rises before

a bass guitar enters.

The intensity
rises before

an organ enters.

core core core

(b) Rule #23: Coordinate noun phrase lists in subject position.

Table 6.7.: The transformation rule patterns for splitting coordinate noun phrase
lists. A pattern in bold represents the part of the input that is extracted from the
source and rephrased into a self-contained sentence. The boxed pattern designates
its referent. The underlined part (solid line) will be deleted from the remaining part
of the input. The pattern that is underlined with a dotted line serves as a cue phrase
for the rhetorical relation identification step.

6.2.3. Participial Phrases

When two or more actions are carried out simultaneously or immediately one after
the other by the same subject, participial phrases are often used to express one
of them (e.g., “Knowing that he wouldn’t be able to buy food on his journey he
took large supplies with him.”, meaning “As he knew . . . ”). Note that participial
phrases do not contain a subject of their own. Instead, both the subject and the
verb of the phrase are replaced by a participle (Martinet and Thomson, 1996).
Furthermore, a participial phrase may be introduced by adverbial connectors, such
as “although”, “after” or “when” (Abraham, 1985). For an example, see Figure 19.10
in the appendix, which matches the transformation rule specified in Figure 19.9 in
the appendix that targets participial phrases in preceding position.

The transformation patterns that were specified for decomposing participial phrases
are listed in Table 6.8. For each action expressed in the input, a separate simplified
sentence is created. In order to generate an output that is grammatically sound, a
paraphrasing stage is required where the participle has to be inflected, if necessary,
and linked to the noun phrase that represents the subject it replaces.

Providing some additional piece of information about their respective referent, par-
ticipial phrases take on a role similar to relative clauses in the semantics of a sentence;
the only difference is that they lack a relative pronoun. Therefore, they are some-
times referred to as “reduced relative clauses”. Hence, in analogy to relative clauses,
the rephrasings resulting from the extracted participial phrases are labelled as con-
text sentences, while the remaining part of the input is tagged as a core sentence, and
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Tregex
Pattern

ROOT <<: (S < VP &<< (NP|PP <, ( NP ?$+ PP & $++ (/,/ $+ (VP
[<, (ADVP|PP $+ VBG|VBN) | <, VBG|VBN] & ?$+ /,/)))))

Extracted
Sentence

NP ?$+ PP + Be + VP [<, (ADVP|PP $+ VBG|VBN) | <,
VBG|VBN].

Example
Input

The Metox , named after its manufacturer, was a high frequency very
sensitive radar receiver.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

The Metox was named
after its manufacturer.

The Metox was a
high frequency very

sensitive radar receiver.

core context

(a) Rule #24: Non-restrictive embedded participial phrases.

Tregex
Pattern

ROOT <<: (S < VP &<< (NP|PP <, ( NP $+ (VP [<, (ADVP|PP
$+ VBG|VBN) | <, VBG|VBN] )) & [> (PP ! > S)| > (VP > S)]))

Extracted
Sentence

NP + Be + (VP [<, (ADVP|PP $+ VBG|VBN) | <, VBG|VBN]
).

Example
Input

The Muppets at Walt Disney World is a film starring Jim Henson’s
Muppets at Walt Disney World.

Semantic
Hierarchy SUBORD

Elaborationdefining

This film is starring
Jim Henson’s Muppets
at Walt Disney World.

The Muppets at Walt
Disney World is a film.

core context

(b) Rule #25: Restrictive postposed participial phrases.

the split components are connected via an “Elaboration” relation.48 Analogously to
relative clauses, we distinguish between defining “Elaboration” relationships for re-
strictive participial phrases and non-defining “Elaboration” relationships for their
non-restrictive counterparts.

48Note that participial phrases introduced by adverbial connectors, such as in the example
sentence of Table 6.8d, form an exception of this principle. In such a case, the adverbial connector
determines the semantic relationship that holds between the decomposed spans, acting as the cue
phrase for identifying the type of rhetorical relation connecting them.
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Tregex
Pattern

participialNode = “(__=node [== S=s | == (PP|ADVP < +(PP|ADVP)
S=s)]) : (=s <: (VP <<, VBG|VBN))”;

ROOT <<: (S < ( NP $.. (VP < +(VP) (NP|PP $.. “ + par-
ticipialNode + ”))))

Extracted
Sentence

NP + (Have) + Be + participialNode.

Example
Input

He served as chief judge from 1987 to 1994, assuming senior status on
November 2, 1995.

Semantic
Hierarchy SUBORD

Elaborationnon-defining

He was assuming
senior status on

November 2, 1995.

He served as
chief judge from
1987 to 1994.

core context

(c) Rule #26: Non-restrictive postposed participial phrases.

Tregex
Pattern

participialNode = “(__=node [== S=s | == (PP|ADVP < +(PP|ADVP)
S=s)]) : (=s <: (VP <<, VBG|VBN))”;

ROOT <<: (S < “ + participialNode + ”) : (=node $.. ( NP $.. VP))
Extracted
Sentence

NP + (Have) + Be + participialNode.

Example
Input

. . . . . . .Before entering politics, Donald Trump was a businessman and a tele-
vision personality.

Semantic
Hierarchy SUBORD

Temporal-After

Donald Trump was
entering politics.

Donald Trump
was a businessman and
a television personality.

core context

(d) Rule #27: Non-restrictive preposed participial phrases.

Table 6.8.: The transformation rule patterns addressing participial phrases. A pat-
tern in bold represents the part of the input that is extracted from the source and
rephrased into a self-contained sentence. An underlined pattern (solid line) will be
deleted from the remaining part of the input. The pattern that is underlined with
a dotted line serves as a cue phrase for the rhetorical relation identification step. A
boxed pattern designates its referent. An italic pattern will be labelled as a context
sentence.
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6.2.4. Appositive Phrases

An appositive is a noun phrase that further characterizes the phrase to which it
refers. Similar to relative clauses, appositions can be classified as either restric-
tive or non-restrictive. Non-restrictive appositives are separate information units,
marked by segregation through punctuation (Quirk et al., 1985), such as in “His
main opponent was Mitt Romney, the former governor of Massachusetts.”

Tregex
Pattern

ROOT <<: (S < VP & << ( NP $+ (/,/ $+ (NP !$ CC & ?$+ /,/))))

Extracted
Sentence

NP + Be + NP.

Example
Input

The president of Lithuania , Antanas Smetona, proposes armed resis-
tance.

Semantic
Hierarchy SUBORD

Elaboration

Antanas Smetona is the
president of Lithuania.

The president of Lithuania
proposes armed resistance.

core context

(a) Rule #28: Non-restrictive appositive phrases.

The pattern for transforming non-restrictive appositions is given in Table 6.9a. It
searches for a noun phrase whose immediate right sister is a comma that in turn
has another noun phrase as its direct right sibling. In order to avoid inadvertently
mistaking coordinate noun phrases for appositives, the following heuristic is applied:
from the phrase that is deemed an appositive by matching the pattern described
above, we scan ahead, looking one after the other at its sibling nodes in the parse
tree. If a conjunction “and” or “or” is encountered, the analysis of the appositive
is rejected (Siddharthan, 2006). In this way, we avoid wrong analyses like: “Obama
has talked about using alcohol, [appos marijuana], and cocaine.”

The second type of appositives, restrictive apposition, does not contain punctuation
(Quirk et al., 1985). An example for such a linguistic construct is illustrated in the
following sentence: “Joe Biden was formally nominated by former President Bill
Clinton as the Democratic Party candidate for vice president.” The pattern in
Table 6.9b shows the heuristic that was specified for rephrasing and transforming
restrictive appositive phrases into a contextual hierarchy. It defines a regular expres-
sion that searches for a noun or a proper noun (or a coordinate sequence thereof),
optionally with a combination of prepending adjectives, determiners, and possessive
pronouns. This string must be followed by a named entity expression.

According to the rules listed in Table 6.9, the appositive phrases are extracted from
the input and transformed into stand-alone sentences. Representing parenthetical
information, they are labelled as context sentences, while the reduced source sen-
tences receive a core tag. Since appositions commonly provide additional information
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Tregex
Pattern

(((PRP\\$|DT)\\ s)*(JJ\\ s)*((NN|NNS|NNP|NNPS)\\
s))+(((CC|IN)\\ s)((PRP\\$|DT)\\ s)*(JJ\\
s)*((NN|NNS|NNP|NNPS)\\ s))* followed by a named entity

Extracted
Sentence

named entity + Be + regex.

Example
Input

The regional government was moved from the old Cossack capital
Novocherkassk to Rostov.

Semantic
Hierarchy SUBORD

Elaboration

Novocherkassk was
the old Cossack capital.

The regional government
was moved from

Novocherkassk to Rostov.

core context

(b) Rule #29: Restrictive appositive phrases.

Table 6.9.: The transformation rule patterns addressing appositive phrases. A pat-
tern in bold represents the part of the input that is extracted from the source and
rephrased into a self-contained sentence. An underlined pattern (solid line) will
be deleted from the remaining part of the input. A boxed pattern designates its
referent. An italic pattern will be labelled as a context sentence.

about the entity to which they refer, we link the split sentences by an “Elaboration”
relation.

6.2.5. Prepositional Phrases

A prepositional phrase is composed of a preposition and a complement in the form of
a noun phrase (e.g., “on the table”, “in terms of money”), a nominal wh-clause (e.g.,
“from what he said”) or a nominal -ing clause (e.g., “by signing a peace treaty”).
They may function as a postmodifier in a noun phrase or an adverbial phrase, or
act as a complement of a verb phrase or an adjective (Quirk et al., 1985).

We defined a set of rules for decomposing two variants of prepositional phrases (see
Table 6.10). First, we address prepositional phrases that are offset by commas,
e.g. “At the 2004 Democratic National Convention, Obama delivered the keynote
address.” or “When they moved to Washington, D.C., in January 2009, the girls
started at the Sidwell Friends School.” (see the patterns in Table 6.10b and 6.10c)
Such linguistic constructs typically provide some piece of background information
that may be extracted from the source sentence without corrupting the mean-
ing of the input. Second, we specified a pattern for transforming prepositional
phrases that act as complements of verb phrases, such as in “Obama formally
announced his candidacy in January 2003.” or “Obama defeated John McCain
in the general election.” (see the pattern in Table 6.10a) Often, such verb phrase
modifiers represent optional constituents that contribute no more than some form
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Tregex
Pattern

ROOT <<: (S < +(S|VP) (VP < (PP $− NP|PP)) & < VP)

Extracted
Sentence

“This” + Be + PP .

Example
Input

Brick enabled the construction of permanent buildings in regions of India
where the harsher climate precluded the use of mud bricks.

Semantic
Hierarchy SUBORD

Spatial

This was in regions of India where
the harsher climate precluded

the use of mud bricks.

Brick enabled the
construction of

permanent buildings.

core context

(a) Rule #30: Prepositional phrases that act as complements of verb phrases.

Tregex
Pattern

ROOT <<: (S <, (PP ?$+ /,/ & $ + + VP))

Extracted
Sentence

“This” + Be + PP .

Example
Input

After his retirement in 1998 , he took charge as director of the Indian
Institute of Science.

Semantic
Hierarchy SUBORD

Temporal

This was
after his retirement

in 1998.

He took charge
as director of the

Indian Institute of Science.

core context

(b) Rule #31: Preposed prepositional phrases offset by commas.

of additional information which can be eliminated, resulting in a simplified source
sentence that is still both meaningful and grammatically sound.

However, automatically distinguishing optional verb phrase modifiers from those
that are required in order to form a syntactically and semantically well-formed sen-
tence is challenging. For instance, consider the following input: “Radio France is
headquartered in Paris’ 16th arrondissement.” When separating out the prepo-
sitional phrase that modifies the verb phrase, the output (“Radio France is head-
quartered.”) is overly terse. To avoid this, we implemented the following heuristic:
prepositional phrases that complement verb phrases are decomposed only if there is
another constituent left in the object position of the verb phrase. In that way, we
ensure that the resulting output presents a regular subject-predicate-object struc-
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Tregex
Pattern

ROOT <<: (S < VP & << (/,/ $+ (PP ?$+ /,/)))

Extracted
Sentence

“This” + Be + PP .

Example
Input

It later became a Roman town in the province of Africa, before its even-
tual abandonment around 9th to 10th century.

Semantic
Hierarchy SUBORD

Temporal

This was before
its eventual abandonment
around 9th to 10th century.

It later became
a Roman town in

the province of Africa.

core context

(c) Rule #32: Postposed and embedded prepositional phrases offset by commas.

Table 6.10.: The transformation rule patterns addressing prepositional phrases. A
pattern in bold represents the part of the input that is extracted from the source
and rephrased into a self-contained sentence. An underlined pattern (solid line) will
be deleted from the remaining part of the input. An italic pattern will be labelled
as a context sentence.

ture that is still meaningful and at the same time easy to process for downstream
Open IE applications.

Representing some piece of background information, the extracted prepositional
phrases are labelled as context sentences, while the remaining part of the input is
tagged as a core sentence. Since prepositional phrases commonly express either tem-
poral or spatial information, the rhetorical relation identification step is carried out
based on named entities. For this purpose, we iterate over all the tokens contained
in the extracted phrase. If we encounter a named entity of the type “LOCATION”,
we join the decomposed sentences by a “Spatial” relationship. In case of a named
entity of the class “DATE”, the split sentences are linked through a “Temporal”
relation.

6.2.6. Adjectival and Adverbial Phrases

An adjectival phrase is a phrase whose head is an adjective that is optionally com-
plemented by a number of dependent elements. It further characterizes the noun
phrase it is modifying. Similarly, an adverbial phrase consists of an adverb as its
head, together with an optional pre- or postmodifying complement (Brinton, 2000;
Quirk et al., 1985). The rules for detecting and transforming these types of linguistic
constructs are listed in Table 6.11 in terms of Tregex patterns.

Note that our TS approach is limited to extracting adjectival and adverbial phrases
that are offset by commas. Sentences that contain attributive adjectives or adverbial
modifiers that are not separated through punctuation from the main clause (e.g.,
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Tregex
Pattern

ROOT <<: (S <, (ADJP|ADVP $+ (/,/ $ + + VP)))

Extracted
Sentence

“This” + Be + ADJP|ADVP.

Example
Input

Meanwhile, unemployment in France threw skilled workers down to the
level of the proletariat.

Semantic
Hierarchy SUBORD

Elaboration

This was
meanwhile.

Unemployment in France
threw skilled workers
down to the level
of the proletariat.

core
context

(a) Rule #33: Preposed adjectival and adverbial phrases offset by commas.

Tregex
Pattern

ROOT <<: (S < VP & << (/,/ $+ (ADJP|ADVP ?$+ /,/)))

Extracted
Sentence

“This” + Be + ADJP|ADVP.

Example
Input

Gustafsson lived a normal life until 2004, almost 44 years after the
event.

Semantic
Hierarchy SUBORD

Elaboration

This was almost
44 years after
the event.

Gustafsson lived
a normal life
until 2004.

core context

(b) Rule #34: Postposed and embedded adjectival and adverbial phrases offset by com-
mas.

Table 6.11.: The transformation rule patterns addressing adjectival and adverbial
phrases. The pattern in bold represents the part of the input that is extracted from
the source and rephrased into a self-contained sentence. The underlined pattern
(solid line) will be deleted from the remaining part of the input. The italic pattern
will be labelled as a context sentence.

“He has a red car.”, “I usually go to the lake.”) are not simplified, as the underly-
ing sentence structure typically already presents a regular subject-predicate-object
order. Therefore, the sentence is already easy to process, outweighing the risk of
introducing errors when attempting to further simplify the input by transforming
the adjective or adverb into a self-contained sentence.
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Whenever one of the patterns from Table 6.11 matches a sentence’s phrasal parse
tree, the adjectival or adverbial phrase, respectively, is extracted from the input and
turned into a stand-alone simplified sentence by prepending the canoncial phrase
“This is/was”. As it commonly expresses a piece of background information, it is
labelled as a context sentence. Containing the key information of the input, the
remaining part of the source receives a core tag. Aside from setting up a contex-
tual hierarchy between the split elements, a semantic relationship between them
is established. For this purpose, the decomposed sentences are connected with an
“Elaboration” relation, which is selected from the classes of rhetorical relations due
to the fact that adjectival and adverbial phrases usually provide additional details
about the event described in the respective main clause.

6.2.7. Lead Noun Phrases

Occasionally, sentences may start with an inserted noun phrase, which generally in-
dicates a temporal expression. Hence, such a phrase usually represents background
information that can be eliminated from the main sentence without resulting in
a lack of key information. This is achieved by applying the transformation rule
displayed in Figure 19.11 in the appendix. The corresponding Tregex pattern is
specified in Table 6.12. Since the information expressed in the leading noun phrase
commonly represents a piece of minor background information, the resulting extrac-
tion is labelled as a context sentence, while the remaining part from the input is
tagged as a core sentence. The two simplified components are then linked through
a “Temporal” relation. In that way, a semantic hierarchy is established between the
decomposed sentences. Figure 19.12 in the appendix illustrates an example.

Tregex
Pattern

ROOT <<: (S <, (NP-TMP|NP $+ (/,/ $+ NP & $ + + VP)))

Extracted
Sentence

“This” + Be + NP-TMP|NP.

Example
Input

Six days later , NATO took over leadership of the effort.

Semantic
Hierarchy SUBORD

Temporal

This was six
days later.

NATO took over
leadership of the effort.

core context

Table 6.12.: The transformation rule pattern for splitting and rephrasing leading
noun phrases (Rule #35). The pattern in bold represents the part of the input
that is extracted from the source and turned into a self-contained sentence. The
underlined pattern (solid line) will be deleted from the remaining part of the input.
The italic pattern will be labelled as a context sentence.
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In the following, we will first present a formal representation of the semantic hierar-
chy of minimal propositions that is generated by our proposed discourse-aware TS
approach. Next, we will integrate the different components of our framework that
were presented in the previous sections by describing the transformation algorithm
we specified. Finally, we will demonstrate it in use, detailing the transformation
process on an example sentence.

7.1. Data Model: Linked Proposition Tree

The algorithm we propose takes a complex sentence as input and recursively trans-
forms it into a semantic hierarchy of minimal propositions. The output is represented
as a linked proposition tree. Its basic structure is depicted in Figure 7.1. A linked
proposition tree is a labeled binary tree49 LPT = (V,E).

prop ∈ PROP prop ∈ PROP

rel ∈ REL
c ∈ CL c ∈ CL

Figure 7.1.: Basic structure of a linked proposition tree LPT . It represents the data
model of the semantic hierarchy of minimal propositions.

Let V ∈ {REL,PROP} be the set of nodes, where PROP is the set of leaf nodes
denoting the set of minimal propositions .

A prop ∈ PROP is a triple (s, v, o) ∈ CT , where CT represents the set
of clause types: CT = {SV, SV A, SV C, SV O, SV OO, SV OA, SV OC}
(see Table 4.1).
s ∈ S denotes a subject, v ∈ V a verb and o ∈ {O,A,C,OO,OA,OA, ∅}
a direct or indirect object (O), adverbial (A) or complement (C) (or a
combination thereof).

Hence, a minimal proposition prop ∈ PROP is a simple sentence that is reduced to
its clause type.50 Thus, it represents a minimal unit of coherent information where all

49In rare cases, a node may have more than two children, e.g. when the input sentence contains
a list of noun phrases enumerating more than two entities.

50Beyond that, a specified set of phrasal units is also extracted in order to avoid overly complex
subclausal elements (see Sections 4.1.1 and 6.2). For the sake of simplicity, this is not reflected in
the above notation.
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optional constituents are discarded, resulting in an utterance that expresses a single
event consisting of a predicate and its core arguments (see Section 4.1). Accordingly,
a minimal proposition presents a simple and regular structure that is easier to process
and analyze for downstream Open IE tasks.

Furthermore, let REL = {Contrast, List, Disjunction, Cause, Result,
Background, Condition, Elaboration, Attribution, Purpose, Temporal-
Before, Temporal-After, Temporal, Spatial, Unknown-Coordination, Un-
known-Subordination} be the set of rhetorical relations , comprising the
set of inner nodes.

A rel ∈ REL represents the semantic relationship that holds between its child nodes.
It reflects the semantic context of the associated propositions prop ∈ PROP . In
that way, the coherence structure of the input is preserved.

Finally, let E ∈ CL be the set of constituency labels , with CL ∈ {core,
context}.

A c ∈ CL represents a labeled edge that connects two nodes V ∈ LPT . It enables
the distinction between core information and less relevant contextual information.
In that way, hierarchical structures between the split propositions prop ∈ PROP
are captured.

7.2. Transformation Algorithm

After having explained in detail both the individual subtasks that are carried out
in our context-preserving TS approach (see Sections 4 and 5) and the full set of
hand-crafted transformation patterns (see Section 6), we will now describe the trans-
formation algorithm (see Algorithm 1) that brings everything together. It takes a
sentence as input and applies the set of linguistically principled transformation rules
to recursively convert it into a semantic hierarchy of minimal propositions. In doing
so, it
(1) splits up and rephrases the input into a set of minimal propositions,
(2) sets up a contextual hierarchy between the split components (a), and identifies

the semantic relationship that holds between them (b).
In that way, a linked proposition tree is created in terms of a set of hierarchically
ordered and semantically interconnected sentences that present a simplified syntax.

Initialization In the initialization step (1-8), the linked proposition tree LPT is
instantiated with the source sentence. It is represented as a single leaf node that
has an unlabeled edge to the root node. For an example, see Figure 7.3.

Tree Traversal Next, the linked proposition tree LPT is recursively traversed,
splitting up the input in a top-down approach (9-34). Starting from the root node,
the leaves are processed in depth-first order. For every leaf (11), we check if its
phrasal parse tree matches one of the transformation patterns (13). The rules are
applied in a fixed order that was empirically determined (see Section 4.3). The first
pattern that matches the proposition’s parse tree is executed (14).
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Algorithm 1 Transform into Semantic Hierarchy of Minimal Propositions
Require: complex source sentence str
Ensure: linked proposition tree tree

1: function Initialize(str)
2: new_leaves ← source sentence str
3: new_node← create a new parent node for new_leaves
4: new_node.labels ← None
5: new_node.rel ← ROOT
6: linked proposition tree tree ← initialize with new_node
7: return tree
8: end function

9: procedure TraverseTree(tree)
10: . Process leaves (i.e. propositions) from left to right
11: for leaf in tree.leaves do
12: . Check transformation rules in fixed order
13: for rule in TRANSFORM_RULES do
14: if match then
15: . (a) Sentence Splitting
16: simplified_propositions← decompose leaf into a set of simplified propositions
17: new_leaves← convert simplified_propositions into leaf nodes
18: . (b) Constituency Type Classification
19: new_node← create a new parent node for new_leaves
20: new_node.labels← link each leaf in new_leaves to new_node and label each edge
21: with the leaf’s constituency type c ∈ CL
22: . (c) Rhetorical Relation Identification
23: cue_phrase← extract cue phrase from leaf.parse_tree
24: new_node.rel ∈ REL← match cue_phrase against a predefined set of rhetorical
25: cue words
26: . Update Tree
27: tree.replace(leaf, new_node)
28: . Recursion
29: TraverseTree(tree)
30: end if
31: end for
32: end for
33: return tree
34: end procedure

(a) Sentence Splitting In a first step, the current proposition is decomposed
into a set of shorter utterances that present a more regular structure (16). This is
achieved through disembedding clausal or phrasal components and converting them
into stand-alone sentences. Accordingly, the transformation rule encodes both the
splitting point(s) and the rephrasing procedure for reconstructing grammatically
sound sentences (see Section 4). Each split will result in two51 sentences with a
simpler syntax. They are represented as leaf nodes in the linked proposition tree

51When joining more than two clauses or phrases, respectively, the rules targeting coordinations
(i.e., coordinate clauses, coordinate verb phrases and coordinate noun phrases) result in more than
two simplified sentences. However, this is comparatively rarely the case.
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(17) (see subtask (a) in Figure 7.2). To establish a semantic hierarchy between the
split spans, two further subtasks are carried out.

(b) Constituency Type Classification To set up a contextual hierarchy between
the split sentences, the transformation rule determines the constituency type c ∈ CL
of the leaf nodes that were created in the previous step (19-21). To differentiate
between core sentences that contain the key message of the input and contextual
sentences that provide additional information about it, the transformation pattern
encodes a simple syntax-based method. Based on the assumption that subordina-
tions commonly express background information, simplified propositions resulting
from subordinate clausal or phrasal elements are classified as context sentences,
while those emerging from their superordinate counterparts are labelled as core sen-
tences. Coordinations, too, are flagged as core sentences, since they are of equal
status and typically depict the main information of the input (see subtask (b) in
Figure 7.2). For details, see Section 5.1.

(c) Rhetorical Relation Identification To preserve the semantic relationship be-
tween the simplified propositions, we classify the rhetorical relation rel ∈ REL that
holds between them. For this purpose, we utilize a predefined list of rhetorical
cue words (Taboada and Das, 2013). To infer the type of rhetorical relation, the
transformation pattern first extracts the cue phrase of the given sentence (23). It is
then used as a lexical feature for classifying the semantic relationship that connects
the split propositions (24, 25). For example, the rule in Table 6.2a specifies that
the phrase “although” is the cue word in the source sentence of Table 1.1, which is
mapped to a “Contrast” relationship according to the findings in Taboada and Das
(2013) (see subtask (c) in Figure 7.2). More details can be found in Section 5.2.

(c) “although” → Contrast

(a)
If volvulus is suspected, caution with

non water soluble contrast is mandatory
as ... operative complications.

(a)
A fluoroscopic study ...
is typically the next
step in management.

(b) core (b) core

Figure 7.2.: Semantic hierarchy after the first transformation pass. (Subtask a)
The source sentence is split up and rephrased into a set of syntactically simplified
sentences. (Subtask b) Then, the split sentences are connected with information
about their constituency type to establish a contextual hierarchy between them.
(Subtask c) Finally, by identifying and classifying the rhetorical relation that
holds between the simplified sentences, their semantic relationship is captured.
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Recursion Next, the linked proposition tree LPT is updated by replacing the leaf
node that was processed in this run with the newly generated subtree (27). It
is composed of the simplified propositions (leaf nodes), their semantic relationship
rel ∈ REL (inner node) and constituency labels c ∈ CL (edges). Figure 7.2 depicts
the result of the first transformation pass on the example sentence from Table 1.1.
The resulting leaf nodes are then recursively simplified in a top-down fashion (29).

Termination The algorithm terminates when no more rule matches the set of sim-
plified propositions prop ∈ PROP in the leaf nodes. It outputs the source sentence’s
linked proposition tree LPT (33), representing its semantic hierarchy of minimal se-
mantic units. In that way, the input is transformed into a set of hierarchically
ordered and semantically interconnected sentences that present a simplified syntax.
Figure 7.14 shows the final linked proposition tree LPT of our example sentence.

7.3. Transformation Example

In the following, a step-by-step example is given, illustrating the transformation
process on the complex sentence from Table 1.1. With the help of the 35 hand-
crafted grammar rules detailed in Section 6, the input is recursively transformed
into a linked proposition tree, i.e. a set of hierarchically ordered and semantically
interconnected sentences in the form of minimal propositions that present a simple
and regular structure.

Initialization In the initialization step, the linked proposition tree LPT is instan-
tiated. At this point, it consists of the source sentence, which is represented as a
single leaf node, and an unlabeled edge to the root node (see Figure 7.3).

ROOT

A fluoroscopic study which is known as an upper gastrointestinal series
is typically the next step in management, although if volvulus is suspected,

caution with non water soluble contrast is mandatory as the usage of barium can
impede surgical revision and lead to increased post operative complications.

(0)

Figure 7.3.: Initialization of the linked proposition tree LPT .

Rule application #1 The execution phase of the transformation algorithm starts
by examining the phrasal parse tree of the input sentence (see Figure 7.4).

The algorithm passes through the list of specified transformation rules in a fixed or-
der (see Section 4.3), comparing the patterns against the sentence’s parse structure.
In our example, the first rule that matches is Rule #2, which targets sentences that
contain a postposed adverbial clause. It simplifies the input by disembedding the
subordinate clause S ′ and turning it into a stand-alone sentence. The pattern defines
the constituent that precedes S ′ within the subordinate clause SBAR as the signal
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ROOT

S

.

.

VP

SBAR

S’

VP

is mandatory
... complications

NP

caution
... contrast

,

,

SBAR

if volvulus
is suspected

IN

although

,

,

NP

the next
step in

management

ADVP

typically

VBZ

is

NP

A fluoroscopic
... series

Figure 7.4.: Phrasal parse tree of the input sentence.

span for the rhetorical relation identification step. Hence, in our case, the cue word
is “although”, which is mapped to a “Contrast” relationship. Normally, subordinate
clauses would be classified as a context sentence, in accordance with their syntactic
constituency. However, in the theory of RST, text spans that present a “Contrast”
relationship are considered both as a nucleus. Therefore, both decomposed spans
are labeled as core sentences in our example, constituting a new coordination node
in the linked proposition tree. The resulting simplified sentences, represented as leaf
nodes, are:

#1 Core: A fluoroscopic study which is known as an upper gastrointestinal series
is typically the next step in management.

#2 Core: If volvulus is suspected, caution with non water soluble contrast is manda-
tory as the usage of barium can impede surgical revision and lead to increased
post operative complications.

The corresponding semantic hierarchy after the first transformation pass is depicted
in Figure 7.5.

Rule application #2 The algorithm continues with processing the split sentences,
starting with sentence #1. The first rule that matches its phrasal parse tree (see
Figure 7.6) is Rule #15, which aims at extracting restrictive relative clauses. It is
triggered by the relative pronoun “which” in the wh-noun phrase WHNP .

During the rule application, the relative clause S ′ is disembedded from the input.
In order to generate a grammatically sound output sentence, it is attached to its re-
ferring phrase NP ′. Since the relative clause provides identifying information about
its antecedent, an “Elaboration” relationship is established between the split com-
ponents, which is defined more precisely by adding the adjunct “defining”. In that
way, we clarify that the extracted clause is an integral part of the phrasal component
it modifies. The constituency labels are derived from the syntactic constituency of
the source sentence, creating a new subordination node with S ′ as the contextual
sentence and the remaining part of the input as the associated core sentence:
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ROOT

COORD
Contrast

(a)

If volvulus is suspected, caution
with non water soluble contrast

is mandatory as the usage of barium
can impede surgical revision and lead

to increased post operative complications.
(2)

A fluoroscopic study which is known
as an upper gastrointestinal series

is typically the next step in management.
(1)

core core

Figure 7.5.: Semantic hierarchy after the first transformation pass.

ROOT

S

.

.

VP

is typically
the next step
in management

NP

SBAR

S’

VP

is known as
an upper gastro-
intestinal series

WHNP

WDT

which

NP’

A fluoroscopic
study

Figure 7.6.: Phrasal parse tree of the split sentence #1.

#1.1 Core: A fluoroscopic study is typically the next step in management.

#1.2 Context: This fluoroscopic study is known as an upper gastrointestinal series.

The resulting semantic hierarchy after the second transformation pass is depicted in
Figure 7.7.

Rule application #3 Following a depth-first strategy, the newly generated sim-
plified sentences are processed first. Accordingly, in the next step, the algorithm
examines sentence #1.1. However, this sentence already presents a minimal propo-
sition that does not match any of the specified transformation rules. Therefore, this
sentence is left unchanged and the algorithm continues with sentence #1.2. This sen-
tence, too, cannot be further simplified according to our transformation patterns.
Hence, the algorithm proceeds with examining the phrasal parse tree of sentence
#2 (see Figure 7.8). Here, the rule for splitting sentences containing a preposed
adverbial clause (Rule #3) is the first to match.
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ROOT

COORD
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(a)

If volvulus is suspected, caution
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is mandatory as the usage of barium
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This fluoroscopic study
is known as an upper
gastrointestinal series.

(1.2)

A fluoroscopic study
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step in management.

(1.1)

core context

core
core

Figure 7.7.: Semantic hierarchy after the second transformation pass.
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S’

VP
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NP

NN

volvulus

IN

If

Figure 7.8.: Phrasal parse tree of the split sentence #2.

Analogous to the first rule application in our example, the input is simplified by de-
composing the subordinate clause S ′ and converting it into a self-contained sentence.
The element preceding S ′ within the subordinate clause SBAR, “if”, represents the
signal span for identifying the type of relationship that connects the split spans. It
is classified as a “Condition” relation. Representing some piece of background infor-
mation, the extracted adverbial clause S ′ is labeled as a context sentence, while the
remaining part of the input receives a core tag. In that way, a new subordination
node is created, linking the simplified sentences via a “Condition” relationship:

#2.1 Context: Volvulus is suspected.
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7. Transformation Process

#2.2 Core: Caution with non water soluble contrast is mandatory as the usage
of barium can impede surgical revision and lead to increased post operative
complications.

The corresponding semantic hierarchy after the third transformation pass is depicted
in Figure 7.9.

ROOT

COORD
Contrast

(a)

SUBORD
Condition

(c)

Caution with non water
soluble contrast is

mandatory as the usage
of barium can impede
surgical revision and
lead to increased post

operative complications.
(2.2)

Volvulus is suspected.
(2.1)

context

core

SUBORD
Elaborationdefining

(b)

This fluoroscopic study
is known as an upper
gastrointestinal series.

(1.2)

A fluoroscopic study
is typically the next
step in management.

(1.1)

core context

core core

Figure 7.9.: Semantic hierarchy after the third transformation pass.

Rule application #4 Sentence #2.1 presents a simple structure that cannot be
further simplified by one of our specified rule patterns. Thus, the algorithm proceeds
with sentence #2.2. The first rule that matches its phrasal parse tree (see Figure
7.10) is Rule #2, which simplifies sentences by disembedding postposed adverbial
clauses.

It extracts the subordinate clause S ′ from the source sentence, transforming it into
a simplified stand-alone sentence. In accordance with its syntactic constituency, it
is labeled as a context sentence, whereas the remaining textual span of the input is
classified as a core sentence, thus creating a new subordination node in the linked
proposition tree. Here, the signal span for the rhetorical relation identification step
is “as”, which is mapped to a “Background” relationship. Hence, the resulting
simplified sentences are:

#2.2.1 Core: Caution with non water soluble contrast is mandatory.

#2.2.2 Context: The usage of barium can impede surgical revision and lead to in-
creased post operative complications.

The semantic hierarchy resulting from the fourth transformation pass is depicted in
Figure 7.11.
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Figure 7.10.: Phrasal parse tree of the split sentence #2.2.
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Figure 7.11.: Semantic hierarchy after the fourth transformation pass.

Rule application #5 Since sentence #2.2.1 does not match any of the specified
transformation rules, the algorithm does not further decompose it. Instead, sentence
#2.2.2 is processed. The first rule that matches its phrasal parse tree (see Figure
7.12) is Rule #21, which splits coordinate verb phrases.

It is triggered by the coordinating conjunction CC that links the two verb phrases
V P ′ and V P ′′. Each verb phrase is disembedded and attached to the shared noun
phrase NP , thus generating two sentences with a simplified syntax. The conjunction
connecting the verb phrases, “and”, is used as the signal span for the rhetorical
relation identification, which is mapped to a “List” relationship. Since coordinate
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ROOT

S

.

.

VP

VP

VP”

lead to post
operative complications

CC

and

VP’

impede
surgical revision

MD

can

NP

The usage
of barium

Figure 7.12.: Phrasal parse tree of the split sentence #2.2.2.

verb phrases are of equal status, both of them are labeled as core sentences, thus
establishing a coordination node in the linked proposition tree.

The split sentences in this step of the rule application are:

#2.2.2.1 Core: The usage of barium can impede surgical revision.

#2.2.2.2 Core: The usage of barium can lead to increased post operative complica-
tions.

The corresponding semantic hierarchy after the fifth transformation pass is depicted
in Figure 7.13.

Termination When no more transformation pattern matches the phrasal parse tree
of the simplified sentences, the algorithm stops and outputs the generated linked
proposition tree LPT , representing the semantic hierarchy of minimal propositions.
The final tree of our running example is shown in Figure 7.14.52 Its leaf nodes
represent the minimal propositions prop ∈ PROP that were generated during the
transformation process. Internal nodes are represented by boxes that contain the
constituency type (in uppercase letters), as well as the identified rhetorical relation
rel ∈ REL (in italic) that links the associated split sentences. An internal node with
a coordinate constituency type is called a coordination node in our approach, while
an internal node with a subordinate constituency type is referred to as a subordina-
tion node. Every node of the tree is connected to its parent by an edge that presents
either a core or a context label c ∈ CL. Subordination nodes always have exactly
two children that are connected by a core edge (representing the superordinate span)
and a context edge (representing the subordinate span). Coordination nodes, too,
typically have two child nodes. However, on rare occasions, more than two children
are possible, e.g. when the input contains a list of noun phrases enumerating more
than two entities.

52The resulting minimal propositions each match one of the clause types specified in Section
4.1.1: SV (2.1), SVA (1.2, 2.2.2.1 and 2.2.2.2), SVC (2.2.1) and SVO (1.1).
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Figure 7.13.: Semantic hierarchy after the fifth transformation pass.

Two-layered Representation To facilitate its processing in downstream Open IE
applications, the linked proposition tree LPT is converted into a two-layered light-
weight semantic representation in the form of core sentences and accompanying
contexts that is both machine processable (see Figure 12.5) and human readable (see
Figure 12.3). More details on how the tree structure from Figure 7.14 is transformed
into a two-layered representation of simplified sentences can be found in Section
12.1.53

53Note that in Section 12.1, we explicitly address the output generated in the relation extraction
stage, resulting in a set of tuples (id, cl, t, CS , CL), where t represents a relational tuple 〈arg1,
rel, arg2〉 extracted from a simplified sentence s. Thus, when not carrying out this last step and
instead terminating after the simplification process, the output is represented in the form of a tuple
(id, cl, s, CS , CL) for each simplified sentence s.
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Figure 7.14.: Final linked proposition tree LPT of the example sentence.
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8. Sentence Splitting Corpus

We leverage our proposed approach for structural TS to compile a new sentence split-
ting corpus, MinWikiSplit,54 that is composed of 203K pairs of aligned complex
source and simplified target sentences. We improve over existing sentence split-
ting corpora (see Section 2.1.2.2) by gathering a large-scale, syntactically diverse
dataset where each complex source sentence is broken down into a set of minimal
propositions, i.e. a sequence of sound, self-contained utterances with each of them
presenting a minimal semantic unit that cannot be further decomposed into mean-
ingful propositions. This corpus may be useful for developing data-driven sentence
splitting approaches that learn how to transform sentences with a complex linguistic
structure into a fine-grained representation of short sentences that present a simple
and more regular syntax. This output may then serve as an intermediate represen-
tation which is easier to process for downstream applications (Narayan et al., 2017;
Bouayad-Agha et al., 2009; Štajner and Popović, 2018) and may thus facilitate and
improve their performance.

Corpus Construction MinWikiSplit is a large-scale sentence splitting corpus
consisting of 203K complex source sentences and their simplified counterparts in
the form of a sequence of minimal propositions. It was created by running our
reference syntactic TS implementation DisSim over the one million complex input
sentences from the WikiSplit corpus. As detailed in Section 6, DisSim applies
a small set of 35 hand-written transformation rules to decompose a wide range of
linguistic constructs, including both clausal components (coordinations, adverbial
clauses, relative clauses and reported speech) and phrasal elements (appositions,
prepositional phrases, adverbial/adjectival phrases and coordinate noun and verb
phrases, participial phrases and lead noun phrases). In that way, a fine-grained
output in the form of a sequence of minimal, self-contained propositions is produced.
Some example instances are shown in Table 8.1.

Quality Control To ensure that the resulting dataset is of high quality, we defined
a set of dependency parse and part-of-speech-based heuristics to filter out sequences
that contain grammatically incorrect sentences, as well as sentences thatmix multiple
semantic units and, thus, are violating the specified minimality requirement. For
instance, in order to verify that the simplified sentences are grammatically sound,
we check whether the root node of the output sentence is a verb and whether one
of its child nodes is assigned a dependency label that denotes a subject component.
To test if the simplified sentences represent minimal propositions, we check whether
the output does not contain a clausal modifier, such as a relative clause modifier,

54The MinWikiSplit dataset is publicly released under https://github.com/Lambda-3/
MinWikiSplit.

https://github.com/Lambda-3/MinWikiSplit
https://github.com/Lambda-3/MinWikiSplit


8. Sentence Splitting Corpus

Complex source The house was once part of a plantation and it was the home of
Josiah Henson, a slave who escaped to Canada in 1830 and wrote
the story of his life.

MinWikiSplit
(1) The house was once part of a plantation.
(2) It was the home of Josiah Henson.
(3) Josiah Henson was a slave.
(4) This slave escaped to Canada.
(5) This was in 1830.
(6) This slave wrote the story of his life.

Complex source Starring Meryl Streep, Bruce Willis, Goldie Hawn and Isabella
Rossellini, the film focuses on a childish pair of rivals who drink
a magic potion that promises eternal youth.

MinWikiSplit
(1) The film is starring Meryl Streep.
(2) The film is starring Bruce Willis.
(3) The film is starring Goldie Hawn.
(4) The film is starring Isabella Rossellini.
(5) The film focuses on a childish pair of rivals.
(6) These rivals drink a magic potion.
(7) This magic potion promises eternal youth.

Complex source The film is a partly fictionalized presentation of the tragedy that
occurred in Kasaragod District of Kerala in India, as a result of
endosulfan, a pesticide used on cashew plantations owned by the
government.

MinWikiSplit
(1) The film is a partly fictionalized presentation of the

tragedy.
(2) This tragedy occurred in Kasaragod District of Kerala

in India.
(3) This was as a result of endosulfan.
(4) Endosulfan is a pesticide.
(5) This pesticide is used on cashew plantations.
(6) These cashew plantations are owned by the govern-

ment.

Table 8.1.: Example instances from MinWikiSplit. A complex source sentence is
broken down into a sequence of syntactically simplified sentences by decomposing
clausal and phrasal elements and transforming them into self-contained utterances,
resulting in a set of minimal propositions.

adverbial clause modifier or a clausal modifier of a noun. Moreover, we ensure that
no conjunction is included in the simplified output sentences. In the future, we will
implement some further heuristics to avoid uniformity in the structure of the source
sentences. In that way, we aim at guaranteeing a great structural variability in the
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input in order to enable systems that are trained on the MinWikiSplit corpus to
learn splitting rewrites for a wide range of linguistic constructs.

After running our sentence simplification framework DisSim over the source sen-
tences from the WikiSplit corpus and applying the set of heuristics that we de-
fined to ensure grammaticality and minimality of the output, 203K pairs of input
and corresponding output sequences were left.
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9. Summary

In the prior sections, we presented a discourse-aware sentence splitting approach
that creates a semantic hierarchy of syntactically simplified sentences. Our frame-
work differs from previously proposed approaches by using a linguistically grounded
transformation stage that converts complex sentences into shorter utterances with a
more regular structure using clausal and phrasal disembedding mechanisms. It takes
a sentence as input and performs a recursive transformation process that is based
upon a small set of 35 hand-crafted grammar rules, encoding syntactic and lexical
features that are derived from a sentence’s phrase structure. Each rule specifies

(1) how to split up and rephrase the input into structurally simplified sentences
(see Section 4), and

(2) how to set up a contextual hierarchy between the split components (see Section
5.1) and identify the semantic relationship that holds between those elements
(see Section 5.2).

By disembedding clausal and phrasal constituents that contain only supplementary
information, source sentences that present a complex linguistic structure are recur-
sively split into shorter, syntactically simplified components. In that way, the input
is reduced step-by-step to its key information (“core sentence”) and augmented
with a number of associated contextual sentences that disclose additional informa-
tion about it, resulting in a novel hierarchical representation in the form of core
sentences and accompanying contexts. Moreover, we determine the rhetorical re-
lations by which the split sentences are linked in order to preserve their semantic
relationship. In that way, a semantic hierarchy of minimal propositions is estab-
lished, capturing both their semantic context and relations to other units in the
form of rhetorical relations. As a proof of concept, we developed a reference TS im-
plementation, DisSim, that serves as the basis on which our framework is evaluated
(see Chapter IV).

To the best of our knowledge, this is the first time that syntactically complex sen-
tences are split and rephrased within the semantic context in which they occur. In the
following, we will leverage the semantic hierarchy of minimal propositions generated
by our proposed TS approach to facilitate and improve the performance of Open IE
applications. For this purpose, we will examine the following two assumptions:

(i) By taking advantage of the resulting fine-grained representation of complex
assertions in terms of shorter sentences with a more regular structure, the
complexity of downstream Open IE tasks will be reduced, thus improving
their performance in terms of precision and recall.

(ii) The semantic hierarchy can be used to enrich the output of state-of-the-art
Open IE systems with additional meta information, creating a novel context-
preserving representation of relational tuples.
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10. Introduction

In the previous chapter, we presented a discourse-aware TS approach that splits and
rephrases complex sentences within the semantic context in which they occur. To
do so, we decompose a source sentence that presents a complex syntax into a set of
self-contained propositions, with each of them presenting a minimal semantic unit.
In that way, a fine-grained output with a simple and regular structure is generated.
Moreover, in order to improve the interpretability of the simplified sentences, we
not only split the input into isolated sentences, but also incorporate the semantic
context in the form of a hierarchical structure and semantic relationships between the
split propositions. In that way, complex sentences are transformed into a semantic
hierarchy of minimal propositions, as illustrated in the upper part of Figure 10.1.

An application area that may benefit greatly from context-preserving sentence split-
ting as a preprocessing step is the task of Open IE, whose goal is to obtain a shallow
semantic representation of large amounts of texts in the form of predicate-argument
structures (see Section 2.3). While Open IE approaches have been evolving along
the years to capture relations beyond simple subject-predicate-object tuples, a closer
look into the extraction of the linkage between clauses and phrases within a com-
plex sentence has been neglected. Hence, in a second step, we aim to leverage the
semantic hierarchy of minimal propositions created by our discourse-aware TS ap-
proach in constructing a lightweight semantic representation of complex sentences
that targets complementary linguistic phenomena that are central to the extraction
of sentence-level MRs, including predicate-argument structures, clausal and phrasal
linkage patterns, as well as intra-sentential rhetorical structures (see the lower part
of Figure 10.1).



10. Introduction

A fluoroscopic study which is known as an upper gastrointestinal series is typ-
ically the next step in management, although if volvulus is suspected, cau-

tion with non water soluble contrast is mandatory as the usage of barium can
impede surgical revision and lead to increased post operative complications.
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↓
#1 0 A fluoroscopic study is typically the next step in [...]

L:ELABORATION_defining #2
L:CONTRAST #3

#2 1 This fluoroscopic study is known as an upper [...]

#3 0 Caution with non water soluble contrast is mandatory
L:CONTRAST #1
L:CONDITION #4
L:BACKGROUND #5
L:BACKGROUND #6

#4 1 Volvulus is suspected

#5 1 The usage of barium can impede surgical revision
L:LIST #6

#6 1 The usage of barium can lead to increased post [...]
L:LIST #5

Output:
RDF Representation

Figure 10.1.: Workflow of the proposed TS - Open IE pipeline.
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11. Subtask 3: Extracting
Semantically Typed Relational
Tuples

We aim to leverage the semantic hierarchy of simplified sentences that was gen-
erated in the previous stage by our discourse-aware TS framework, using it as a
pre-processing step for extracting semantically typed relational tuples from complex
input sentences. This approach is based on the idea that the fine-grained represen-
tation of complex assertions in the form of hierarchically ordered and semantically
interconnected sentences that present a simplified syntax may support the task of
Open IE in two dimensions:

Coverage and Accuracy Based on the assumption that shorter sentences with a
more regular structure are easier to process and analyze for downstream Open
IE applications, we hypothesize that the complexity of the relation extraction
task will be reduced when taking advantage of the split sentences instead of
dealing directly with the raw source sentences. Hence, we expect to improve
the performance of state-of-the-art Open IE systems in terms of the precision
and recall of the extracted relational tuples when operating on the simplified
sentences.

Context-Preserving Representation We hypothesize that the semantic hierarchy
generated by our discourse-aware TS approach can be leveraged to extract rela-
tions within the semantic context in which they occur. By enriching the output
of state-of-the-art Open IE systems with additional meta information, we in-
tend to create a novel context-preserving representation for the task of Open
IE which extends the shallow semantic representation of current approaches
to produce an output that captures important contextual information. In that
way, we aim to generate a representation for relational tuples that is more
informative and coherent, and thus easier to interpret.

Below, we first explain how state-of-the-art Open IE approaches can make use of our
discourse-aware TS approach as a pre-processing step to leverage the syntactically
simplified sentences for facilitating the extraction of relational tuples and to enrich
their output with semantic information (see Section 11.1). In addition, we present
an Open IE reference system, Graphene, which implements a relation extraction
pattern upon the semantic hierarchy of minimal propositions (see Section 11.2).
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11.1. Enriching State-of-the-Art Open Information
Extraction Approaches with Semantic
Information

To extract a set of semantically typed relational tuples from a complex assertion,
each minimal proposition prop ∈ PROP that was generated by our discourse-aware
TS approach (represented as leaf nodes in the linked proposition tree LPT ) is sent
as input to the Open IE system whose output shall be enriched with semantic
information. For instance, in case of our running example (see Table 1.1), the input
to an Open IE system are the six split sentences from Figure 7.14 (#1.1, #1.2, #2.1,
#2.2.1, #2.2.2.1., #2.2.2.2). When using the state-of-the-art framework RnnOIE,
the following seven relational tuples are extracted:

#1.1 〈A fluoroscopic study; is; typically, the next step in management〉

#1.2 〈A fluoroscopic study; is known; as an upper gastrointestinal series〉

#2.1 〈Caution with non water soluble contrast; is; mandatory〉

#2.2.1 〈Volvulus; is suspected; 〉

#2.2.2.1 〈The usage of barium; can impede; surgical revision〉

#2.2.2.2 〈The usage of barium; can lead; to increased post operative complications〉

#2.2.2.2 〈The usage of barium; to increased; post operative complications〉

After identifying the predicate-argument structures of the input sentences, the ex-
tracted relational tuples need to be mapped to their semantic context. It is avail-
able from the linked proposition tree LPT in the form of semantic relationships
rel ∈ REL between the split propositions prop ∈ PROP and their hierarchical
order c ∈ CL. As Open IE systems often extract more than one relational tuple at
different levels of granularity from a given simplified sentence (e.g., #2.2.2.2), we
need to determine which of them represents the main statement of the underlying
minimal proposition. This decision is based on the following heuristic (Cetto, 2017):
an extraction is assumed to embody the main message of a sentence if

(1) the head verb of the input sentence is contained in the relational phrase
rel_phrase of the extracted tuple (e.g., 〈Volvulus; is suspected; 〉); or

(2) the head verb of the input sentence equals the object argument arg2 of the
extracted tuple (e.g., 〈Volvulus; is; suspected〉).

For example, in the proposition “Volvulus is suspected.”, the term “suspected” rep-
resents the head verb. With condition (1), we are able to match tuples such as
〈Volvulus; is suspected; 〉, where the head verb can be found in the predicate posi-
tion. Condition (2), in contrast, covers tuples that contain the head verb in object
position, which is often the case for Open IE approaches that extract verbal auxil-
iaries (here: “is”) as the relational phrase and the main verb as the corresponding
object argument, e.g. 〈Volvulus; is; suspected〉.

Any extraction that matches one of the above-mentioned criteria will be denoted as
a head tuple htuple(s) of the corresponding simplified sentence s. The head verbs of
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the minimal propositions from our running example are underlined in the extracted
tuples below. By applying the heuristic described above, we determine whether or
not they represent the head tuple of one of the simplified sentences. If so, we map
the extraction to their corresponding minimal proposition prop ∈ PROP from the
linked proposition tree LPT .

• 〈A fluoroscopic study; is; typically, the next step in management〉
→ htuple(#1.1)

• 〈A fluoroscopic study; is known; as an upper gastrointestinal series〉
→ htuple(#1.2)

• 〈Caution with non water soluble contrast; is; mandatory〉
→ htuple(#2.1)

• 〈Volvulus; is suspected; 〉
→ htriplet(#2.2.1)

• 〈The usage of barium; can impede; surgical revision〉
→ htuple(#2.2.2.1)

• 〈The usage of barium; can lead; to increased post operative complications〉
→ htuple(#2.2.2.2)

• 〈The usage of barium; to increased; post operative complications〉
→ ∅

Once the extractions are projected to the split sentences prop ∈ PROP from the
linked proposition tree LPT , the contextual hierarchy c ∈ CL and the semantic
relationship rel ∈ REL that holds between two split sentences can be directly
transferred to the extracted relational tuples, thus embedding them within the se-
mantic context derived from the source sentence. Extractions that do not represent
a head tuple, as is the case for the second extraction from sentence #2.2.2.2 in our
example, are discarded.

In that way, any Open IE system can make use of our discourse-aware TS frame-
work to enrich its extractions with semantic information. The semantically typed
output produced by the state-of-the-art Open IE approach RnnOIE when applying
our framework as a pre-processing step is shown in Figure 11.1 in the form of a
lightweight semantic representation. For details on the output format, see Chapter
12.

To allow for a better comparison, we added the set of relational tuples that are re-
turned by RnnOIE when directly operating on the raw source sentence (see Figure
11.2). As can be seen, in this case, its output represents only a loose arrangement of
relational tuples that are hard to interpret as they ignore the context under which
an extraction is complete and correct, and thus lacks the expressiveness needed for a
proper interpretation of the extracted predicate-argument structures. For instance,
for a correct understanding of our running example, it is important to distinguish
between information asserted in the sentence and information that is only condi-
tionally true, since the information contained in the statement “caution with non
water soluble contrast is mandatory” depends on the pre-posed if-clause. As the
output depicted in Figure 11.2 shows, RnnOIE is not able to capture this relation-
ship, though. This lack of expressiveness impedes the interpretation of the extracted
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RnnOIE (using discourse-aware TS framework):
(1) #1 0 A fluoroscopic study; is; typically, the next step in
management
(1a) L:ELABORATION #2
(1b) L:CONTRAST #3

(2) #2 1 A fluoroscopic study; is known; as an upper gastrointestinal
series

(3) #3 0 Caution with non water soluble; is; mandatory
(3a) L:CONTRAST #1
(3b) L:CONDITION #7
(3c) L:BACKGROUND #4
(3d) L:BACKGROUND #5

(4) #4 1 The usage of barium; can impede; surgical revision
(4a) L:LIST #5

(5) #5 1 The usage of barium; can lead; to increased post operative
complications
(5a) L:LIST #4

(6) #6 1 Volvulus; is suspected;

Figure 11.1.: Semantically enriched output of RnnOIE when using our discourse-
aware TS approach as a pre-processing step. The extracted relational tuples are
augmented with contextual information in terms of intra-sentential rhetorical struc-
tures and hierarchical relationships, thus preserving the coherence structure of the
complex source sentence.

RnnOIE (stand-alone):
(1) (A fluoroscopic study; known; as an upper gastrointestinal series)
(2) (caution with non water soluble contrast; is; mandatory as the usage
of barium)
(3) (as the usage; of barium can impede; surgical revision and lead)
(4) ( ; to increased; post operative complications)

Figure 11.2.: Relational tuples extracted by RnnOIE without using our discourse-
aware TS approach as a pre-processing step. The output represents a loose arrange-
ment of relational tuples that are hard to interpret as they ignore the semantic
context under which an extraction is complete and correct.

tuples and is vulnerable to incorrect reasoning in downstream Open IE applications.
However, with the help of the semantic hierarchy generated by our discourse-aware
TS approach, its output can easily be enriched with contextual information that al-
lows to capture the semantic relationship between the set of extracted relations and,
hence, preserve their interpretability in downstream tasks, as illustrated in Figure
11.1.

Moreover, the output from Figure 11.1 demonstrates that our proposed TS approach
supports the Open IE system under consideration on a second dimension: using it
as a pre-processing step to split the input into a sequence of syntactically simplified
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sentences improves the precision and recall of the extracted relational tuples. For
instance, the arguments in the object slots of extraction (2) and (3) in Figure 11.2
are inaccurate, as they incorporate extra phrasal elements that should rather form
the basis of a separate extraction, thus leading to a malformed relational tuple that
has no meaningful interpretation. However, when operating on the decomposed
sentences, RnnOIE successfully divides the information contained in tuple (2) in
Figure 11.2 into two individual extractions that are properly structured ((2) and
(3) in Figure 11.1); the same holds for extraction (3) in Figure 11.2. In addition,
when operating on the split components, RnnOIE succeeds in extracting the tuple
〈Volvulus; is suspected; 〉, which it was not able to detect when running over the
original complex sentence.

11.2. Reference Implementation Graphene

In addition, we developed a reference Open IE implementation, Graphene. It im-
plements a baseline relation extractor that extracts a binary relational tuple from a
given simplified sentence (Cetto, 2017). As the phrasal parse trees of the input are
available from the transformation stage of the TS process, we use a syntactic pattern
that operates on a sentence’s phrasal parse structure to identify subject-predicate-
object tuples (see Figure 11.3).

topmost S′

z7VP

z6

z5
NP | PP |
S | SBAR

x
z4

z3

VP*

z2NP′z1

arg1 ← NP’ rel← z3 ‖z4 arg2 ← x ‖z5

Figure 11.3.: Graphene’s relation extraction pattern (Cetto, 2017). “‖” denotes
concatenation.

For instance, when applying the extraction pattern specified in Figure 11.3 on the
parse tree of the minimal proposition “The usage of barium can impede surgical
revision.” (see Figure 11.4), the following relational tuple is extracted:

〈The usage of barium; can impede; surgical revision〉

The final output of our running example, using Graphene’s relation extraction im-
plementation, is depicted in Figure 12.3.

151



11. Subtask 3: Extracting Semantically Typed Relational Tuples

ROOT

S

.

.

VP

VP

NP

surgical revision

VB

impede

MD

can

NP

PP

of barium

NP

The usage

Figure 11.4.: Phrasal parse tree of the minimal proposition “The usage of barium
can impede surgical revision.”

152



12. Generating a Formal Semantic
Representation

The relational tuples that are extracted from a set of simplified sentences by our
Open IE approach (see Section 11.2) are turned into a lightweight sentence-level MR
in the form of semantically typed predicate-argument structures. For this purpose,
we augment the shallow semantic representation of state-of-the-art Open IE systems
with

(1) rhetorical structures that establish a semantic link between the extracted tu-
ples, and

(2) information about the hierarchical level of each extraction.

12.1. Lightweight Semantic Representation for Open
Information Extraction

In order to represent contextual relationships between the extracted relational tuples,
the default representation of an Open IE tuple needs to be extended. Therefore,
we propose a novel lightweight semantic representation for the output of Open IE
systems that is both machine processable and human readable.

In this representation, a binary relational tuple t ← (argsubj, rel_phrase, argobj) is
extended with (Cetto, 2017):

• a unique identifier id;

• information about the contextual hierarchy, the so-called context layer cl; and

• two sets of semantically classified contextual arguments CS (simple contextual
arguments) and CL (linked contextual arguments).

Accordingly, the tuples extracted from a complex sentence are represented as a set
of (id, cl, t, CS, CL) tuples.

The context layer cl encodes the hierarchical order of core and contextual facts. Tu-
ples with a context layer of 0 carry the core information of a sentence, whereas tuples
with a context layer of cl > 0 provide contextual information about extractions with
a context layer of cl − 1. Both types of contextual arguments, CS and CL, provide
(semantically classified) contextual information about the statement expressed in t.
Whereas a simple contextual argument cS ∈ CS, cS ← (s, rel) contains a textual
span s that is classified by the semantic relation rel, a linked contextual argument
cL ∈ CL, cL ← (id(z), rel) refers to the content expressed in another relational tuple
z.
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ROOT

COORD
Contrast

(a)

SUBORD
Condition

(c)

SUBORD
Background(d)

COORD
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(e)
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to increased post
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cl← 1

(#2.2.2.1)
The usage of
barium can
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surgical revision.
cl← 1

core core

(#2.2.1)
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water soluble

contrast
is mandatory.

cl← 0

core
context

(#2.1)
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suspected.
cl← 1

context core

SUBORD
Elaborationdefining

(b)

(#1.2)
This fluoroscopic
study is known
as an upper

gastrointestinal
series.
cl← 1

(#1.1)
A fluoroscopic

study is
typically

the next step
in management.

cl← 0

core context

core core

List / List−1

Elaborationdefining

Contrast

Condition

Background

Background

Figure 12.1.: Final linked proposition tree of our example sentence.

Example In the following, we will illustrate how the complex sentence from our
running example from Table 1.1, whose semantic hierarchy is depicted in Figure 12.1
in the form of a linked proposition tree, is transformed into the lightweight semantic
representation described above.

In the relation extraction stage, the head tuple t is extracted from each leaf node
of the linked proposition tree, i.e. from each simplified sentence. In our case, this
process results in the following predicate-argument tuples:

• t1: 〈A fluoroscopic study; is typically; the next step in management〉

• t2: 〈This fluoroscopic study; is known; as an upper gastrointestinal series〉

• t3: 〈Volvulus; is suspected; 〉

• t4: 〈Caution with non water soluble contrast; is; mandatory〉

• t5: 〈The usage of barium; can impede; surgical revision〉
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• t6: 〈The usage of barium; can lead; to increased post operative complications〉

Next, a tuple (id, cl, t, CS, CL) is created for every extraction as follows (Cetto, 2017):

The value of the context layer cl is determined by counting the number of context
edges in the path from the root node to the corresponding simplified sentence in
the linked proposition tree. Our approach is based on the assumption that the core
information of any internal node n in the tree is represented by sentences that

(1) are leaf nodes of the subtree spanned by n, and

(2) are connected to n by a path that consists of core edges only.

Such a path is referred to as a core chain. The set of leaf nodes that are connected
to n by a core chain are called representatives of n. For instance, the core infor-
mation of node (a) in Figure 12.1 can be found in the representatives (#1.1) and
(#2.2.1) by following the core chains that pass through the nodes (a)(b)(#1.1) and
(a)(c)(d)(#2.2.1). We further claim that any relationship rel (represented by an
internal node n) that holds between the child nodes of n (let a and b denote these
child nodes in the binary setting) also holds pairwisely between representatives of a
and b. Figure 12.2 illustrates an example. As visualized by the dashed arrows, the
relation rel between the nodes a and b applies to the following pairs of sentences:
{{1, 3}, {1, 4}, {2, 3}, {2, 4}}. Note that these arrows define a direction for each
relation rel that is established between two sentences x and y. Such a directed edge
(x, y) is called a contextual link for the relation rel in our approach.

COORD
r

b

c

(4)(3)

core core
(5)

context core

a

(2)(1)

core core

core core

r/r−1

r/r−1

r/r−1

r/r−1

SUBORD
r

b

c

(4)(3)

core core
(5)

context core

a

(2)(1)

core core

core context

r
r

r

r

Figure 12.2.: Establishing contextual links between sentences connected by coordi-
nation nodes (left) and subordination nodes (right) (Cetto, 2017).

The direction of the contextual link indicates how the relationship between the two
sentences is represented: for each contextual link (x, y), we will attach y to x as a
contextual argument, semantically classified by the corresponding relation rel. By
default, the identifier of y will be added to the set of linked contextual arguments
CL of the sentence x.

The contextual argument assignment depends on the constituency type of the cor-
responding relational node, as shown in Figure 12.2. For a coordination node n, we
create two contextual links for each relation rel that holds between two represen-
tatives x and y: (x, y) for the relation rel and (y, x) for the inverse relation rel−1
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(see Table 5.1a). Consequently, core sentence representatives x and y are mutually
connected to each other via linked contextual arguments classified as rel and rel−1.
In contrast, subordination nodes n establish a single contextual link (x, y) for each
relation rel that holds between two representatives x and y, with y being inside the
contextual subtree of n. As a result, a core sentence representative x is enriched
with a linked contextual argument that refers to the context sentence representative
y, but not vice versa.

The final output of our running example in the form of our proposed lightweight
semantic representation, using Graphene’s relation extraction implementation, is
shown in Figure 12.3.

(1) #1 0 A fluoroscopic study; is typically; the next step in
management
(1a) L:ELABORATION_defining #2
(1b) L:CONTRAST #3

(2) #2 1 This fluoroscopic study; is known; as an upper
gastrointestinal series

(3) #3 0 Caution with non water soluble contrast; is; mandatory
(3a) L:CONTRAST #1
(3b) L:CONDITION #4
(3c) L:BACKGROUND #5
(3d) L:BACKGROUND #6

(4) #4 1 Volvulus; is suspected;

(5) #5 1 The usage of barium; can impede; surgical revision
(5a) L:LIST #6

(6) #6 1 The usage of barium; can lead; to increased post
operative complications
(6a) L:LIST #5

Figure 12.3.: Human readable representation (RDF-NL) of our running example
(when using Grapene’s relation extraction implementation).

12.2. Human Readable Representation

To facilitate a manual analysis of the extracted relational tuples, a human readable
format, called RDF-NL, is generated by our framework (see Figure 12.3 and Figure
12.4) (Cetto, 2017). In this format, relational tuples are represented by tab-separated
strings, specifying the identifier id, context layer cl and the core extraction (e.g.,
(1) and (2) in Figure 12.3) that is represented by a binary relational tuple t ←
(argsubj, rel_phrase, argobj):

• subject argument argsubj,

• relation name rel, and
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• object argument argobj.

Contextual arguments (CS and CL) are indicated by an extra indentation level to
their parent tuples (e.g., (1a) and (1b) in Figure 12.3). Their representation con-
sists of a type string and a tab-separated content. The type string encodes both the
context type (S for a simple contextual argument cS ∈ CS and L for a linked contex-
tual argument cL ∈ CL) and the classified semantic relation (e.g., Cause, Purpose).
The content of a simple contextual argument is a single phrase (e.g., (4a) in Figure
12.4), whereas the content of a linked contextual argument is the identifier of the
respective target extraction, which again represents an entire relational tuple (e.g.,
(4b) in Figure 12.4).

(1) #1 0 The house; was once; part of a plantation
(1a) L:LIST #2

(2) #2 0 It; was; the home of Josiah Henson
(2a) L:ELABORATION_non_defining #3
(2b) L:LIST #1

(3) #3 1 Josiah Henson; was; a slave
(3a) L:ELABORATION_defining #4
(3b) L:ELABORATION_defining #5

(4) #4 2 A slave; escaped; to Canada
(4a) S:TEMPORAL in 1830
(4b) L:LIST #5

(5) #5 2 A slave; wrote; the story of his life
(5a) L:LIST #4

Figure 12.4.: Human readable representation (RDF-NL) of the sentence “The house
was once part of a plantation and it was the home of Josiah Henson, a slave who
escaped to Canada in 1830 and wrote the story of his life.” (when using Grapene’s
relation extraction implementation).

12.3. Machine Readable Representation

In addition, our framework can materialize its extractions into a graph serialized
under the N-Triples55 specification of the RDF standard (Cetto, 2017), facilitating
machine processing of the extracted relations in downstream applications.

The machine readable output of our running example is shown in Figure 12.5. In this
format, each sentence is modeled as a blank node comprising the original sentence (1)
and a list of contained extractions ((2) to (13)). Each relational tuple is represented
as a blank node of RDF text resources that represent the subject argument argsubj

(6), the relation name rel (7) and the object argument argobj (8) of the relational
tuple t← (argsubj, rel_phrase, argobj). Information about the context layer cl (5) is
stored as well. Contextual information is attached by RDF predicates that encode

55https://www.w3.org/TR/n-triples

157

https://www.w3.org/TR/n-triples
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both the context type and the classified semantic relation, analogous to the human
readable format. These RDF predicates link to either text resources in the case of a
simple contextual argument56 or to other extractions (9, 11) in the case of a linked
contextual argument. Finally, all RDF text resources are mapped to their unescaped
literal values (12).

56An example of a text resource denoting a simple contextual argument can be found in (8) in
Figure 12.6.
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A fluoroscopic study which is known as an upper gastrointestinal series is
typically the next step in management, although if volvulus is suspected,
caution with non water soluble contrast is mandatory as the usage of
barium can impede surgical revision and lead to increased post operative
complications.

(1) _:fa89da284aee42469dafe015bb2b79e1
<http://lambda3.org/graphene/sentence#original-text>
"A fluoroscopic study which is known as an upper gastrointestinal series
is typically the next step in management , although if volvulus is
suspected , caution with non water soluble contrast is mandatory as the
usage of barium can impede surgical revision and lead to increased post
operative complications
."^^<http://www.w3.org/2001/XMLSchema#string> .
(2) _:fa89da284aee42469dafe015bb2b79e1

<http://lambda3.org/graphene/sentence#has-extraction>
(3) _:7a43269ddb2a4489a76256278c2534df .
(4) _:7a43269ddb2a4489a76256278c2534df

<http://lambda3.org/graphene/extraction#extraction-type>
"VERB_BASED"^^<http://www.w3.org/2001/XMLSchema#string> .

(5) _:7a43269ddb2a4489a76256278c2534df
<http://lambda3.org/graphene/extraction#context-layer>
"0"^^<http://www.w3.org/2001/XMLSchema#integer> .

(6) _:7a43269ddb2a4489a76256278c2534df
<http://lambda3.org/graphene/extraction#subject>
<http://lambda3.org/graphene/text#A+fluoroscopic+study> .

(7) _:7a43269ddb2a4489a76256278c2534df
<http://lambda3.org/graphene/extraction#predicate>
<http://lambda3.org/graphene/text#is+typically> .

(8) _:7a43269ddb2a4489a76256278c2534df
<http://lambda3.org/graphene/extraction#object>
<http://lambda3.org/graphene/text#the+next+step+in+management> .

(9) _:7a43269ddb2a4489a76256278c2534df
<http://lambda3.org/graphene/extraction#L-IDENTIFYING_DEFINITION>

(10) _:27c44ff725af4dcd81b78d7026a464e9 .
(11) _:7a43269ddb2a4489a76256278c2534df

<http://lambda3.org/graphene/extraction#L-CONTRAST>
(12) _:cb9dd041b06e4001b6a2b3947cdeb688 .

<http://lambda3.org/graphene/text#A+fluoroscopic+study>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "A fluoroscopic
study"^^<http://www.w3.org/2001/XMLSchema#string> .
<http://lambda3.org/graphene/text#is+typically>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "is
typically"^^<http://www.w3.org/2001/XMLSchema#string> .
<http://lambda3.org/graphene/text#the+next+step+in+management>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "the next step in
management"^^<http://www.w3.org/2001/XMLSchema#string> .

(13) _:fa89da284aee42469dafe015bb2b79e1
<http://lambda3.org/graphene/sentence#has-extraction>

...

Figure 12.5.: Machine readable representation (RDF-Triples) of our running example
(when using Grapene’s relation extraction implementation).
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The house was once part of a plantation and it was the home of Josiah Henson,
a slave who escaped to Canada in 1830 and wrote the story of his life.

(1) _:206b3c28cdad40df8b995b05bad3d8ac
<http://lambda3.org/graphene/sentence#original-text>
"The house was once part of a plantation and it was the
home of Josiah Henson , a slave who escaped to Canada
in 1830 and wrote the story of his life
."^^<http://www.w3.org/2001/XMLSchema#string> .

...
(2) _:206b3c28cdad40df8b995b05bad3d8ac

<http://lambda3.org/graphene/sentence#has-extraction>
_:ae87562d67c5425ba321927796091c74 .

(3) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#extraction-type>
"VERB_BASED"^^<http://www.w3.org/2001/XMLSchema#string> .

(4) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#context-layer>
"2"^^<http://www.w3.org/2001/XMLSchema#integer> .

(5) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#subject>
<http://lambda3.org/graphene/text#A+slave> .

(6) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#predicate>
<http://lambda3.org/graphene/text#escaped> .

(7) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#object>
<http://lambda3.org/graphene/text#to+Canada> .

(8) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#S-TEMPORAL>
<http://lambda3.org/graphene/text#in+1830+.> .

(9) _:ae87562d67c5425ba321927796091c74
<http://lambda3.org/graphene/extraction#L-LIST>
_:ee5ea62c09664638801cf665aefdfeb0 .

(10) <http://lambda3.org/graphene/text#A+slave>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "A
slave"^^<http://www.w3.org/2001/XMLSchema#string> .

(11) <http://lambda3.org/graphene/text#escaped>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value>
"escaped"^^<http://www.w3.org/2001/XMLSchema#string> .

(12) <http://lambda3.org/graphene/text#to+Canada>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "to
Canada"^^<http://www.w3.org/2001/XMLSchema#string> .

(13) <http://lambda3.org/graphene/text#in+1830+.>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#value> "in 1830
."^^<http://www.w3.org/2001/XMLSchema#string> .

...

Figure 12.6.: Machine readable representation (RDF-Triples) of the example sentence
from Figure 12.4 (when using Grapene’s relation extraction implementation).
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13. Summary

Previous work in the area of Open IE has mainly focused on the extraction of
isolated relational tuples. Ignoring the cohesive nature of texts where important
contextual information is spread across clauses or sentences, state-of-the-art Open
IE approaches are prone to generating a loose arrangement of tuples that lack the
expressiveness needed to infer the true meaning of complex assertions.

To overcome this limitation, we presented a method that allows existing Open IE
systems to enrich their output with semantic information. By leveraging the seman-
tic hierarchy of minimal propositions generated by our discourse-aware TS approach,
they are able to extract semantically typed relational tuples from complex source
sentences. In that way, the semantic context of the input sentences is preserved,
resulting in more informative and coherent predicate-argument structures which are
easier to interpret.

Based on this novel type of output in the form of semantically typed relational
tuples, we proposed a lightweight semantic representation for Open IE. It extends
the shallow semantic representation of state-of-the-art approaches in the form of
predicate-argument structures by capturing intra-sentential rhetorical structures and
hierarchical relationships between the relational tuples. In that way, the semantic
context of the extracted tuples is preserved, allowing for a proper interpretation of
the output.

The fine-grained representation of sentences in the form of minimal propositions
that present a simplified syntax may support the task of Open IE on a second
dimension. Since the simplified sentences present a more regular structure, they are
easier to process and analyze. Therefore, we expect to improve the coverage and
accuracy of the tuples extracted by state-of-the-art Open IE approaches when taking
advantage of the split sentences instead of dealing with the raw source sentences.
This hypothesis will be examined in detail in Chapter 15.3.2.1.

Besides of supporting existing Open IE approaches as a pre-processing step, we
also developed a reference Open IE implementation, Graphene. It implements a
baseline relation extractor on top of the hierarchically ordered and semantically in-
terconnected sentences that extracts a binary relational tuple from a given simplified
sentence.
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14. Experimental Setup

In the following, we present the experimental setup for evaluating the performance
of our proposed discourse-aware TS approach with regard to the two subtasks of

(1) splitting and rephrasing syntactically complex input sentences into a set of
minimal propositions (Hypotheses 1.1, 1.2 and 1.3), and

(2) setting up a semantic hierarchy between the split components, based on the
tasks of constituency type classification and rhetorical relation identification
(Hypotheses 1.4 and 1.5).

Moreover, we describe the setting for assessing the use of discourse-aware sentence
splitting as a support for the task of Open IE (Hypotheses 2.1 and 2.2).

14.1. Subtask 1: Splitting into Minimal Propositions

In a first step, we focus on evaluating the first subtask, whose goal is to split sen-
tences that present a complex syntax into minimal, self-contained sentences with a
simplified structure.

14.1.1. Datasets

To evaluate the performance of our discourse-aware TS framework with regard to the
sentence splitting subtask, we conducted experiments on three commonly applied TS
corpora from two different domains. The first dataset we used was WikiLarge. Its
test set consists of 359 sentences from the PWKP corpus, which is made up of aligned
EW sentences and SEW counterparts. In addition, we assessed the performance of
our simplification system on the 5,000 test sentences from the WikiSplit benchmark,
which was mined from Wikipedia edit histories. Moreover, to demonstrate domain
independence, we compared the output generated by our TS approach with that of
the various baseline systems on the Newsela corpus, whose test set is composed of
1,077 sentences from newswire articles.

14.1.2. Baselines

We compared our reference implementation DisSim against several state-of-the-art
TS baseline systems that have a strong focus on syntactic transformations through
explicitly modeling splitting operations. For WikiLarge, these include
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(i) the recent semantic-based DSS model that decomposes a sentence into its main
semantic constituents using a semantic parser;

(ii) SENTS, which is an extension of DSS that runs the split sentences through
the NTS system proposed in Nisioi et al. (2017);

(iii) Hybrid, a further TS approach that takes semantically-shared elements as
the basis for splitting and rephrasing a sentence;

(iv) the hybrid TS system YATS; and

(v) RegenT, another hybrid state-of-the-art simplification approach for combined
lexical and syntactic simplification.

In addition, we report evaluation scores for both the complex input sentences, which
allows for a better judgment of system conservatism, and the corresponding simple
reference sentences.

With respect to the Newsela dataset, we considered the same baseline systems,
with the exceptions of DSS and SENTS, whose outputs were not available. Finally,
regarding the WikiSplit corpus, we restricted the comparison of our TS approach
to the best-performing system in Botha et al. (2018), Copy512, which is a Seq2Seq
neural model augmented with a copy mechanism and trained over the WikiSplit
dataset.

14.1.3. Automatic Metrics

Firstly, we assessed the systems’ performance on the sentence splitting subtask in a
comparative analysis, using a set of automatic evaluation metrics.

14.1.3.1. Descriptive Statistics

The automatic metrics that were calculated in the evaluation procedure comprise
a number of descriptive statistics for better understanding the generated output,
including

(i) the average sentence length of the simplified sentences in terms of the average
number of tokens per output sentence (#T/S);

(ii) the average number of simplified output sentences per complex input (#S/C);

(iii) the percentage of sentences that are copied from the source without performing
any simplification operation (%SAME), serving as an indicator for system
conservatism, i.e. the tendency of a system to retain the input sentence rather
than transforming it; and

(iv) the averaged word-based Levenshtein distance from the input (LDSC), which
provides further evidence for a system’s conservatism.
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14.1.3.2. Translation Assessment

In accordance with prior work on TS, we report average BLEU (Papineni et al.,
2002) and SARI (Xu et al., 2016) scores for the rephrasings of each system. BLEU
(BiLingual Evaluation Understudy) measures the n-gram precision of a system’s
output against one or more references. This metric was designed for the evaluation
of bilingual translation tasks, but it is also widely used for assessing the quality of
monolingual translations, such as TS. BLEU ignores recall, for which it compensates
by using a brevity penalty. Accordingly, it favors an output that is not too short
and contains only n-grams that occur in at least one of the references.

While BLEU is based solely on the similarity of the output with the references,
SARI (System output Against References and Input sentence) considers both the
input and the references in its calculation, taking into account both precision and
recall. It compares the n-grams of a system’s output with those of the input and
the references, rewarding outputs that modify the input in ways that are expressed
by the references, i.e. by adding n-grams that occur in any of the references but not
in the input, by keeping n-grams that appear both in the input and the references,
and by not over-deleting n-grams. However, a major disadvantage of SARI is the
limited number of simplification transformations taken into account. Focusing on
determining the quality of the words that are added, deleted and kept, it is well
suited to the evaluation of lexical and simple syntactic paraphrasing operations, such
as deletion and insertion, rather than more complex transformations like sentence
splitting.57

14.1.3.3. Syntactic Complexity

We computed the SAMSA (Simplification Automatic evaluation Measure through
Semantic Annotation) and SAMSAabl scores of each system. They are the first
metrics that explicitly target syntactic aspects of TS (Sulem et al., 2018b). Unlike
BLEU and SARI, these measures do not require simplification references.

The SAMSA metric is based on the idea that an optimal split of the input is one
where each predicate-argument structure is assigned its own sentence in the simpli-
fied output and measures to what extent this assertion holds for the input-output
pair under consideration. Accordingly, the SAMSA score is maximized when each
split sentence represents exactly one semantic unit from the input. SAMSAabl, in
contrast, does not penalize cases where the number of sentences in the simplified
output is lower than the number of events contained in the input, indicating sepa-
rate semantic units that should be split into individual target sentences for obtaining
minimal propositions.

14.1.3.4. Rule Application Statistics

To get an idea about how often each of the 35 linguistically principled transforma-
tion patterns is fired by our reference TS implementation DisSim during the sim-
plification of the sentences from the WikiLarge, Newsela and WikiSplit corpus, we

57For a detailed analysis, see Section 21 in the appendix.
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examined the frequency distribution of rule triggerings for each syntactic construct
that is addressed by our TS approach (see Table 4.2). The results provide insights
into the relative relevance of the specified grammar rules, as well as their coverage
with respect to syntactic phenomena involved in complex sentence constructions.

14.1.4. Manual Analyses

Even though costly to produce, human evaluation is still the preferred method for
assessing the quality of the generated simplified output in TS tasks (Alva-Manchego
et al., 2020). Therefore, besides comparing the output of our proposed TS approach
with the above-mentioned baseline systems by means of automatic measures, pro-
viding fast and cheap results, we resort to a human evaluation for a more detailed
analysis of the simplified output.

14.1.4.1. Human Judgments

The most widely recognized evaluation methodology to determine the quality of a
simplification draws on human judges to rate pairs of complex source and simplified
output sentences according to the three criteria of grammaticality, meaning preser-
vation and simplicity, using a Likert scale that ranges from 1 to 5. Hence, to assess
how good the simplification output of our proposed TS approach is compared to
the baseline systems, human evaluation was carried out on a subset of 50 randomly
sampled sentences per corpus by two in-house non-native, but fluent English speak-
ers who rated each input-output pair for the different systems according to three
parameters: grammaticality, meaning preservation and structural simplicity.

The detailed guidelines presented to the annotators are given in Table 14.1. Re-
garding the grammaticality and meaning preservation dimensions, we adopted the
guidelines from Štajner and Glavaš (2017), with some minor deviations to better re-
flect our goal of simplifying the structure of the input sentences, while maintaining
their full informational content. Besides, since the focus of our work is on structural
rather than lexical simplification, we followed the approach taken in Sulem et al.
(2018c) in terms of the third parameter, simplicity, and neglected the lexical sim-
plicity of the output sentences. Instead, we restricted our analysis to the syntactic
complexity of the resulting sentences, which was measured on a scale that ranges
from -2 to 2 in accordance with Nisioi et al. (2017).

14.1.4.2. Qualitative Analysis of the Transformation Patterns

In order to get further insights into the quality of our implemented simplification
patterns, we performed an extensive qualitative analysis of the 35 hand-crafted trans-
formation rules, including a manual analysis of the simplification patterns that we
defined, as well as a detailed error analysis. For this purpose, we compiled a dataset
consisting of 100 Wikipedia sentences per syntactic phenomenon tackled by our TS
approach (see Table 4.2).58 In the construction of this corpus we ensured that the

58available under https://github.com/Lambda-3/DiscourseSimplification/blob/master/
supplemental_material/dataset_pattern_analysis.zip
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1. Grammaticality (G): Is the output fluent and grammatical?
5 The output is meaningful and there are no grammatical mistakes.
4 One or two minor errors, but the meaning can be easily understood.
3 Several errors, but it is still possible to understand the meaning.
2 It is hard to understand the meaning due to many grammatical errors.
1 The output is so ungrammatical that it is impossible to infer any mean-

ing.

2. Meaning Preservation (M): Does the output preserve the meaning
of the input?

5 The simplification has the same meaning as the original sentence. No
piece of information from the input is lost.

4 1. The core meaning is the same as in the original sentence but with
some subtle differences.

2. If there are several output sentences, one is missing some important
piece of information from the original sentence but the others fully
preserve the original meaning.

3 1. The simplified sentence(s) contain(s) a part of the relevant infor-
mation from the original sentence, but another important part of
relevant information is missing (there is no spurious information).

2. Incorrect pronoun/attachment resolution.
2 The simplification has the opposite or very different meaning compared

to the original sentence.
1 Simplified sentence(s) have no coherent meaning (i.e., it is not possible

to compare it/them to the original sentence).

3. Structural Simplicity (S): Is the output simpler than the input,
ignoring the complexity of the words?

2 The simplified output is much simpler than the original sentence.
1 The simplified output is somewhat simpler than the original sentence.
0 The simplified output is equally difficult as the original sentence.
-1 The simplified output is somewhat more difficult than the original sen-

tence.
-2 The simplified output is much more difficult than the original sentence.

Table 14.1.: Annotation guidelines for the human evaluation task.

collected sentences exhibit a great syntactic variability to allow for a reliable predi-
cation about the coverage and accuracy of the specified transformation rules.
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14.2. Subtask 2: Establishing a Semantic Hierarchy

In a second step, we concentrate on assessing the quality of the semantic hierarchy
that is established between the split sentences by our discourse-aware TS approach.
For this purpose, we conduct both an automatic and a human evaluation to examine
whether

(1) the contextual hierarchy constituted between two decomposed spans is correct,
i.e. accurately distinguishing core sentences that contain the key information of
the input from contextual sentences that disclose less relevant, supplementary
information; and

(2) the semantic relationship that holds between a pair of split sentences is cor-
rectly identified and classified, thus preserving the coherence structure of com-
plex sentences in the simplified output.

14.2.1. Automatic Metrics

We automatically evaluate the constituency type classification and rhetorical relation
identification steps by mapping the simplified sentences that were generated in the
sentence splitting subtask to the EDUs of the RST-DT corpus,59 a collection of
385 Wall Street Journal articles from the Penn Treebank annotated with rhetorical
relations based on the RST framework.

In RST, a text’s discourse structure is represented as a tree where

1. the leaves correspond to EDUs;

2. the internal nodes of the tree correspond to contiguous text spans;

3. each node is characterized by its nuclearity; and

4. each node is also characterized by a rhetorical relation between two or more
non-overlapping adjacent text spans.

On average, each document contained in the RST-DT consists of 458 words and 57
EDUs. In total, the corpus comprises 21,789 discourse units, averaging to 8.1 words
each.60

For matching simplified sentences generated by our discourse-aware TS approach
to the annotations of the RST-DT corpus, we compare each split sentence to all
the EDUs of the corresponding input sentence. For each pair, we search for the
longest contiguous matching subsequence. Next, based on the size of the matched
sequences, a similarity score between the two input strings is calculated.61 Each
pair whose similarity score surpasses an empirically determined threshold of 0.65 is
considered a match.

59https://catalog.ldc.upenn.edu/LDC2002T07
60https://www.isi.edu/~marcu/discourse/Corpora.html
61In our implementation, we use the “SequenceMatcher” class from the python module

“difflib”.
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14.2.1.1. Constituency Type Classification

To determine whether the hierarchical relationship that was assigned by our TS
framework between a pair of simplified sentences is correct, we check if the hierarchy
of its contextual layers corresponds to the nuclearity of the aligned text fragments
of the RST-DT. For this purpose, we make use of the nuclearity status encoded in
the annotations of this dataset. In addition, we compare the performance of our TS
approach with that of a set of widely used sentence-level discourse parsers on this
task.

14.2.1.2. Rhetorical Relation Identification

To assess the performance of the rhetorical relation identification step, we first de-
termine the distribution of the relation types allocated by our discourse-aware TS
approach when operating on the 7,284 input sentences of the RST-DT and compare
it to the distribution of the manually annotated rhetorical relations of this corpus.
In a second step, we examine for each matching sentence pair whether the rhetor-
ical relation assigned by our TS framework equates the relation that connects the
corresponding EDUs in the RST-DT dataset. For this purpose, we apply the more
coarse-grained classification scheme from Taboada and Das (2013), who group the
full set of 78 rhetorical relations that are used in the RST-DT corpus into 19 classes
of relations that share rhetorical meaning.62 Finally, we analyze the performance of
our reference TS implementation DisSim on the relation labeling task in comparison
to a number of discourse parser baselines.

14.2.2. Manual Analysis

To get a deeper insight into the accuracy of the semantic hierarchy established
between the split components, the automatic evaluation described above is comple-
mented by a manual analysis, in which three human judges independently of each
other assessed each decomposed sentence according to the following four criteria:

Limitation to core information Is the simplified output limited to core informa-
tion of the input sentence, i.e. does it not contain any background information?
(yes - no - malformed) One of the main goals of our discourse-aware TS ap-
proach is to separate key information from less relevant secondary material
expressed in the input. For this purpose, we distinguish core propositions
from contextual sentences, which are indicated by a context layer of level one
and above (cl > 0) in our reference implementation DisSim. Contrary to core
sentences (cl = 0), decomposed spans that are labelled as contextual sentences
are not assumed to provide a central piece of information from the source.
Therefore, contextual sentences are not considered with regard to this cate-
gory. All other output sentences are scored, receiving a positive mark (“yes”)

62The 19 classes of rhetorical relations can be found in Table 15.17. Most importantly, Taboada
and Das (2013) map the List and Disjunction relationships to a common Joint class and integrate
the Result relation into the semantic category of Cause relationships. Moreover, both Temporal-
After and Temporal-Before become part of the Temporal class of rhetorical relations.
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if they are restricted to core information from the source sentence, otherwise
they get a negative tag (“no”). To filter out malformed sentences, we further
added a third scoring option (“malformed”) that allows for marking up inac-
curate sentences, i.e. sentences that do not have a meaningful interpretation,
that lack critical information or are not asserted by the source.63

Soundness of the contextual proposition Does the simplified sentence express
a meaningful context fact? (yes - no) Analogous to the core proposition crite-
rion evaluated above, we focus upon the contextual sentences (cl > 0) in the
following. Contextual propositions are supposed to further specify the infor-
mation provided in their respective parent sentence, conveying some additional
background data. This question aims to judge the soundness of each contex-
tual proposition, flagging it with a positive mark if the simplified sentence is
informative, has a meaningful interpretation and is asserted by the input. In
case of a malformed output, it receives a “no” tag.64

Correctness of the context allocation Is the contextual sentence assigned to the
parent sentence to which it refers? (yes - no) To preserve the original meaning
of a sentence, it is important that the contextual proposition is assigned to
the correct parent sentence, i.e. the span whose content it further specifies.
Otherwise, information is lost or even distorted. Hence, with this score, we
estimate the correctness of this allocation by selecting either a positive (“yes”)
or a negative flag (“no”).

Properness of the identified semantic relationship Is the contextual sentence
linked to its parent sentence via the correct semantic relation? (yes - no -
unspecified) Finally, we examine whether our proposed discourse-aware TS ap-
proach succeeds in establishing the correct semantic relationship between the
context sentence under consideration and its allocated parent sentence. For
this purpose, the annotators can choose between the following three alterna-
tives: “yes”, “no” and “unspecified”. The third option allows to denote all the
cases where our TS framework was not able to identify a rhetorical relation
that holds between a given sentence pair.

The first three categories of our analysis address the correctness of the constituency
type classification task (subtask 2a), while the latter targets the rhetorical relation
identification step (subtask 2b). The annotation task was carried out on the simpli-
fied sentences generated by our reference TS implementation DisSim on a random
sample of 100 sentences from the OIE2016 Open IE benchmark (see Section 14.3.2).
The returned output comprises 135 propositions that were flagged as core sentences
and 306 propositions presenting contextual information.

63For the sake of simplicity, we do not judge the output for minimality here.
64In a pre-study with one annotator we further examined whether the content of a simplified

sentence that is flagged as a contextual proposition by our TS approach is indeed limited to
background information. This analysis revealed that only 0.5% of them were misclassified, i.e. they
convey some piece of key information from the input, while 90.9% were correctly classified as context
sentences. Instead, we figured out that malformed output is a bigger issue (9.6%). Therefore, we
decided to not further investigate the question of limitation to background information, and rather
focus on the soundness of the contextual propositions in our human evaluation.
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14.3. Subtask 3: Extracting Relations and their
Arguments

Assuming that the fine-grained representation of complex sentences in the form
of hierarchically ordered and semantically interconnected sentences that present a
simplified syntax supports the extraction of semantically typed relational tuples from
complex input sentences, we investigate the use of our discourse-aware TS approach
for downstream Open IE applications in an extrinsic evaluation. For this purpose, we
integrate our TS framework as a pre-processing step into a variety of state-of-the-art
Open IE systems, including ReVerb, Ollie, ClausIE, Stanford Open IE, PropS,
OpenIE-4, MinIE, OpenIE-5 and RnnOIE (see Section 14.3.1). We then determine
whether these systems profit from our proposed discourse-aware TS approach along
two different dimensions:

(1) In a first step, we measure if their performance is improved in terms of recall
and precision of the extracted relational tuples (see Section 14.3.3.2).

(2) In a second step, we examine whether the semantic hierarchy generated by
our approach is beneficial in extending the shallow semantic representation
of state-of-the-art Open IE approaches with additional meta information to
produce an output that preserves important contextual information of the
extracted relational tuples (see Section 14.3.5).

Aside from assessing the merits of our discourse-aware TS approach in supporting
the extraction of semantically typed relational tuples from complex input sentences
in downstream Open IE applications, we evaluate the performance of our reference
Open IE implementation Graphene through a comparative analysis with state-of-
the-art Open IE approaches (see Section 14.3.3.1).

14.3.1. Baselines

To demonstrate the use of our discourse-aware TS approach for downstream Open
IE tasks, we conduct a comparative analysis examining the output of the following
state-of-the-art Open IE approaches:65

(i) ReVerb, an early Open IE approach that is based on hand-crafted extraction
patterns;

(ii) its successor system Ollie;

(iii) ClausIE, which is the first Open IE system that is based on the idea of incor-
porating a sentence re-structuring stage;

(iv) Stanford Open IE, which follows a similar approach by splitting complex sen-
tences into a set of logically entailed shorter utterances;

(v) PropS, an Open IE approach that applies a semantically-oriented sentence
representation as the basis for the extraction of relational tuples;

65We use the default configuration of each system.
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(vi) Ollie’s successor OpenIE-4;

(vii) MinIE, which is built on top of ClausIE with the objective of minimizing both
relational and argument phrases;

(viii) OpenIE-5, which was presented as OpenIE-4’s succeeding system; and

(ix) the first end-to-end neural approach to the task of Open IE, RnnOIE.

These systems also serve as baselines for evaluating the performance of our reference
Open IE implementation Graphene, which applies a hand-crafted pattern to extract
relations and their arguments from the simplified sentences that were generated by
our proposed TS approach in the previous stage.

14.3.2. Benchmarks

To evaluate the performance of our reference Open IE implementation Graphene,
as well as to examine the use of sentence splitting as a pre-processing step for state-
of-the-art Open IE systems, we conducted experiments on three recently proposed
Open IE benchmarks:

OIE2016 The first dataset we used is Stanovsky and Dagan (2016)’s OIE2016
benchmark framework, which has become the de facto standard for the evaluation
of the task of Open IE. It consists of 10,359 extractions over 3,200 sentences from
Wikipedia and newswire articles from the Wall Street Journal.

CaRB Furthermore, we assessed and compared the quality of the output produced
by the Open IE systems under consideration on the CaRB benchmark, a crowd-
sourced Open IE dataset. It is comprised of a subset of 1,282 sentences from the
OIE2016 corpus, which were manually annotated using Amazon Mechanical Turk.

WiRe57 Finally, we make use of WiRe57, a small, but high-quality Open IE
dataset. It was manually curated by two Open IE experts who performed the task
of Open IE on 57 sentences taken from Wikipedia and newswire articles, resulting
in a ground truth reference of 343 relational tuples.

14.3.3. Comparative Analysis of the Outputs

To evaluate the impact of sentence splitting on the coverage and accuracy of state-of-
the-art Open IE approaches, we conduct a comparative analysis using the Open IE
benchmarks described above. In addition, we compare our reference implementation
Graphene against current Open IE systems, thus assessing the quality of its output.
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14.3.3.1. Performance of the Reference Open Information Extraction
Implementation Graphene

In a first step, we investigate the quality of the output generated by our reference
Open IE implementation Graphene in comparison with a variety of state-of-the-
art Open IE systems in an automatic comparative analysis. For this purpose, we
integrate Graphene into the above-mentioned Open IE benchmarks.

In order to bring Graphene’s output more into line with that of the other Open IE
systems and to better fit the annotated gold relations in the benchmark datasets,
we slightly modify it as follows (Cetto, 2017):

Appositive phrases Though the benchmarks aim for capturing the full set of rela-
tions asserted by a sentence, we noticed that a lot of tuples extracted from
appositions, such as 〈Barack Obama; was; former U.S. President〉 from the
phrase “former U.S. President Barack Obama”, are not covered in the gold
relations. Hence, to filter out such extractions and thus prevent them from
being marked as false positives, we use a simple heuristic: all tuples with a
context level ≥ 1 and a predicate that corresponds to one of the terms {is,
are, was, were} are removed from Graphene’s final output.

Purpose extractions Simple contexts sc ∈ CS that are linked to an extraction
〈arg1; rel_phrase; arg2〉 by a “Purpose” relationship are converted into sepa-
rate extractions 〈argn1; rel_phrasen; argn2〉, where

• rel_phrasen ← The leftmost occurrence of a verb within sc.

• argn1 ← The concatenation of arg1, rel_phrase and arg2.

• argn2 ← The text that follows rel_phrasen within sc.

For instance, the context S:PURPOSE(“to sell its German-made touring sedans
in the U.S.”) of the parent extraction 〈Ford Motor Co.; created; the Merkur
nameplate〉 is transformed into the new stand-alone relational tuple 〈Ford Mo-
tor Co. created the Merkur nameplate; sell; its German-made touring sedans
in the U.S.〉.

Attribution extractions Similarly, contexts sc ∈ CS of the type attribution that
are associated with a superordinate extraction 〈arg1; rel_phrase; arg2〉 are
converted into separate extractions by constructing a new relational tuple of
the form 〈argn1; rel_phrasen; argn2〉, where

• rel_phrasen ← The leftmost occurrence of a verb within c.

• argn1 ← The text that precedes rel_phrasen within c.

• argn2 ← The concatenation of arg1, rel_phrase and arg2.

For example, when given the extraction 〈previous studies of flashbulb mem-
ories; are limited; by the reliance on small sample groups〉 together with
the context S:ATTRIBUTION(“some researchers recognized”), the latter is con-
verted into the following relational tuple: 〈some researchers; recognized; previ-
ous studies of flashbulb memories are limited by the reliance on small sample
groups〉.
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N-ary relations By default, Graphene extracts only binary relations. However, the
gold standard benchmark datasets we use are composed of n-ary relations. To
adapt Graphene’s output to this feature, we add all simple contexts sc ∈ CS

of an extraction as additional arguments besides arg1 and arg2. For instance,
consider the binary extraction 〈Mount Apo; was declared; a national park 〉
that is associated with the following three simple contexts: “on May 9, 1936”,
“with Proclamation no. 59” and “by President Manuel L. Quezon”. In order
to turn this output into an n-ary relation, the simple contexts are appended
to their parent tuple as arg3, arg4 and arg5, resulting in the following 5-ary
extraction: 〈Mount Apo; was declared; a national park; on May 9, 1936; with
Proclamation no. 59; by President Manuel L. Quezon〉.

Graphene and the Open IE baseline systems are evaluated according to the following
metrics:

• We compute the PR curve by evaluating the systems’ performance at different
extraction confidence thresholds.

• We calculate the AUC as a scalar measure of the systems’ overall performance.

• We report the average precision and recall of the extracted relational tuples,
as well as their F1 score.

Currently, Graphene does not assign confidence scores to its extractions. Hence,
to allow for assessing Graphene’s performance at different confidence thresholds,
we determined a simple mathematical function that calculates the confidence score
confs of an extraction based on the length n of the source sentence s (Cetto, 2017):

confs(n)← 1
0.005n+ 1 (14.1)

This function is based on the assumption that the longer the input, the more dif-
ficult and thus error-prone is the extraction of relations and their corresponding
arguments. For instance, it yields a confidence level of 80% for a sentence with 50
characters, while a sentence containing 200 characters results in a confidence score
of only 50%.

To compare the performance of Graphene to state-of-the-art Open IE systems, we
integrated it into the following benchmarks:

OIE2016 To allow for a comparison with current approaches, we extended the
OIE2016 benchmark by incorporating more recent Open IE systems, including MinIE,
OpenIE-5 and RnnOIE.66 Moreover, since MinIE and PropS do not provide con-
fidence scores for their extractions, we apply Graphene’s confidence function from
Equation 14.1.67

66We used the latest version of the OIE2016 benchmark (commit 6d9885e50c7c02cbb41ee98-
ccce9757fda94c89c on their github repository).

67Though the authors of ClausIE specify a method for calculating the confidence scores of their
system’s extractions, it is not implemented in the published source code. Therefore, we make use
of Graphene’s confidence score function for ClausIE’s extractions, too.
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To match predicted extractions to reference extractions, the OIE2016 benchmark
serializes both the predicted and the gold tuples into a sentence and computes their
lexical match. A pair of predicted-reference tuples is declared a match if the fraction
of words of the prediction that is also present in the reference surpasses a pre-defined
threshold (0.25 by default).68 Based on this lexical matching function, a set of gold
tuples is compared with a set of predicted tuples to estimate word-level precision
and recall, from which the systems’ AUC score and PR curve are derived.

However, the scoring method used in the OIE2016 benchmark for matching predic-
tions to ground truth tuples has been criticized for not being robust (Lechelle et al.,
2019; Bhardwaj et al., 2019). One of its major weaknesses is that the matching
function does not penalize extractions that are overly long. Since it only checks
whether a sufficient number of tokens from the reference occurs in the predicted
spans, extractions with long relational or argument phrases have a natural advan-
tage over shorter extractions, as they are more likely to contain more words from
the reference tuples. Moreover, the scoring function does not penalize extractions
for misidentifying parts of a relation in an argument slot (or vice versa), since it
concatenates the relational phrase and its arguments to a continuous text span. Fi-
nally, the scorer loops over gold tuples in an arbitrary order and matches them to
predicted extractions in a sequential manner; once a gold matches to a predicted
extraction, it is rendered unavailable for any subsequent, potentially better fitting
extraction.

CaRB To overcome the limitations of the scoring function used in the OIE2016
benchmark, Bhardwaj et al. (2019) presented an improved matching function ad-
dressing the issues described above. Instead of a lexical match, CaRB’s scorer utilizes
a tuple match, i.e. it matches relational phrase with relational phrase and argument
slot with argument slot. Moreover, CaRB creates an all-pair matching table, with
each column representing a predicted tuple and each row representing a gold tuple,
rather than greedily matching references to predictions in arbitrary order. Between
each pair of tuples, precision and recall are computed. For determining the over-
all recall, the maximum recall score is taken in each row, and averaged, while for
computing the overall precision, each system’s predictions are matched one to one
with gold tuples, in the order of best match score to worst; the precision scores
are then averaged to get the overall precision score. To calculate the PR curve,
this computation is done at different confidence thresholds of the predicted extrac-
tions. Note that CaRB uses a multi-match approach for recall computation, which
prevents from overly penalizing systems that merge information from multiple gold
tuples into a single extraction. In contrast, its precision computation is based on a
single match approach between predictions and references, penalizing systems that
produce multiple very similar and redundant extractions.

For the evaluation of the Open IE approaches, we do not use the CaRB gold tuples
because they are ill-suited for our purposes for a variety of reasons. First, though

68The original scoring function presented in Stanovsky and Dagan (2016) was more restrictive.
Here, a prediction was classified as being correct if the predicted and the reference tuple agree
on the grammatical head of all their elements, i.e. the predicate and the arguments. However,
this scheme was later relaxed in their github repository to the lexical matching function described
above, which has become the OIE2016 benchmark’s default scorer in the current literature.
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atomicity was one of the declared goals when creating the ground truth reference,
we noticed that CaRB’s gold tuples contain a lot of overgenerated predicates and
overly long argument phrases. This is contrary to our intentions, as one of the cen-
tral goals of our approach is to generate extractions where each tuple represents an
indivisible unit that cannot be further decomposed into meaningful propositions.
Moreover, CaRB’s reference tuples often convey inferred relations that are not ex-
plicitly stated in the input sentences. Conversely, our Open IE approach focuses
on the extraction of relations that are explicitly expressed in the text, rather than
extracting information that is merely implied by it. Finally, the annotators of the
CaRB corpus only marked up binary relations (optionally augmented by temporal
and local information), while our approach aims to capture the full context of a
relation. Therefore, we chose to keep the ground truth relations of the OIE2016
corpus, and only use the improved evaluation metrics of the CaRB benchmark.69

Similar to the OIE2016 benchmark, we integrated MinIE and RnnOIE into the
CaRB framework to allow for a comparison with more recent approaches.

WiRe57 To examine the transferability of the results to other datasets,70 we in-
cluded the WiRe57 corpus in our analysis. Ignoring the confidence values of the
predicted extractions, it is limited to the computation of precision, recall and F1,
which are measured at the level of tokens. Precision is computed as the proportion
of the words in the prediction that are found in the reference tuple, while recall
represents the proportion of reference words found in the predicted tuple. To match
predictions to gold tuples, the pair with the maximum F1 score is greedily removed
from the pool, until no remaining tuples match. The systems’ overall performance
is the token-weighted precision and recall over all tuples. As before, with OpenIE-5
and RnnOIE, we incorporated more recent approaches to the task of Open IE into
the benchmark framework.

The analysis described above allows for assessing the performance of our reference
implementation Graphene as compared to state-of-the-art Open IE approaches in
terms of coverage and accuracy. In addition, we calculate a variety of descriptive
statistics to get a better understanding of the similarities and differences of the
output produced by the Open IE systems under consideration:

(i) the total number of relational tuples extracted from the input (#E);

(ii) the average number of facts extracted per source sentence (#E/S);

(iii) the percentage of non-redundant extractions, i.e. extractions that do not con-
tain subsequences of other tuples (#Enon-redundant);

(iv) the number of sentences from which not even one fact is extracted (#S<1E);

(v) the average length of the extracted relational tuples in total (in terms of the
average number of tokens), as well as the average length of the phrases in
subject, predicate and object position each;

69The results of the comparative analysis on the original CaRB dataset can be found in Section
22 in the appendix.

70CaRB is built over a subset of OIE2016’s original sentences.
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(vi) the percentage of tokens from the input that are contained in at least one of
the extracted relational tuples, serving as a proxy for the completeness of the
extractions (coverage);

(vii) distribution of the arity of the extracted relations over the dataset.

14.3.3.2. Sentence Splitting as a Pre-processing Step

We hypothesize that the complexity of the relation extraction task in Open IE sys-
tems will be reduced by taking advantage of the split sentences instead of dealing
with the raw complex source sentences. This assumption is based on the idea that
shorter sentences with a more regular structure are easier to process and analyze for
downstream Open IE applications. Hence, we expect to improve the performance
of state-of-the-art Open IE systems in terms of the precision and recall of the ex-
tracted relational tuples when operating on the simplified sentences generated by
our discourse-aware TS approach. To examine this hypothesis, we compare the per-
formance of the Open IE approaches listed in Section 14.3.1 when directly operating
on the raw input data with their performance when our reference TS implementation
DisSim is used as a pre-processing step to split complex source sentences into a set
of syntactically simplified sentences with a more regular structure.

For this experiment, we use the same setup as before in Section 14.3.3.1. However,
we restrict our study to the OIE2016 benchmark and the customized version of the
CaRB framework, leaving aside the WiRe57 dataset due to its limited informative
value because of its very small size. In two consecutive rounds, each Open IE sys-
tem is again quantitatively evaluated by calculating the PR curve of its extractions
at different confidence thresholds, by computing the AUC score and by measuring
average precision, recall and F1 of the extracted relational tuples. Analogous to the
experiment from Section 14.3.3.1, in the first round, each system is executed on the
original complex input sentences, whereas in the second round, the simplified sen-
tences generated by our discourse-aware TS approach are taken as input. The setup
of the second round corresponds to the setting we used for evaluating the output of
our reference Open IE implementation Graphene in the previous section, i.e. some
minor modifications are carried out to remove extractions from appositive phrases,
and to transform contexts with a purpose or attribution relationship into separate
extractions. Furthermore, the remaining types of simple contextual arguments are
attached as additional arguments to their parent extraction to generate n-ary rela-
tions. In that way, we obtain a representation that better reflects the benchmarks’
gold standard relational tuples. Based on the results we obtain we can make a
statement about how sentence splitting affects the performance of state-of-the-art
Open IE systems in terms of coverage and accuracy of the extracted relations when
applied as a pre-processing step.

On top of that, we calculate the same set of descriptive statistics as in the previous
section, allowing us to determine how the characteristics of the extracted relational
tuples change when the tested Open IE systems operate on the simplified sentences
instead of processing the original complex input data.
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14.3.4. Manual Analyses

To complement the automatic evaluation from the previous section, which compared
the output of our reference Open IE implementation Graphene with the above-
mentioned baseline systems and assessed the impact of sentence splitting on their
performance by means of a set of automatic metrics, we conduct a manual analysis
for a more in-depth examination of the extracted relational tuples.

14.3.4.1. Error Analysis

In order to get further insights into the quality of the output produced by our ref-
erence Open IE implementation Graphene, we performed a detailed error analysis.
For this purpose, we first randomly sampled a set of 200 sentences from the OIE2016
corpus. When executing our Open IE approach Graphene on them, 414 relations
were extracted. We then manually analyzed the generated relational tuples, dis-
tinguishing correct extractions from inaccurate ones. In a second step, we grouped
the incorrect tuples into different classes, figuring out the major types of errors that
can be observed in the relations extracted by Graphene. Thus, the results of this
investigation may suggest starting points for prospectively improving our approach.

14.3.4.2. Qualitative Analysis of the Extracted Relations

Furthermore, we carried out a qualitative analysis of the outputs produced by
Graphene and the baseline Open IE systems listed in Section 14.3.1, where we com-
pare and discuss the peculiarities of the relations extracted by each approach based
on a representative example. In a second step, we extend this analysis to examine
the effects on the generated output when operating on the semantic hierarchy of
minimal propositions instead of dealing with the original source sentences.

14.3.5. Analysis of the Lightweight Semantic Representation of
Relational Tuples

Finally, we investigated whether the semantic hierarchy of minimal propositions
generated by our discourse-aware TS approach can be leveraged to transform the
shallow semantic representation of state-of-the-art Open IE systems into a canonical
context-preserving representation of relational tuples. For this purpose, we analysed
the core characteristics of the resulting representation in the light of the experiments
outlined above. The aim was to determine to what extent the semantic hierarchy of
simplified sentences supports

(a) the extraction of simplistic canonical predicate-argument structures from com-
plex source sentences, and

(b) the enrichment of the extracted relational tuples with additional meta informa-
tion to produce an output that preserves important contextual information.
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14.4. Sentence Splitting Corpus

To assess the quality of MinWikiSplit, the sentence splitting corpus we compiled
by leveraging our proposed syntactic TS approach, we performed both a manual
analysis and an automatic evaluation of the split sentences.

14.4.1. Automatic Metrics

Analogous to Section 14.1.3.1, we computed a number of descriptive statistics on
a random sample of 1,000 complex-simple sentence pairs to estimate the quality of
the simplified target sentences of the MinWikiSplit corpus, including

(i) the average sentence length of the simplified sentences in terms of the average
number of tokens per output sentence (#T/S);

(ii) the average number of simplified output sentences per complex input (#S/C);

(iii) the percentage of sentences that are copied from the source without perform-
ing any simplification operation (%SAME), serving as an indicator for con-
servatism, i.e. the tendency to retain the input rather than transforming it;
and

(iv) the averaged word-based Levenshtein distance from the input (LDSC), which
provides further evidence for how reluctant the underlying system is in splitting
the input into simplified sentences.

Moreover, to measure the structural simplicity of the instances contained in Min-
WikiSplit, we calculated the SAMSA and SAMSAabl scores of both the complex
source and the simplified output sentences (see Section 14.1.3.3).

14.4.2. Manual Analysis

In a second step, we randomly selected a subset of 300 sentences from MinWiki-
Split, on which we conducted a manual analysis in order to get some deeper insights
into the quality of the simplified sentences. Following the approach detailed in Sec-
tion 14.1.4.1, each pair of complex source and simplified target sentences was rated
by two non-native, but fluent English speakers according to the three parameters of
grammaticality, meaning preservation and structural simplicity on a 5-point Likert
scale.
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Below, we present and discuss the results of our experiments. We evaluated the
performance of our proposed discourse-aware TS approach in three respects:

(1) To assess its performance with regard to the sentence splitting subtask, we
compared the output generated by our reference implementation DisSim
against several state-of-the-art syntactic TS baselines, based on a set of auto-
matic metrics and manual analyses (see Section 15.1).

(2) In a second step, we determined the accuracy of the semantic hierarchy that
is established between the split sentences by our TS framework, again on the
basis of both an automatic and a human evaluation (see Section 15.2).

(3) Finally, we examined the merits of our discourse-aware TS approach in sup-
porting the extraction of semantically typed relational tuples from complex
input sentences in downstream Open IE applications (see Section 15.3).

In addition, we investigated the quality of the simplified target sentences in the
sentence splitting corpus we compiled by leveraging our proposed TS approach (see
Section 15.4).

15.1. Subtask 1: Splitting into Minimal Propositions

In the following, we describe the evaluation results with respect to the first subtask
of our approach, whose goal is to decompose sentences that present a complex lin-
guistic structure into a set of syntactically simplified propositions, with each of them
representing a minimal semantic unit.

15.1.1. Automatic Metrics

To determine how good the simplification output produced by our discourse-aware
TS framework is, we first calculated a number of automatic evaluation metrics.

15.1.1.1. WikiLarge Corpus

Descriptive Statistics Table 15.1 reports the results that were achieved on the 359
test sentences from the WikiLarge corpus, based on a set of descriptive statistics that
allow for getting a first impression of the simplified output. Transforming each input
sentence of the dataset, our reference implementation DisSim reaches the highest
splitting rate among the TS systems under consideration, together with Hybrid,
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DSS and SENTS. With 2.82 split sentences per input on average, our framework
outputs by a large margin the highest number of structurally simplified sentences
per source. Moreover, consisting of 11.01 tokens on average, the DisSim approach
returns the shortest sentences of all systems, on an average halving the length of
the input. The relatively high word-based Levenshtein distance of 11.90 confirms
previous findings, suggesting that our structural TS approach tends to extensively
split the source sentences instead of retaining the input by simply copying the input
without performing any simplification operations. SENTS (13.79) is the only system
that shows an even higher Levenshtein distance to the source.

#T/S #S/C %SAME LDSC

Complex source 22.06 1.03 100 0.00
Simple reference* 20.19 1.14 0.00 7.14
DisSim 11.01 2.82 0.00 11.90
DSS 12.91 1.87 0.00 8.14
SENTS 14.17 1.09 0.00 13.79
Hybrid 13.44 1.03 0.00 13.04
YATS 18.83 1.40 18.66 4.44
RegenT 18.20 1.45 41.50 3.77

Table 15.1.: Automatic evaluation results on the WikiLarge corpus. We report eval-
uation scores for a number of descriptive statistics. These include the average sen-
tence length of the simplified sentences in terms of the average number of tokens
per output sentence (#T/S) and the average number of simplified output sentences
per complex input (#S/C). Furthermore, in order to assess system conservatism,
we measure the percentage of sentences that are copied from the source without
performing any simplification operation (%SAME) and the averaged Levenshtein
distance from the input (LDSC). The highest score by each evaluation criterion is
shown in bold. (*) from Zhang and Lapata (2017)

Translation Assessment With regard to SARI, our DisSim framework (35.05)
again outperforms the baseline systems on WikiLarge, as illustrated in Table 15.2.
However, according to the findings presented in Sulem et al. (2018a), the significance
of this metric for evaluating TS systems that perform sentence splitting operations
is very limited. The authors demonstrate that SARI does not correlate with human
judgments on structural simplicity, which might be due to its focus on lexical rather
than syntactic TS rewrites (see Section 21). Moreover, their study indicates that
SARI shows a negative correlation with human ratings on grammaticality and mean-
ing preservation. Though, this relationship vanishes when restricting the analysis to
sentence-level correlations on a dataset that explicitly targets the sentence splitting
task.

In addition, we compared the output generated by our TS framework against the
baseline systems using the BLEU metric. Here, our approach is among the sys-
tems with the lowest score (63.03) on the WikiLarge dataset. However, Sulem et al.
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BLEU SARI
Complex source 94.25 32.53
Simple reference* 99.48 43.09
DisSim 63.03 35.05
DSS 74.42 34.32
SENTS 54.37 29.76
Hybrid 48.97 26.19
YATS 73.07 33.03
RegenT 82.49 32.41

Table 15.2.: Automatic evaluation results on the WikiLarge corpus. We calculate
the average BLEU and SARI scores for the rephrasings of each system. The highest
score by each evaluation criterion is shown in bold. (*) from Zhang and Lapata
(2017)

(2018a) demonstrated that BLEU, too, is ill suited for the evaluation of TS ap-
proaches that perform sentence splitting transformations. Their study reveals that
in this case, BLEU negatively correlates with structural simplicity, thus penalizing
sentences that present a simplified syntax. Moreover, the authors show that this
metric presents no correlation with human judgments on grammaticality and mean-
ing preservation. Hence, the results based on the SARI and BLEU metrics must be
treated with caution. We only report these scores for the sake of completeness and
to match past work.

SAMSA SAMSAabl

Complex source 0.59 0.96
Simple reference* 0.48 0.78
DisSim 0.67 0.84
DSS 0.64 0.75
SENTS 0.40 0.58
Hybrid 0.47 0.76
YATS 0.56 0.80
RegenT 0.61 0.85

Table 15.3.: Automatic evaluation results on the WikiLarge corpus. We calculate the
SAMSA and SAMSAabl scores of the simplified output, which are the first metrics
targeting syntactic aspects of TS. The highest score by each evaluation criterion is
shown in bold. (*) from Zhang and Lapata (2017)

Syntactic Complexity According to Sulem et al. (2018b), the SAMSA and SAM-
SAabl metrics are better suited for the evaluation of the sentence splitting task. With
a score of 0.67 on the WikiLarge corpus, the DisSim framework shows the best

185



15. Results and Discussion

performance for SAMSA, while its score of 0.84 for SAMSAabl is just below the one
obtained by the RegenT system (0.85) (see Table 15.3). As reported in Sulem et al.
(2018b), SAMSA highly correlates with human judgments for structural simplicity
and grammaticality, while SAMSAabl achieves the highest correlation for meaning
preservation.

15.1.1.2. Newsela Corpus

#T/S #S/C %SAME LDSC BLEU SARI SAMSA SAMSAabl

Complex 23.34 1.01 100 0.00 20.91 9.84 0.49 0.96
Simple 12.81 1.01 0.00 16.25 100 91.13 0.25 0.46
DisSim 11.20 2.96 0.00 13.00 14.54 49.00 0.57 0.84
Hybrid 12.49 1.02 0.00 13.46 14.42 40.34 0.38 0.74
YATS 18.71 1.42 16.16 5.03 17.51 36.88 0.50 0.83
RegenT 16.74 1.61 33.33 5.03 18.96 32.83 0.55 0.85

Table 15.4.: Automatic evaluation results on the 1,077 test sentences from the
Newsela corpus. The highest score by each evaluation criterion is shown in bold.

The results on the Newsela dataset, depicted in Table 15.4, support our findings
from the WikiLarge corpus, indicating that our TS approach can be applied in a
domain independent manner.

15.1.1.3. WikiSplit Corpus

#T/S #S/C %SAME LDSC BLEU SARI SAMSA SAMSAabl

Complex 32.01 1.10 100 0.00 74.28 29.91 0.37 0.95
Simple 18.14 2.08 0.00 7.48 100 94.71 0.49 0.75
DisSim 11.91 4.09 0.76 19.10 51.96 39.33 0.54 0.84
Copy512 16.55 2.08 13.30 2.39 76.42 61.51 0.51 0.78

Table 15.5.: Automatic evaluation results on the 5,000 test sentences from the Wiki-
Split dataset. The highest score by each evaluation criterion is shown in bold.

Table 15.5 illustrates the scores achieved for the automatic evaluation metrics on
the WikiSplit dataset. Though the Copy512 system beats our approach in terms of
BLEU and SARI, the remaining scores are clearly in favour of the DisSim system.
With an average length of 11.91 tokens per simplified sentence, it reduces the source
sentences to about one third of their original length. The tendency to perform
a large amount of splitting operations is underlined by both the high number of
simple sentences per complex input (4.09) and the large Levenshtein distance from
the source (19.10), as well as the low percentage of unmodified input sentences
(0.76%). The SAMSA (0.54) and SAMSAabl scores (0.84) convey further evidence
that our approach succeeds in producing structurally simplified sentences that are
grammatically sound and preserve the original meaning of the input.
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15.1.1.4. Rule Application Statistics

We calculated the frequency distribution of the grammar rules that were triggered
by our reference implementation DisSim during the transformation of the sentences
from WikiLarge, Newsela and WikiSplit. The results are displayed in Table 15.6a
for clausal disembedding and Table 15.6b for the decomposition of phrasal elements.
The ten most matched rules are shown in bold for each dataset. It becomes apparent
that the transformation patterns that are applied the most often are the same for
all three corpora, with the notable exception of Rule #20, which is among the top
ten rules for Newsela, but not for the other two datasets. This pattern encodes a
form of reported speech. Since this type of speech is far more prevalent in newswire
texts than in Wikipedia articles, this represents a result that was to be expected.

Clausal Type Rule Wiki-
Large

New-
sela

Wiki-
Split

Total

Coordinate clauses Rule #1 38 123 1388 1549 (8.77%)

Adverbial clauses

Rule #2 40 123 832 995 (5.63%)
Rule #3 6 59 189 254 (1.44%)
Rule #4 10 49 221 280 (1.59%)
Rule #5 0 6 8 14 (0.08%)
Rule #6 0 0 3 3 (0.02%)
Rule #7 0 0 2 2 (0.01%)

Relative clauses
(non-restrictive)

Rule #8 1 2 33 36 (0.20%)
Rule #9 6 16 127 149 (0.84%)
Rule #10 1 0 6 7 (0.04%)
Rule #11 0 0 15 15 (0.08%)
Rule #12 10 55 377 442 (2.50%)

Relative clauses
(restrictive)

Rule #13 0 0 0 0 (0.00%)
Rule #14 0 0 17 17 (0.10%)
Rule #15 24 121 612 757 (4.29%)
Rule #16 7 35 254 296 (1.68%)

Reported speech

Rule #17 2 33 38 73 (0.41%)
Rule #18 0 4 0 4 (0.02%)
Rule #19 0 22 0 22 (0.12%)
Rule #20 3 99 140 242 (1.37%)

(a) Clausal disembedding.

Moreover, the frequency distribution reveals that there is roughly one rule per group
of linguistic constructs that is among the top ten of the most fired transformation
patterns. Furthermore, Tables 15.6a and 15.6b show that the ten most matched
simplification rules (i.e., less than 30% of the 35 manually defined grammar rules)
account for about 75% of the rule applications. Hence, we conclude that the spec-
ified transformation patterns cover the majority of syntactic phenomena that are
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Phrasal Type Rule Wiki-
Large

New-
sela

Wiki-
Split

Total

Coordinate verb
phrases

Rule #21 38 107 1268 1413 (8.00%)

Coordinate noun
phrases

Rule #22 51 81 959 1091 (6.18%)
Rule #23 7 32 168 207 (1.17%)

Participial phrases

Rule #24 8 11 266 285 (1.61%)
Rule #25 40 76 652 768 (4.35%)
Rule #26 23 38 405 466 (2.64%)
Rule #27 4 7 156 167 (0.95%)

Appositions
(non-restrictive)

Rule #28 38 147 844 1029 (5.83%)

Appositions
(restrictive)

Rule #29 32 66 863 961 (5.44%)

Prepositional
phrases

Rule #30 117 421 2965 3503 (19.83%)
Rule #31 65 152 1314 1531 (8.67%)
Rule #32 21 66 490 570 (3.23%)

Adjectival/adverbial
phrases

Rule #33 17 46 194 257 (1.46%)
Rule #34 14 22 212 248 (1.40%)

Lead noun phrases Rule #35 0 0 2 2 (0.01%)

Total 623 2019 15020 17662

(b) Phrasal disembedding.

Table 15.6.: Rule application statistics.

involved in complex sentence constructions. In combination with the findings of the
human evaluation in Section 15.1.2.1 and the figures computed in Section 15.1.1,
revealing that our reference implementation DisSim generates the shortest output
sentences on average, while considerably reducing their syntactic complexity and
preserving most of the information contained in the input, we deduce that our pro-
posed structural TS approach largely succeeds in splitting complex source sentences
into a sequence of atomic semantic units that present a simplified syntax.

15.1.2. Manual Analyses

In the following, we report the results of the human ratings on the quality of the
simplified output and the manual qualitative analysis of the linguistically principled
transformation patterns.

15.1.2.1. Human Judgments

The results of the human evaluation are displayed in Table 15.7. The inter-annotator
agreement was calculated using Cohen’s quadratic weighted κ (Cohen, 1968), result-
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G M S average
Simple reference 4.70 4.56 -0.2 3.02
DisSim 4.36 4.50 1.30 3.39
DSS 3.44 3.68 0.06 2.39
SENTS 3.48 2.70 -0.18 2.00
Hybrid 3.16 2.60 0.86 2.21
YATS 4.40 4.60 0.22 3.07
RegenT 4.64 4.56 0.28 3.16

(a) WikiLarge test set

G M S average
Simple reference 4.92 2.94 0.46 2.77
DisSim 4.44 4.60 1.38 3.47
Hybrid 2.97 2.35 0.93 2.08
YATS 4.26 4.42 0.32 3.00
RegenT 4.54 4.70 0.62 3.29

(b) Newsela test set

G M S average
Simple reference 4.72 4.32 0.44 3.16
DisSim 4.36 4.36 1.66 3.46
Copy512 4.72 4.72 0.92 3.45

(c) WikiSplit test set

Table 15.7.: Human evaluation ratings on a random sample of 50 sentences per
dataset. Grammaticality (G) and meaning preservation (M) are measured using
a 1 to 5 scale. A -2 to 2 scale is used for scoring the structural simplicity (S) of
the output relative to the input sentence. The last column (average) presents the
average score obtained by each system with regard to all three dimensions. The
highest score by each evaluation criterion is shown in bold.

ing in rates of 0.72 (G), 0.74 (M) and 0.60 (S). Hence, the figures indicate moderate
to substantial agreement between the annotators, suggesting that the scores we got
for the three categories under consideration present a reliable result. The assigned
scores demonstrate that our reference implementation DisSim outperforms all other
TS systems in the simplicity dimension (S). With a score of 1.30 on the WikiLarge
sample sentences, it is far ahead of the baseline approaches, with Hybrid (0.86)
coming closest. However, this system receives the lowest scores for grammaticality
(G) and meaning preservation (M). RegenT obtains the highest score for G (4.64),
while YATS is the best-performing approach in terms of M (4.60). With a rate of
only 0.22, though, it achieves a low score for S, indicating that the high score in
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the M dimension is due to the conservative approach taken by YATS, resulting in
only a small number of simplification operations. This explanation also holds true
for RegenT’s high mark for G. Still, our DisSim approach follows closely, with a
score of 4.50 for M and 4.36 for G, suggesting that it obtains its goal of returning
fine-grained simplified sentences that achieve a high level of grammaticality and pre-
serve the meaning of the input. Considering the average scores of all systems under
consideration, our approach is the best-performing system (3.39), followed by Re-
genT (3.16). The human evaluation ratings on the Newsela and WikiSplit sentences
show similar results, again supporting the domain independence of our proposed
approach.

15.1.2.2. Qualitative Analysis of the Transformation Patterns

frequency %fired %correct transformations
Clausal disembedding
Coordinate clauses 113 93.8% 99.1%
Adverbial clauses 113 84.1% 96.8%
Relative clauses
(non-restrictive)

108 88.9% 70.8%

Relative clauses (restrictive) 103 86.4% 75.3%
Reported speech 112 82.1% 75.0%
Phrasal disembedding
Coordinate verb phrases 109 85.3% 89.2%
Coordinate noun phrases 115 48.7% 82.1%
Participial phrases 111 76.6% 72.9%
Appositions (non-restrictive) 107 86.0% 83.7%
Appositions (restrictive) 122 87.7% 72.0%
Prepositional phrases 163 68.1% 75.7%
Total 1276 80.7% 81.1%

Table 15.8.: Qualitative analysis of the transformation rule patterns. This table
presents the results of a manual analysis of the performance of the hand-crafted
simplification patterns. The first column lists the syntactic phenomenon under con-
sideration, the second column indicates its frequency in the dataset, the third col-
umn displays the percentage of the grammar fired, and the fourth column reveals
the percentage of sentences where the transformation operation results in a correct
split.

Coverage and Accuracy of the Transformation Rules Table 15.8 shows the re-
sults of the manual qualitative analysis of the 35 linguistically principled transforma-
tion patterns. With an average rate of more than 80% for the syntactic phenomena
under consideration, the overall ratio of the simplification rules being fired whenever
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the corresponding clausal or phrasal construct is present in the given input sentence
is very high. However, the patterns for the extraction of coordinate noun phrases, as
well as prepositional phrases exhibit a much lower recall ratio. Regarding the former,
the main reason is that we follow a very conservative approach when splitting lists
of noun phrases, since this type of syntactic construct is prone to parsing errors and
hard to distinguish from appositions. When decomposing prepositional phrases, we
are confronted with the complex problem of resolving attachment ambiguities that is
pervasive when dealing with this kind of phrasal element (Gelbukh and Calvo, 2018;
Bailey et al., 2015). Here, too, we chose a rather conservative approach, restricting
the extraction of prepositional phrases to those that are either offset by commas or
belong to a certain subclass acting as complements of verb phrases.

With respect to the accuracy of the specified transformation patterns in terms of the
percentage of input sentences that were correctly split into syntactically simplified
output sentences, the rules for disembedding coordinate and adverbial clauses per-
form remarkably well, approaching an accuracy rate of almost 100%. On average,
correct transformations are carried out in over 80% of the cases. The syntactic con-
struct that provides the lowest accuracy are non-restrictive relative clauses, which
are prone to missing some essential part from the source sentence or assigning the
wrong attachment phrase to the extracted clausal component, as revealed by the
error analysis.

Err. 1 Err. 2 Err. 3 Err. 4 Err. 5 Err. 6
Clausal disembedding
Coordinate clauses 1 0 0 0 0 0
Adverbial clauses 1 1 0 1 0 0
Relative clauses (non-restr.) 5 8 0 0 14 1
Relative clauses (restrictive) 8 8 2 0 5 1
Reported speech 5 1 13 1 2 1
Phrasal disembedding
Coordinate verb phrases 4 3 2 1 0 0
Coordinate noun phrases 3 3 0 3 1 0
Participial phrases 2 2 4 2 13 0
Appositions (non-restrictive) 0 5 3 0 7 0
Appositions (restrictive) 1 21 3 0 0 0
Prepositional phrases 3 11 4 6 4 0
Total 33 63 31 14 46 3

(17%) (33%) (16%) (7%) (24%) (2%)

Table 15.9.: Results of the error analysis. Six types of errors were identified (Error
1: additional parts; Error 2: missing parts; Error 3: morphological errors; Error 4:
wrong split point; Error 5: wrong referent; Error 6: wrong order of the syntactic
elements).
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Error analysis Representing about 60% of the erroneous simplifications, missing
elements of the input when constructing the simplified sentences (error 2) and al-
locating the wrong referent (error 5) are the most frequently experienced problems
that were identified in the qualitative analysis of the performance of the hand-crafted
simplification rules. In total, six types of errors were identified, as detailed in Table
15.9. With the help of an example sentence, each error class is illustrated in Table
15.10.

Type Error Input Output
1 additional

parts
Tyler comforted Julia in her
grief and won her consent to
a secret engagement.

Tyler comforted Julia in her
grief. Tyler comforted Ju-
lia in her won her consent.

2 missing
parts

The magazine began publi-
cation ... under the name
For Him.

The magazine began publi-
cation For Him.

3 morpho-
logical
errors

Mars has two Moons, Pho-
bos and Deimos.

Mars has two Moons. Pho-
bos and Deimos is two
moons.

4 wrong split
point

Peter Ermakov killed her
with a gun shot to the
left side of her head.

Peter Ermakov killed her.
This was to the left side
of her head. This was
with a gun shot.

5 wrong ref-
erent

Pushkin and his wife
Natalya Goncharova,
whom he married in
1831, later became regu-
lars of the court society.

Pushkin and his wife Na-
talya Goncharova later
became regulars of the
court society. He married
Pushkin and his wife
Natalya Goncharova in
1831.

6 wrong or-
der of the
syntactic
elements

She is the adoptive mother
of actor Dylan McDermott,
whom she adopted when he
was 18.

She is the adoptive mother
of actor Dylan McDermott.
Dylan McDermott she
adopted when he was 18.

Table 15.10.: Error classification.

To give a clearer picture of the source of the errors, we complemented the analysis
described above with a tracing where the errors start. We found that they can be
attributed to two causes: either the parse tree constructed by the constituency parser
is erroneous or the simplification rules we specified fail to capture slight nuances or
variations of the input, presenting a rarely occurring sentence structure. This is
illustrated in the following examples:

• “He is a southpaw boxer, who currently trains under Billy Hussein, brother of
boxers Nedal and Hussein Hussein.” : Here, the appositive “boxers” is extracted
and transformed into the simplified output “Nedal is boxers.”, failing to convert
the number of the term “boxers” from plural into singular.
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• “Chun was later pardoned by President Kim Young-sam on the advice of then
President-elect Kim Dae-jung.” : Here, the adverb modifier “then” is missed
when decomposing the appositive phrase “then President-elect”.

• “Between 1898 and 1901 he was a choral coach and subsequently an assistant
conductor at the Bayreuth Festival.” : When simplifying this sentence, the tem-
poral phrase “Between 1898 and 1901” is linked to both simplified coordinate
verb phrases, “He was a choral coach.” and “He was an assistant conductor at
the Bayreuth Festival.” However, it only refers to the former, while the latter
is described by the adverb of time “subsequently”. Thus, the meaning of the
source sentence is slightly altered in the simplified output.

Err. 1 Err. 2 Err. 3 Err. 4 Err. 5 Err. 6 % err.
parses

Clausal disembedding
Coordinate clauses 0 - 1 — — — — — 0.00
Adverbial clauses 0 - 1 0 - 1 — 1 - 0 — — 0.33
Relative clauses (non-restr.) 4 - 1 1 - 7 — — 8 - 6 0 - 1 0.46
Relative clauses (restrictive) 8 - 0 8 - 0 1 - 1 — 5 - 0 0 - 1 0.92
Reported speech 2 - 3 0 - 1 0 - 13 1 - 0 2 - 0 1 - 0 0.26

Phrasal disembedding
Coordinate verb phrases 3 - 1 0 - 3 0 - 2 1 - 0 — — 0.40
Coordinate noun phrases 3 - 0 0 - 3 — 2 - 1 0 - 1 — 0.50
Participial phrases 0 - 2 0 - 2 4 - 0 0 - 2 9 - 4 — 0.57
Appositions (non-restrictive) — 5 - 0 1 - 2 — 5 - 2 — 0.73
Appositions (restrictive) 0 - 1 7 - 14 0 - 3 — — — 0.28
Prepositional phrases 0 - 3 7 - 4 0 - 4 4 - 2 2 - 2 — 0.46
% erroneous parses 0.61 0.44 0.19 0.64 0.67 0.33 0.50

Table 15.11.: Total number of errors that can be attributed to wrong constituency
parses (first number) compared to rules not covering the respective sentence’s struc-
ture (second number) (Error 1: additional parts; Error 2: missing parts; Error 3:
morphological errors; Error 4: wrong split point; Error 5: wrong referent; Error
6: wrong order of the syntactic elements). The last row and column (“% erro-
neous parses”) indicate the percentage of errors that can be attributed to erroneous
constituency parse trees.

As Table 15.11 shows, additional parts that are included by mistake in the simplified
sentences, wrong split points and wrong referents can typically be traced back to
erroneous parses, while morphological errors and wrong orderings of the syntactic
elements in the simplified output mostly appear due to particular structures that are
not covered by the specified transformation patterns. Errors that can be attributed
to erroneous parse trees will diminish as the performance of the underlying parser
increases. Thus, more attention should be paid to errors caused by underspecified
simplification rules. According to Table 15.11, there is the most potential for im-
provement in this regard with respect to reported speech and restrictive appositive
phrases.
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15.2. Subtask 2: Establishing a Semantic Hierarchy

In the following section, we describe the results of both the automatic evaluation
and the manual analysis with regard to the second subtask, whose goal is to set up
a semantic hierarchy between the split sentences.

15.2.1. Automatic Metrics

Using the matching function described in Section 14.2.1, we obtained 1,827 matched
sentence pairs, i.e. 11.74% of the pairs of simplified sentences were successfully
mapped to a counterpart of EDUs from the RST-DT. The relatively small number
of matches can be attributed to the fact that the text spans we compare have very
different features. While the goal of our TS approach is to generate well-formed
syntactically simplified sentences, the EDUs in the RST-DT are copied verbatim
from the source at clausal or phrasal level, resulting in an output of varied length
that is usually not grammatically sound. Moreover, in many cases, the EDUs mix
multiple semantic units, whereas our approach aims to split the input into atomic
components, with each of them expressing a coherent and indivisible proposition.
Some characteristic examples are given in Table 15.13. As we are primarily interested
in determining whether the constituency and relation labels that are assigned by
our approach are correct, we will focus on the metric of precision in the following,
measuring its ability to find the right markers.71

# spans average span length
DisSim 24,056 simplified sentences 10.5
RST-DT 21,789 EDUs 8.1

Table 15.12.: Comparison of the properties of the simplified sentences generated by
our discourse-aware TS approach and the EDUs of the RST-DT.

Table 15.12 provides an overview of the features of the simplified sentences gener-
ated by our discourse-aware TS approach and compares them to the properties of
the EDUs from the RST-DT. The number of split sentences produced by our TS
framework on the source sentences from the RST-DT is only marginally higher than
the number of EDUs contained in it. Furthermore, with an average length of 10.5
tokens, the simplified sentences are slightly longer than the EDUs.

On the basis of the 1,827 matched sentence pairs, we evaluated the performance
of our discourse-aware TS approach with regard to the constituency type classifi-
cation task and the rhetorical relation identification step. The outcome of these
examinations will be presented below.

71The fraction of labels that are successfully retrieved (i.e. recall) is of minor importance in our
setting. In addition, this score might be biased, since a large proportion of EDUs from the RST-DT
corpus is not mapped to a counterpart of simplified propositions in our experiments. Therefore,
we refrain from reporting recall scores.
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Input Other major issues hitting highs included American Telephone & Telegraph
Co., Westinghouse Electric Corp., Exxon Corp. and Cigna Corp., the big
insurer.

DisSim
• Other major issues hitting highs included American Telephone &

Telegraph Co.
• Other major issues hitting highs included Westinghouse Electric

Corp.
• Other major issues hitting highs included Exxon Corp.
• Other major issues hitting highs included Cigna Corp.
• Cigna Corp. was the big insurer.

RST-DT
• Other major issues
• hitting highs
• included American Telephone & Telegraph Co., Westinghouse Elec-

tric Corp., Exxon Corp. and Cigna Corp., the big insurer.

Input For both Thomson and British Aerospace, earnings in their home markets
have come under pressure from increasingly tight-fisted defense ministries;
and Middle East sales, a traditional mainstay for both companies’ exports,
have been hurt by five years of weak oil prices.

DisSim
• Earnings in their home markets have come under pressure.
• This was from increasingly tight-fisted defense ministries.
• This was for both Thomson and British Aerospace.
• Middle East sales have been hurt.
• This was by five years of weak oil prices.
• Middle East sales were a traditional mainstay for both companies’

exports.

RST-DT
• For both Thomson and British Aerospace, earnings in their home

markets have come under pressure from increasingly tight-fisted de-
fense ministries;

• and Middle East sales, a traditional mainstay for both companies’
exports, have been hurt by five years of weak oil prices.

Table 15.13.: Some characteristic examples of simplified sentences generated by our
TS framework DisSim and the corresponding EDUs from the RST-DT.

15.2.1.1. Constituency Type Classification

In 88.88% of the matched sentence pairs, the hierarchical relationship that was
allocated between a pair of simplified sentences by our reference TS implementation
DisSim corresponds to the nuclearity status of the aligned EDUs from RST-DT,
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i.e. in case of a nucleus-nucleus relationship in RST-DT, both output sentences
from DisSim are assigned to the same context layer, while in case of a nucleus-
satellite relationship the sentence mapped to the nucleus EDU is allocated to the
context layer cl, whereas the sentence mapped to the satellite span is assigned to
the subordinate context layer cl+1. For an example, see Table 15.14.

Source While lawyers arranged individual tie-ups before, the formal network of
court reporters should make things easier and cheaper.
Mapped Span 1 Mapped Span 2

DisSim Lawyers arranged individual tie-
ups.

The formal network of court re-
porters should make things easier
and cheaper.

Nuclearity context layer 0 context layer 1
RST-DT While lawyers arranged individual

tie-ups before,
the formal network of court re-
porters should make things easier
and cheaper.

Nuclearity nucleus satellite

Table 15.14.: Constituency type classification examples.

The majority of the cases where our TS approach assigns a hierarchical relationship
that differs from the nuclearity in the RST-DT corpus can be attributed to relative
clauses. In RST-DT, given a sentence that contains a relative clause, the EDUs are
typically assigned a nucleus-nucleus relationship. In contrast, we regard the informa-
tion contained in relative clauses as background information that further describes
the entity to which it refers. Therefore, we classify a simplified sentence that origi-
nates from such a type of clause as a contextual sentence that contributes additional
information about its referent contained in the superordinate clause. Table 15.15
provides illustrative examples of this phenomenon.

Table 15.16 displays the precision that the discourse parser baselines achieve on the
991 sentences of the RST-DT test set in distinguishing between nucleus and satellite
spans (“nuclearity”). For the approaches in the upper part of the table, the authors
report the systems’ performance when using gold EDU segmentation, while for those
in the lower part the performance is indicated based on automatic segmentation, i.e.
when they are fed the output of their respective discourse segmenter. Since our TS
framework makes use of the simplified sentences that were generated in the previous
step when setting up the semantic hierarchy, it is better comparable to the latter
group. The figures show that in this case our approach outperforms all other systems
in the constituency classification task by a large margin of 13.7% at a minimum.72

73

72A very recent approach to intra-sentential sentence parsing was proposed in Lin et al. (2019),
achieving an F1 score of 86.4%. However, the authors do not report its precision.

73When restricting our experiments to the 38 documents of the test set of the RST-DT corpus,
the results (calculated on the basis of 179 mapped sentence pairs) even improve somewhat. The
average precision of our reference implementation DisSim on the nuclearity labeling task slightly
increases to 92.2%, surpassing the baseline approaches by at least 17.0%. However, we decided to
focus in our analysis on the full dataset, including both the training and test set of the RST-DT,
as we consider it to be more meaningful due to its larger size.
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Source The consolidated firm, which would rank among the 10 largest in Texas,
would operate under the name Jackson & Walker.
Mapped Span 1 Mapped Span 2

DisSim The consolidated firm would oper-
ate under Jackson & Walker.

The consolidated firm would rank
among the 10 largest in Texas.

Nuclearity context layer 0 context layer 1
RST-DT would operate under the name

Jackson & Walker.
The consolidated firm, which
would rank among the 10 largest
in Texas,

Nuclearity nucleus nucleus

Source Ciba Corning, which had been a 50-50 venture between Basel-based
Ciba-Geigy and Corning, has annual sales of about $300 million, the
announcement said.
Mapped Span 1 Mapped Span 2

DisSim Ciba Corning has annual sales of
about $ 300 million.

Ciba Corning had been a 50-50
venture between Basel-based Ciba-
Geigy and Corning.

Nuclearity context layer 0 context layer 1
RST-DT has annual sales of about $300 mil-

lion,
Ciba Corning, which had been a
50-50 venture between Basel-based
Ciba-Geigy and Corning,

Nuclearity nucleus nucleus

Table 15.15.: Examples of constituency type classifications of sentences that contain
a relative clause.

nuclearity relation
DPLP (Ji and Eisenstein, 2014) 71.1 61.8
Feng and Hirst (2014) 71.0 58.2
Two-Stage Parser (Wang et al., 2017) 72.4 59.7
Lin et al. (2019) 91.3 81.7
SPADE (Soricut and Marcu, 2003) 56.1 44.9
HILDA (Hernault et al., 2010) 59.7 48.2
PAR-s (Joty et al., 2015) 75.2 66.1
Lin et al. (2019) (86.4)* (77.5)*
DisSim (full RST-DT dataset) 88.9 69.5
DisSim (RST-DT test set only) 92.2 70.0

Table 15.16.: Precision of DisSim and the discourse parser baselines on the con-
stituency type classification (“nuclearity labeling”) and rhetorical relation identi-
fication (“relation labeling”) tasks, as reported by their authors. (*) In case of
automatic discourse segmentation, for Lin et al. (2019) the F1 score is available
only.

197



15. Results and Discussion

15.2.1.2. Rhetorical Relation Identification

Table 15.17 displays the frequency distribution of the 19 classes of rhetorical relations
that were specified in Taboada and Das (2013) over the RST-DT corpus. The ten
most frequently occurring classes make up for 89.45% of the relations that are present
in the dataset. We decided to limit ourselves to these classes in the evaluation of
the rhetorical relation identification step, with two exceptions.

Rhetorical Relation Count Percentage Precision

Elaboration 7,675 25.65% 0.5550
Joint 7,116 23.78% 0.6673
Attribution 2,984 9.97% 0.9601
Same-unit 2,788 9.32% —
Contrast 1,522 5.09% 0.7421
Topic-change 1,315 4.39% —
Explanation 966 3.21%

0.7037
Cause 754 2.52%
Temporal 964 3.22% 0.7895
Background 897 2.30% 0.4459

Evaluation 589 1.97%
Enablement 546 1.82% (0.5766)
Comparison 433 1.45%
Textual organization 364 1.22%
Condition 317 1.06% (0.7429)
Topic-comment 255 0.85%
Summary 220 0.74%
Manner-means 218 0.73%
Span 1 0.00%∑ 29,924 ∑ 100% avg.: 0.6948

Table 15.17.: Frequency distribution of the 19 classes of rhetorical relations that are
distinguished in Taboada and Das (2013) over the RST-DT corpus (left), and the
precision of DisSim’s rhetorical relation identification step (right). Note that the
Spatial relation is not included in the RST-DT gold annotations. Therefore, it is
not possible to include an analysis of the performance of our approach with respect
to this type of rhetorical relation.

First, we did not take into account two of the classes included in this set, namely
“Topic-change” and “Same-unit”. The former encompasses relations that connect
large sections of text when there is an abrupt change between topics (Schrimpf,
2018). Accordingly, this type of relation is relevant when examining larger para-
graphs, but of no importance when considering intra-sentential relationships only,
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Source Mr. Volk, 55 years old, succeeds Duncan Dwight, who retired in Septem-
ber.
Mapped Span 1 Mapped Span 2

DisSim Volk succeeds Duncan Dwight. Duncan Dwight retired in Septem-
ber.

RST-DT Mr. Volk, 55 years old, succeeds
Duncan Dwight,

who retired in September.

Rhet. rel. Elaboration

Source Three seats currently are vacant and three others are likely to be filled
within a few years, so patent lawyers and research-based industries are
making a new push for specialists to be added to the court.
Mapped Span 1 Mapped Span 2

DisSim Three seats are vacant. Three others are likely to be filled
within a few years.

RST-DT Three seats currently are vacant and three others are likely to be
filled within a few years,

Rhet. rel. Joint

Source Mr. Carpenter notes that these types of investors also are “sophisti-
cated” enough not to complain about Kidder’s aggressive use of program
trading.
Mapped Span 1 Mapped Span 2

DisSim These types of investors are “so-
phisticated” enough not to com-
plain about Kidder’s aggressive use
of program trading.

This is what Carpenter notes.

RST-DT that these types of investors also
are “sophisticated” enough not to
complain about Kidder’s aggres-
sive use of program trading.

Mr. Carpenter notes

Rhet. rel. Attribution

Table 15.18.: Result of the rhetorical relation identification step on example sen-
tences.

as is the case in our approach. The latter is not a true coherence relation. In the
RST-DT, it is used to link parts of units separated by embedded units or spans
(Taboada and Das, 2013).74 Second, similar to Benamara and Taboada (2015), we
merged the two highly related classes of “Cause” and “Explanation” into a single
category, since they both indicate a causal relationship. Consequently, we ended up
with a set of seven rhetorical relations, aggregating 75.74% of the rhetorical relations
included in the RST-DT.

74For example, in the sentence “The petite, 29-year-old Ms. Johnson, dressed in jeans and a
sweatshirt, is a claims adjuster with Aetna Life Camp Casualty.”, a “Same-unit” relation holds be-
tween the two underlined text spans (Kibrik and Krasavina, 2005).
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Some examples of rhetorical relations that are assigned between pairs of decomposed
sentences by our TS framework DisSim are illustrated in Table 15.18. The right
column in Table 15.17 displays the precision of our TS approach for each class of
rhetorical relation when run over the sentences from the RST-DT.75 With a score
of 96.01%, the “Attribution” relation reaches by far the highest precision. The
remaining relations, too, show decent scores, with a precision of around 70%. The
only exception is the “Background” relation, showing a precision of 44.59%. The
difficulty with this type of relationship is that it signifies a very broad category that
is not signalled by discourse markers and therefore hard to detect by our approach
(Taboada and Das, 2013). Table 15.19 illustrates some example sentences.

Source In addition, economists are forecasting a slowdown in foreign direct invest-
ments as businessmen become increasingly wary of China’s deteriorating
political and economic environment.
Span 1 Span 2 Rhetorical

Relation
DisSim Economists are forecasting

a slowdown in foreign direct
investments.

Businessmen become in-
creasingly wary of China’s
deteriorating political and
economic environment.

Background

RST-DT In addition, economists are
forecasting a slowdown in
foreign direct investments

as businessmen become in-
creasingly wary of China’s
deteriorating political and
economic environment.

Temporal

Source Meanwhile, analysts said Pfizer’s recent string of lackluster quarterly per-
formances continued, as earnings in the quarter were expected to decline
by about 5%.
Span 1 Span 2 Rhetorical

Relation
DisSim Pfizer’s recent string of

lackluster quarterly perfor-
mances continued.

Earnings in the quarter
were expected to decline by
about 5%.

Background

RST-DT Pfizer’s recent string of
lackluster quarterly perfor-
mances continued,

as earnings in the quarter
were expected to decline by
about 5%.

Elaboration

Table 15.19.: Examples of sentences where a “Background” relation is assigned by
DisSim, differing from RST-DT’s gold rhetorical relation. However, the background
relationship is valid in those cases as well.

75These scores again refer to the results obtained on the full RST-DT corpus, including both
training and test set. When limiting our analysis to the 38 documents of the test set, the results
only change slightly, leading to an average precision of 70.04%. However, we decided to focus on the
full RST-DT dataset in the relation labeling task, too, since we consider it to be more meaningful
for our purposes due to its larger size.
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With an average precision of 69.5% in the relation labeling task (see Table 15.16,
“relation”),76 our approach again surpasses all the discourse parser baselines under
consideration when using automatic discourse segmentation.77 78

Figure 15.1.: Distribution of the rhetorical relations identified by our discourse-aware
TS approach on the RST-DT.

Figure 15.1 illustrates the distribution of the rhetorical relations that were identified
by our discourse-aware TS approach on the source sentences from the RST-DT.
When comparing it to that of the manually annotated gold relations displayed in
Table 15.17, it turns out that there is a very high similarity between the two of
them. In both cases, “Joint” and “Elaboration” are by far the most frequently
occurring rhetorical relations, though in reversed order, followed by the relations of
“Contrast” and “Attribution”, which again swap places in the ranking. Note that
the “Temporal” relation is much more common in the output produced by our TS
approach than in the ground truth. Also the “Spatial” relation, which we introduced
to capture local relationships and which is not part of the current set of rhetorical
relations included in RST, appears quite often in the semantic hierarchy generated
by our framework. The remaining classes, “Enablement”, “Background”, “Cause”
and “Condition”, are less frequent, though at a rate comparable to the gold relations’
distribution.

76The average precision refers to the scores of the selected subset of rhetorical relations only,
i.e. the ones that are printed in bold in Table 15.17.

77with the exception of Lin et al. (2019)’s parser, for which only the F1 score is reported by the
authors, though. Hence, it is not directly comparable to the other approaches whose performance
is analyzed based on their precision.

78Note that the baselines’ precision scores are computed based on the full set of 19 relation
classes that are used for the annotation of the RST-DT. Consequently, their average precision
scores are not directly comparable to the score achieved by our approach, as they do not include
exactly the same set of rhetorical relations. However, as the relations that are not considered in
the evaluation of our approach make up for less than a quarter of the relations occurring in the
RST-DT corpus, we assume that it still allows for a reliable approximation of the performance of
the baselines as compared to the approach we propose.
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It must be noted that in about a fifth of the cases, our TS approach is not able to
identify a rhetorical relation between a pair of decomposed sentences (“Unknown”).
For the most part, this can be attributed to sentence pairs whose relation is not
explicitly stated in the underlying source sentence. Since our approach is based on
cue phrases, searching for discourse markers that explicitly signal rhetorical relations,
it has difficulties in identifying relations that can merely be implied. In the future,
we aim to address this gap, using a more sophisticated approach that is able to
also capture implicit relationships between simplified sentences, e.g. by following
the work of Feng and Hirst (2014); Joty et al. (2015); Liu and Lapata (2017) and
Lin et al. (2019) that apply supervised ML methods that are based on a rich set of
features to complement the lookup of cue phrases.

15.2.2. Manual Analysis

Below, we report our findings of the manual analysis addressing the performance of
our discourse-aware TS approach with regard to the semantic hierarchy established
between the split sentences.

Category Yes No Malformed Unspecified Fleiss’ κ
Limitation to core
information

0.6815 0.2000 0.1185 — 0.39

Soundness of the
contextual
proposition

0.8312 0.1688 — — 0.51

Correctness of the
context allocation

0.9318 0.0682 — — 0.41

Properness of the
semantic relationship

0.6984 0.0700 — 0.2316 0.69

Table 15.20.: Results of the manual analysis regarding the quality of the semantic
hierarchy that is established by our proposed discourse-aware TS approach between
the split sentences. We report the inter-annotator agreement score for each category
using Fleiss’ κ.

The results of the human evaluation are displayed in Table 15.20. The inter-
annotator agreement was calculated using Fleiss’ κ (Fleiss et al., 1971).79 The
obtained rates were 0.39, 0.51, 0.41 and 0.69 for the four categories that we as-
sessed. Hence, the figures indicate fair to substantial agreement between the three
annotators, suggesting that the scores we got for the four categories under consider-
ation present a reliable result. According to the agreement rates, the limitation to
core information shows the highest level of subjectivity and was the most difficult
to judge, leading to a greater divergence between the annotators as compared to
the other three dimensions. Conversely, determining the properness of the seman-
tic relationship is the easiest task, achieving by far the highest level of agreement.

79Unlike before in Section 15.1.2.1, where we used Cohen’s κ to determine the agreement between
the annotators, we now apply Fleiss κ, since the latter works for any number of raters, while the
former score is suitable only in case of exactly two raters.
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However, this is partly due to the comparatively high percentage of sentence pairs
for which our TS approach did not specify a rhetorical relation (21.89%), allowing
for an unambiguous answer.80

The final scores for the four manually analyzed categories were calculated by aver-
aging over the annotators’ scores for the simplified propositions of the 100 randomly
sampled sentences, providing very promising results.

Limitation to core information In more than two out of three cases, the annota-
tors marked the propositions that were classified as core sentences by our discourse-
aware TS approach as correct, thus approving that they have a meaningful interpre-
tation and that their content is truly restricted to core information of the underlying
source sentence. Only about 12% of the simplified sentences are malformed accord-
ing to our annotations. The remaining fifth of output core sentences was judged as
being misclassified, i.e. they rather contribute less relevant background data than
key information of the input.

Soundness of the context proposition When considering the soundness of the
output propositions that were classified as contextual sentences, we reach a very
high score. Only about 17% of the sentences were labelled as malformed, while
as many as 83% present accurate contextual propositions, expressing a meaningful
context fact that is asserted by the input and can be properly interpreted.

Correctness of the context allocation Regarding the question of the correctness
of the context allocation, we achieve similarly good results in our analysis. 93%
of the context sentences are assigned to their respective parent sentence, whereas
only 7% of them are misallocated, according to the annotators’ labels. Note that
only those propositions that were flagged as being sound in the previous step by the
corresponding annotator were considered here, reducing the set of simplified context
sentences taken into account by 15.7%, 15.4% and 19.6%, respectively.81

Properness of the semantic relationship Finally, our evaluation revealed that
our proposed TS approach shows a decent performance for the rhetorical relation
identification step, too. More than two-thirds of the sentence pairs are classified with
the correct rhetorical relation, according to our manual analysis. Only 7% of them
are assigned an improper relation. However, in nearly a quarter of the cases, our
TS approach was not able to identify a semantic relationship between a given pair
of sentences. This can be explained by the fact that for this subtask, our framework
follows a rather simplistic approach that is based on cue phrases. Therefore, it fails
to identify a semantic relationship whenever none of the specified keywords82 appears

80Without considering the “unspecified” class, the agreement rate for this category considerably
drops to 0.3246, indicating a fair agreement between the annotators.

81For the computation of the inter-annotator agreement rate of this category, we only incorporate
the 218 contextual propositions that all three annotators previously labelled as a sound output
sentence, expressing an informative and meaningful context fact.

82The interested reader may refer to Section 20.1 in the appendix for the full set of cue phrases
and corresponding rhetorical relations.
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in the underlying input sentence. As a result, this approach provides very precise
results. Covering only a small subset of rhetorical relations (see Section 15.2.1.2),
it lacks in completeness, though. Note that here, too, we make use of the results
of the previous step, considering only those propositions that were labelled as being
allocated to the correct parent sentence. In that way, the set of context sentences
taken into account slightly decreases by 14.1%, 11.8% and 3.3%, respectively.83

To sum up, the scores from our manual analysis indicate that our proposed discourse-
aware TS approach shows a very good performance in establishing a contextual
hierarchy between the split sentences by first distinguishing core sentences that
contain the main information of the input from contextual sentences, whose content
discloses less relevant background information, and then allocating each contextual
proposition to its corresponding parent sentence. The results obtained in the second
subtask, the rhetorical relation identification step, are satisfactory, too. However,
we observed some room for improvement here, in particular with respect to the
semantic relationships that are not explicitly expressed in the input text in the form
of cue phrases.

15.3. Subtask 3: Extracting Relations and their
Arguments

In addition to the intrinsic evaluation of our proposed discourse-aware TS approach
that was described above, we carried out an extrinsic evaluation. Its goal is to predict
the merits of the representation of complex sentences in the form of a semantic
hierarchy of syntactically simplified minimal propositions for downstream state-of-
the-art Open IE systems.

15.3.1. Performance of the Reference Open Information
Extraction Implementation Graphene

In the following, we report the results of the automatic comparative evaluation of
the performance of our Open IE reference implementation Graphene and the Open
IE baseline systems, as well as the findings of the manual analyses performed on
their output.

15.3.1.1. Automatic Comparative Analysis of the Outputs

In order to compare our Open IE reference implementation Graphene to existing
Open IE approaches, we conducted an automatic evaluation on three recently pro-
posed Open IE benchmarks: OIE2016, CaRB and WiRe57 (see Sections 2.3.2 and
14.3.2). Each of them comes with an evaluation framework that allows for a com-
parison of the most established Open IE systems on the basis of their precision and
recall scores.

83As before, for the agreement score we only consider the 247 contextual propositions that all
three annotators previously flagged as being correctly assigned to their respective parent sentence.
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OIE2016 Figure 15.2 shows the PR curves of Graphene and the Open IE baseline
systems listed in Section 14.3.1 on the OIE2016 benchmark. Their precision, recall,
F1 and AUC scores are given in Table 15.21.

Figure 15.2.: Comparative analysis of the performance of our reference implementa-
tion Graphene against baseline Open IE systems on the OIE2016 benchmark.

The results reveal that with an average precision of 78.5%, Graphene succeeds in
extracting highly accurate relational tuples at a high recall rate of 63.8%. Of all
the Open IE systems under consideration, ReVerb (83.6%) is the only approach
that outperforms Graphene in terms of precision, though at the cost of a low recall
score of only 44.6%. RnnOIE (70.1%), OpenIE-4 (66.1%) and Ollie (66.0%) also
show a good precision, following on places three to five in the ranking. With regard
to recall, RnnOIE (79.9%) is the best-performing system, setting the bar very high.
Although Graphene does not achieve this target value, it is able to compete with the
other high-precision Open IE systems, including OpenIE-4 (66.0%), Ollie (54.1%)
and OpenIE-5 (68.8%).

This lack in recall is no surprise, since Graphene is not designed to extract fine-
grained relations for each and every verb contained in an input sentence (Cetto,
2017), as opposed to the nature of the OIE2016 gold tuples (see Section 2.3.2).
Rather, Graphene determines the main relations included in the source sentence,
together with attached contextual arguments that often hold some of these verbal
expressions. In an in-depth analysis of the output produced by Graphene, we found
that only 33.72% of the unmatched gold extractions were caused by a wrong argu-
ment assignment. In the majority of the cases (66.28%), Graphene did not extract
tuples with a matching relational phrase. In a further investigation, we figured
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System Precision Recall F1 AUC
ReVerb 0.836 0.446 0.582 0.296
Ollie 0.660 0.541 0.595 0.357
ClausIE 0.430 0.684 0.528 0.294
Stanford Open IE 0.140 0.375 0.204 0.203
PropS 0.556 0.521 0.538 0.290
OpenIE-4 0.661 0.660 0.660 0.434
MinIE 0.431 0.686 0.529 0.296
OpenIE-5 0.581 0.688 0.630 0.399
RnnOIE 0.701 0.799 0.747 0.559
Graphene 0.785 0.638 0.704 0.502

Table 15.21.: Average precision, recall, F1 and AUC scores of a variety of state-of-
the-art Open IE approaches on the OIE2016 benchmark.

out that in 56.80% of such cases, the relational phrase of a missed gold standard
extraction was actually contained in one of the argument phrases, e.g.:

“Japan may be a tough market for outsiders to penetrate, and the U.S. is hopelessly
behind Japan in certain technologies.”

• Unmatched gold extraction: 〈outsiders; may penetrate; Japan〉

• Tuples extracted by Graphene:

1. 〈Japan; may be; a tough market for outsiders to penetrate〉

2. 〈the U.S.; is hopelessly behind Japan; in certain technologies〉

This number even grows to 67.89% when considering the lemmatized form of the
head, e.g.:

“The seeds of ‘Raphanus sativus’ can be pressed to extract radish seed oil.”

• Unmatched gold extraction: 〈radish seed oil; can be extracted; from the seeds〉

• Tuples extracted by Graphene:

1. 〈the seeds of ‘Raphanus sativus’ ; can be pressed; to extract radish seed
oil〉

Another 5.22% of unmatched relational phrases would have been recognized by
Graphene if they were compared based on their lemmatized head.

Regarding F1, with a score of 70.4%, Graphene closely follows the best-performing
system RnnOIE (74.7%), with OpenIE-4 (66.0%) and OpenIE-5 (63.0%) in third and
fourth place. Finally, when considering the AUC score as a combined measure of
precision and recall, Graphene (50.2%) again is the second best-performing system
after RnnOIE (55.9%), once again followed by OpenIE-4 (43.4%) and OpenIE-5
(39.9%).
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System #E #E/S %Enon-
redundant

#S<1E avg. triple length
(s, p, o)

coverage

Gold
standard*

4,852 2.74 99.94% 0 13.43
(3.39, 1.39, 8.65)

0.74

ReVerb 4,176 1.31 100.00% 559 7.53
(2.27, 2.50, 2.77)

0.42

Ollie 8,226 2.57 98.72% 318 9.66
(2.55, 3.57, 3.54)

0.59

ClausIE 13,946 4.36 88.06% 18 11.49
(2.70, 1.45, 7.34)

0.85

Stanford
Open IE

20,527 6.41 80.98% 507 7.20
(1.61, 1.90, 3.70)

0.41

PropS 7,871 2.46 99.87% 48 16.67
(1.99, 1.04, 13.65)

0.86

OpenIE-4 9,236 2.89 99.89% 91 11.25
(2.98, 2.98, 5.29)

0.77

MinIE 14,175 4.43 98.15% 43 8.11
(2.14, 3.26, 2.71)

0.62

OpenIE-5 9,472 2.96 98.21% 87 12.43
(2.82, 1.74, 7.87)

0.62

RnnOIE 8,575 2.68 99.84% 7 12.12
(2.67, 1.89, 7.56)

0.69

Graphene 6,242 1.95 99.82% 165 11.97
(2.78, 2.10, 7.08)

0.73

Average 10,244.60 3.20 96.35% 184.30 10.84
(2.45, 2.24, 6.15)

0.66

Table 15.22.: Descriptive statistics on the relations extracted from the 3,200 sen-
tences of the OIE2016 corpus. We report scores for a number of basic statistics,
including the total number of relational tuples extracted from the input (#E); the
average number of facts extracted per source sentence (#E/S); the percentage of
non-redundant extractions (%Enon-redundant); the number of sentences from which
not even one fact is extracted (#S<1E); the average length of the extracted rela-
tional tuples on the basis of the average number of tokens included in the phrases in
subject, predicate and object position; and the percentage of tokens from the input
that are contained in at least one of the extracted relational tuples (coverage). (*)
calculated over the 1,769 sentences from OIE2016’s test set.

Table 15.22 reports a number of descriptive statistics on the relations extracted from
the 3,200 sentences of the OIE2016 benchmark, providing an insight into the main
characteristics of the output produced by the various Open IE baseline approaches.
The numbers show that with more than 20k extractions in total and six extractions
per input sentence on average, the Stanford Open IE system extracts by far the
highest number of relations from the source text, followed by MinIE (4.43) and
ClausIE (4.36). However, a fifth of its extractions are redundant, i.e. they contain
subsequences of other tuples that were already extracted. ReVerb, on the other
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hand, makes very conservative choices, leading not only to a high precision (see
Table 15.21) and no redundancy in the extractions, but also to a low coverage rate
of only 42%, indicating that not even half of the input tokens are contained in
the extracted relations. These findings are indeed supported by the high number
of source sentences from which ReVerb does not produce any extraction (559 in
total, accounting for 17% of the input sentences), as well as the low average triple
length of 7.53 tokens. These scores are only undercut by Stanford Open IE (41%
and 7.20). At the other end of the scale, PropS can be found. Its extractions present
the highest average triple length (16.67); notably with 13.65 tokens on average, the
arguments in object position are comparatively long. This can be attributed to the
fact that PropS is one of the few Open IE systems under consideration that do not
only produce binary relations, but instead aims to generate n-ary relations with
more than one argument in the object slot (see Table 15.23). Since for the purpose
of this analysis, we simply join them into a contiguous argument phrase, we typically
end up with relatively long object phrases. Moreover, PropS succeeds in producing
very complete results, covering 86% of the input tokens in the extracted relations.

System unary binary ternary quaternary ≥ quaternary
Gold standard* 8% 52% 30% 8% 1%
ReVerb — 100% — — —
Ollie — 100% — — —
ClausIE — 100% — — —
Stanford Open IE — 100% — — —
PropS 1% 35% 34% 16% 14%
OpenIE-4 5% 95% — — —
MinIE 3% 97% — — —
OpenIE-5 6% 65% 24% 5% 1%
RnnOIE 11% 66% 21% 2% —
Graphene 12% 56% 24% 6% 1%

Table 15.23.: Distribution of the arity of the extracted relations on the 3,200
sentences of the OIE2016 dataset. (*) calculated over the 1,769 sentences from
OIE2016’s test set.

With 6,242 extractions, our reference Open IE implementation Graphene outputs the
second lowest number of relational tuples, right after ReVerb. However, unlike the
latter, it generates a large percentage of n-ary relations (see Table 15.23), resulting in
a decent coverage rate of 73%. With 165 sentences, it fails to produce an extraction
for about 5% of the input sentences. Furthermore, practically none of its extractions
are redundant (0.18%) and the average triple length of its relations (11.97) is close
to the average length of all the tested Open IE systems’ extractions.

Table 15.23 provides an overview of the arity of the relations extracted by the differ-
ent Open IE approaches from the 3,200 sentences of the OIE2016 dataset. Though
only about half of the ground truth tuples are binary, the majority of the Open IE
systems are limited to extracting relations with exactly two argument slots, includ-
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ing ReVerb, Ollie, ClausIE,84 Stanford Open IE, OpenIE-4 and MinIE. On the
contrary, PropS, OpenIE-5, RnnOIE and Graphene support the extraction of n-ary
relations, as provided in the gold standard dataset. While for OpenIE-5, RnnOIE
and Graphene, the tuples with an arity higher than two make up for about a quarter
to a third of the extractions, the output generated by PropS even includes almost
two third of non-binary relations.

CaRB Figure 15.3 illustrates the PR curves of Graphene and the Open IE baseline
approaches on the CaRB benchmark when using the ground truth reference tuples
from the OIE2016 dataset in combination with the improved evaluation metrics pro-
posed in the CaRB framework (see Section 14.3.3.1). The corresponding precision,
recall and F1 scores (at the maximum F1 point), as well as the AUC scores are listed
in Table 15.24.

Figure 15.3.: Comparative analysis of the performance of our reference implemen-
tation Graphene against baseline Open IE systems on the CaRB benchmark when
using the gold tuples from the OIE2016 dataset in combination with the improved
evaluation metrics from the CaRB framework.

The results show that the overall precision and recall scores decrease due to the
more restrictive matching function that, amongst other things, penalizes extrac-
tions for misidentifying parts of a relation in an argument slot (or vice versa) and
leads to reduced precision scores when there are several very similar and redundant

84In our analyses, we used the default configuration of ClausIE, which is limited to extracting
binary relations. However, it can also be customized to extract n-ary relations.
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System Precision Recall F1 AUC
ReVerb 0.567 0.235 0.332 0.144
Ollie 0.363 0.276 0.314 0.130
ClausIE 0.301 0.502 0.376 0.172
Stanford Open IE 0.125 0.190 0.151 0.102
PropS 0.324 0.378 0.349 0.153
OpenIE-4 0.464 0.416 0.439 0.214
MinIE 0.245 0.303 0.271 0.090
OpenIE-5 0.445 0.454 0.449 0.218
RnnOIE 0.478 0.543 0.508 0.274
Graphene 0.511 0.414 0.458 0.236

Table 15.24.: Precision, recall, F1 (at maximum F1 point) and AUC of a variety
of state-of-the-art Open IE approaches on the CaRB benchmark when using the
gold tuples from the OIE2016 dataset in combination with the improved evaluation
metrics from the CaRB framework.

extractions or when the argument phrases of the extracted relations are overly long.
However, there is no significant change in the order of the tested Open IE systems
as compared to the OIE2016 benchmark framework. ReVerb (56.7%) is still the
best-performing system with respect to precision, while RnnOIE surpasses all the
systems under consideration with regard to recall (54.3%), F1 (50.8%) and AUC
(27.4%). Graphene follows in second place when considering precision (51.1%), F1
(45.8%) and AUC (23.6%). Regarding recall (41.4%), Graphene again does not reach
the high bar set by RnnOIE, yet it is able to compete with the other high-precision
Open IE systems, such as OpenIE-5 (45.4%) and OpenIE-4 (41.6%), as was the case
before on the OIE2016 benchmark.

WiRe57 As the previous analyses conducted on the OIE2016 and CaRB bench-
marks were based on the same set of source sentences and ground truth tuples,
differing only in their evaluation methods, we additionally consider a third dataset,
the WiRe57 Open IE benchmark, to examine whether the previously achieved results
can be transferred to other corpora.

Table 15.25 reports the token-level precision, recall and F1 scores of our reference
implementation Graphene and the Open IE baselines listed in Section 14.3.1. As
before, ReVerb (56.9%) outperforms all tested systems with regard to precision,
followed by OpenIE-4 (50.1%) and Graphene (41.9%) in second and third place.
While on the OIE2016 and CaRB benchmarks, RnnOIE surpassed all the other
Open IE approaches under consideration in terms of recall and the overall F1 score,
it is now the system that performs worst with respect to all three evaluation metrics
(19.0%, 11.0%, 13.9%). This may be an indication that this approach is specially
geared to the needs of the OIE2016 gold standard tuples and, consequently, the
results obtained for RnnOIE on the previous two benchmarks cannot be transferred
to other datasets.
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System Precision Recall F1

ReVerb 56.9% 12.1% 0.200
Ollie 37.4% 17.5% 0.239
ClausIE 40.1% 29.8% 0.342
Stanford Open IE 21.0% 18.8% 0.198
PropS 22.2% 16.2% 0.187
OpenIE-4 50.1% 18.2% 0.267
MinIE 40.0% 32.3% 0.358
OpenIE-5 31.5% 20.7% 0.250
RnnOIE 19.0% 11.0% 0.139
Graphene 41.9% 21.1% 0.281

Table 15.25.: Token-level precision, recall and F1 of a variety of state-of-the-art Open
IE approaches on the WiRe57 benchmark.

Conversely, MinIE, which was among the systems with the lowest overall per-
formance on the two previously used Open IE benchmarks, beats all tested ap-
proaches on the WiRe57 dataset when considering recall (32.3%) and F1 (35.8%),
with ClausIE (29.8% and 34.2%) and Graphene (21.1% and 28.1%) following in the
ranking.

Table 15.26 illustrates a number of descriptive statistics on the relations extracted
from the 57 sentences of the WiRe57 benchmark. The figures show that once again,
with 371 extractions in total and 6.51 extractions per sentence on average, Stanford
Open IE is the system that extracts the largest number of relations from the input,
as it has already been the case before on the OIE2016 benchmark (see Table 15.22).
On the contrary, both OpenIE-5 and RnnOIE only generate a single relational tuple
per source sentence, which can be attributed to the fact that they are the only
approaches (together with Graphene) whose output is not limited to the extraction
of binary relations, but presents a high percentage of relations with a higher arity
(see Table 15.27). Thus, they tend to merge relations into a single tuple where the
other Open IE approaches under consideration instead produce several extractions
that are based on the same relational phrase, with each of them combined with a
different set of arguments.

Moreover, analogous to our findings on the OIE2016 benchmark, all tested Open IE
systems hardly generate any redundant extractions, with the notable exception of
Stanford Open IE, which outputs more than 20% of relations whose subsequences
are already contained in one of its previously extracted tuples. Furthermore, all ap-
proaches perform well in extracting at least one relation per output sentence. PropS
is the only system that fails to produce an extraction for a considerable number of
input sentences (14 in total, accounting for 25% of the source sentences). The rela-
tions output by MinIE (7.42), Stanford Open IE (7.43) and ReVerb (7.46) present
the shortest average triple length, while OpenIE-5 (13.19) produces the longest ex-
tractions, resulting again from the fact that more than half of its relational tuples
are ternary and quaternary. Finally, while the extractions produced by Stanford
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System #E #E/S %Enon-
redundant

#S<1E avg. triple length
(s, p, o)

coverage

Gold
standard

343 6.02 98.83% 0 9.75
(3.03, 1.80, 4.92)

0.72

ReVerb 79 1.39 100.00% 7 7.46
(2.27, 2.63, 2.56)

0.47

Ollie 145 2.54 99.31% 6 10.06
(2.47, 3.88, 3.70)

0.57

ClausIE 223 3.91 100.00% 0 12.35
(2.59, 1.36, 8.40)

0.81

Stanford
Open IE

371 6.51 79.51% 7 7.43
(1.61, 1.71, 4.11)

0.41

PropS 184 3.23 98.91% 14 10.76
(3.36, 1.05, 6.34)

0.62

OpenIE-4 101 1.77 100.00% 2 12.63
(2.90, 1.48, 8.26)

0.74

MinIE 252 4.42 99.21% 1 7.42
(2.08, 3.04, 2.31)

0.61

OpenIE-5 57 1.00 100.00% 0 13.19
(2.65, 1.46, 9.09)

0.60

RnnOIE 57 1.00 100.00% 0 11.75
(2.26, 1.70, 7.79)

0.52

Graphene 133 2.33 100.00% 0 12.44
(2.63, 1.87, 7.93)

0.78

Average 160.20 2.81 97.69% 3.70 10.55
(2.48, 2.02, 6.05)

0.61

Table 15.26.: Descriptive statistics on the relations extracted from the 57 sentences of
the WiRe57 corpus. We report scores for a number of basic statistics, including the
total number of relational tuples extracted from the input (#E); the average number
of facts extracted per source sentence (#E/S); the percentage of non-redundant
extractions (%Enon-redundant); the number of sentences from which not even one fact
is extracted (#S<1E); the average length of the extracted relational tuples on the
basis of the average number of tokens included in the phrases in subject, predicate
and object position; and the percentage of tokens from the input that are contained
in at least one of the extracted relational tuples (coverage).

Open IE and ReVerb only cover 41% and 47% of the input tokens, respectively,
ClausIE succeeds in generating very complete extractions (achieving a coverage rate
of 81%), closely followed by Graphene, whose extractions include 78% of the tokens
from the source sentences.

Table 15.27 outlines the distribution of the arity of the relations extracted by the
different Open IE systems on the 57 sentences of the WiRe57 benchmark. As it has
been the case before on the OIE2016 dataset, the extractions produced by PropS,
OpenIE-5, RnnOIE and Graphene are not restricted to binary relations. Instead, a
high percentage of tuples that they extract comprise three or four (or even more)
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System unary binary ternary quaternary ≥ quaternary
Gold standard — 74% 26% — —
ReVerb — 100% — — —
Ollie — 100% — — —
ClausIE — 100% — — —
Stanford Open IE — 100% — — —
PropS 7% 43% 22% 13% 14%
OpenIE-4 7% 93% — — —
MinIE 2% 98% — — —
OpenIE-5 2% 42% 46% 11% —
RnnOIE — 53% 44% 3% —
Graphene 5% 60% 26% 7% 3%

Table 15.27.: Distribution of the arity of the relations extracted from the 57 sentences
of the WiRe57 dataset.

arguments. What stands out here is that with 36% to 57%, the proportion of n-ary
relations is even higher as compared to the output produced from the sentences of
the OIE2016 benchmark.

Summary The automatic comparative analysis conducted on the OIE2016, CaRB
and WiRe57 Open IE benchmarks revealed that our reference Open IE implemen-
tation Graphene extracts a large number of correct tuples from complex input sen-
tences. When considering both F1 and AUC scores, it is consistently among the
top three systems (second place for OIE2016 and CaRB, third place for WiRe57),
underpinning the high quality of its output with regard to the coverage and accuracy
of the relations it extracts.

15.3.1.2. Error Analysis

Examining by hand the 414 relations that were extracted by Graphene from the
randomly sampled 200 sentences of the OIE2016 Open IE benchmark, we identified
five major types of errors:85

• An extraction where the argument phrase is too long in the sense that it sub-
sumes other extractions. Hence, the extracted relational tuple does not repre-
sent an indivisible item, but rather mixes multiple semantic units that should
be further split into atomic components. This type of error represents by far
the most prevalent mistake, affecting 22.95% of the extractions included in the
sample.

85In total, 58.94% of the extracted relational tuples were annotated as being accurate, i.e. they
express a meaningful statement that is asserted by the input and neither over- nor underspecified.
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Error Input Output
overly long
argument
phrase

Spennymoor Town F.C. are the
main local football team and won
the FA Carlsberg Vase, after
winning 2-1 in the final at
Wembley Stadium against
Tunbridge Wells in May 2013.

〈Spennymoor Town F.C.; was
winning; in the final at
Wembley Stadium against
Tunbridge Wells in May
2013 〉

This change was soon picked up by
Huguenot writers, who began to
expand on Calvin and promote the
idea of the sovereignty of the
people, ideas to which Catholic
writers and preachers responded
fiercely.

〈Huguenot writers; began; to
expand on Calvin and
promote the idea of the
sovereignty of the people〉

uninforma-
tive
extraction

The 1988 tax act created a federal
bill of rights spelling out IRS duties
to protect taxpayers’ rights in the
assessment and collection of taxes.

〈Rights; were spelling out;
IRS duties〉

extracted
tuple is not
asserted by
the source

The APL has often been used by
plaintiffs asserting that local
governments have illegally taken
land or imposed taxes.

〈The APL; imposed; taxes〉

over-
generated
predicate

New York City is iconic not only
for Americans, but also for many
Europeans as the city of melting
pot where many ethnic groups live,
often in specific neighborhoods,
such as Chinatown, Little Italy.

〈New York City; is iconic
not only for Americans,
but also for many
Europeans as the city of
melting pot; 〉

He has on several occasions been a
guest at the White House.

〈He; has on several
occasions been; a guest at
the White House〉

no
meaningful
interpreta-
tion

23.8% of all households were made
up of individuals and 13.0% had
someone living alone who was 65
years of age or older.

〈23.8% of all households;
were made up; of 13.0%
had someone living alone〉

Table 15.28.: Major types of errors identified in the relations extracted by our refer-
ence Open IE implementation Graphene.

• An uninformative extraction where critical information from the input is omit-
ted, resulting in a relational tuple that lacks important pieces of information
for a proper interpretation of the output. With 9.42%, this error also occurs
relatively frequently in the extracted relations.

• A relation to which the wrong argument was assigned, leading to a statement
that is comprehensible, but not asserted by the source sentence. This type of
mistake applies to 7.73% of the extracted relational tuples in total, according
to our examinations.
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• An extraction with an overgenerated predicate, where the relational phrase is
overly specific, conveying too much information to be useful in downstream
NLP tasks. This error affects 6.76% of the extractions from our sample.

• An extraction where no meaningful interpretation of the relational tuple is pos-
sible. With 6.28%, this type of error is the least common among the extracted
relations.

Other types of errors occur very rarely, affecting only 0.24% of the relational tuples
included in our analysis. For better illustration, each error class is depicted in Table
15.28 by means of an example sentence.

15.3.1.3. Qualitative Analysis of the Extracted Relations

Below, we compare and discuss the characteristics of the output produced by the
various Open IE systems that we included in our analyses. Figures 15.4 to 15.12
provide representative examples of the relational tuples extracted by the different
approaches, given the following input sentence:

“He nominated Sonia Sotomayor on May 26, 2009 to replace David
Souter; she was confirmed on August 6, 2009, becoming the first Supreme
Court Justice of Hispanic descent.”

Graphene As compared to the Open IE baseline approaches, Graphene returns a
smaller number of relational tuples. However, it augments them with additional
contextual information (e.g., (1a) and (1b) in Figure 15.4), resulting in an average
triple length that is slightly above the average of all the tested systems (see Table
15.22 and Table 15.26). In contrast to Graphene, many of the other Open IE systems
under consideration tend to either produce overly long argument phrases that mix
multiple semantic units (e.g., (1) and (2) in Figure 15.5) or output tuples that omit
critical contextual information, hindering a proper interpretation of the extractions
(e.g., (2) in Figure 15.9).

Graphene:
(1) He; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26, 2009
(2) She; was; confirmed
(2a) S:TEMPORAL on August 6, 2009
(3) She; was becoming; the first Supreme Court Justice of Hispanic
descent

Figure 15.4.: Relations extracted by Graphene.

ClausIE ClausIE shows a tendency to extract overly long argument phrases that
do not represent an atomic unit, but instead subsume other self-contained facts
(e.g., (1) and (2) in Figure 15.5). In many cases, these arguments are generated by
combining and rearranging phrasal components from the input sentence in various
different orders.
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ClausIE:
(1) he; nominated; Sonia Sotomayor on May 26 2009 to replace David
Souter

(2) she; was confirmed; on August 6 2009 becoming the first Supreme
Court Justice of Hispanic descent
(3) she; was confirmed; becoming the first Supreme Court Justice of
Hispanic descent

Figure 15.5.: Relations extracted by ClausIE.

Stanford Open IE Stanford Open IE, too, has a tendency to generate arguments
through phrasal permutation. However, instead of combining multiple separate
phrasal components into a single argument phrase, it typically sticks with a given
noun phrase and adds or deletes optional elements, such as adjectives or adverbs
(e.g., (3), (5), (6) and (7) in Figure 15.6). Therefore, Stanford Open IE produces
not only the tuples with the shortest average triple length, but also extracts by far
the highest number of relations among all the systems that we considered in our
evaluation (see Table 15.22).

Stanford Open IE:
(1) she; was confirmed on; August 6 2009
(2) she; was confirmed; becoming
(3) she; becoming; Supreme Court Justice of Hispanic descent
(4) she; was confirmed;
(5) she; becoming; first Supreme Court Justice
(6) she; becoming; Supreme Court Justice
(7) she; becoming; first Supreme Court Justice of Hispanic
descent

Figure 15.6.: Relations extracted by Stanford Open IE.

Ollie As opposed to ClausIE and Stanford Open IE, which focus on restructuring
the argument slot, Ollie puts the emphasis on conveying a range of alternative
relational phrases by including, excluding and rearranging phrasal components, re-
sulting in comparatively long relational phrases (e.g., (2), (3) and (4) in Figure 15.7).
By contrast, its argument phrases are generally relatively short (see also Table 15.22
and Table 15.26).

Ollie:
(1) she; was confirmed on; August 6, 2009
(2) He; nominated Sonia Sotomayor on; May 26
(3) He; nominated Sonia Sotomayor; 2009
(4) He; nominated 2009 on; May 26
(5) Sonia Sotomayor; be nominated 2009 on; May 26
(6) He; nominated 2009; Sonia Sotomayor
(7) 2009; be nominated Sonia Sotomayor on; May 26

Figure 15.7.: Relations extracted by Ollie.
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ReVerb Ollie’s predecessor system ReVerb lays the focus on preventing the ex-
traction of incoherent and uninformative relations, thereby making very conservative
choices that lead to a high precision of the extracted relational tuples, as the au-
tomatic comparative analysis in Section 15.3.1.1 has shown. However, its output
often lacks in comprehensiveness, resulting in tuples that are commonly short and
accurate, but miss a lot of information contained in the source sentences (see Figure
15.8).

ReVerb:
(1) He; nominated; Sonia Sotomayor
(2) she; was confirmed on; August 6, 2009

Figure 15.8.: Relations extracted by ReVerb.

OpenIE-4 and OpenIE-5 Similar to ReVerb, OpenIE-4 and OpenIE-5 commonly
succeed in extracting highly accurate tuples that are composed of relational and
argument phrases which represent minimal semantic units (e.g., (1) and (3) in Figure
15.9). However, as opposed to ReVerb, they take a less conservative approach in
the extraction process, allowing for a higher recall of the extracted relations, which
is reflected in the higher coverage of input tokens in the output tuples (see Table
15.22 and Table 15.26).

OpenIE-4:
(1) he; nominated; Sonia Sotomayor
(2) she; was confirmed;
(3) she; was becoming; the first Supreme Court Justice of Hispanic
descent

Figure 15.9.: Relations extracted by OpenIE-4.

MinIE:
(1) He; nominated Sonia Sotomayor on; May 26
(2) He; nominated Sonia Sotomayor to replace; David Souter
(3) He; nominated; Sonia Sotomayor
(4) He; be replace; David Souter
(5) she; was confirmed on August 6 2009 becoming first Supreme Court
Justice of; Hispanic descent
(6) she; was confirmed becoming first Supreme Court Justice of;

Hispanic descent

Figure 15.10.: Relations extracted by MinIE.

MinIE MinIE was built on top of ClausIE with the goal of minimizing both re-
lational and argument phrases by identifying and removing parts that are overly
specific. Indeed, as Figure 15.10 shows, it succeeds in shortening the argument
phrases to their core information (e.g., (1), (2), (5) and (6) in Figure 15.10), ex-
tracting a large number of correct tuples with atomic arguments that cover most of
the information contained in the input. However, similar to Ollie, MinIE tends to
produce overgenerated predicates that may impede the processing of the output in
downstream applications.
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PropS PropS is one of the few Open IE systems under consideration that aim to
extract n-ary relations with the objective of obtaining as complete an extraction as
possible. It achieves to split the argument phrases into indivisible units, with each of
them conveying a separate fact. Thus, PropS extracts highly accurate and complete
facts from the source sentences (see Figure 15.11).

PropS:
(1) He; nominated; Sonia Sotomayor; on May 26, 2009; to replace
David Souter
(2) she; confirmed; on August 6, 2009; becoming the first Supreme
Court Justice of Hispanic descent
(3) ; first; the Supreme Court Justice of Hispanic descent

Figure 15.11.: Relations extracted by PropS.

RnnOIE Similar to PropS, RnnOIE targets the extraction of n-ary relations in
order to capture facts as complete as possible from the input. In doing so, it follows
a verb-centric approach that aims to extract a relation for every verbal predicate in
the source sentence (see Figure 15.12).

RnnOIE:
(1) He; nominated; Sonia Sotomayor; on May 26, 2009; to replace
David Souter
(2) ; replace; David Souter
(3) she; confirmed; on August 6, 2009; becoming the first Supreme
Court Justice of Hispanic descent
(4) she; becoming; the first Supreme Court Justice of Hispanic
descent

Figure 15.12.: Relations extracted by RnnOIE.

15.3.2. Sentence Splitting as a Pre-processing Step

In the section below, we examine how discourse-aware sentence splitting affects the
performance of state-of-the-art Open IE systems, both in terms of the coverage and
accuracy of the extracted relational tuples, and the enrichment of the output with
contextual information.

15.3.2.1. Automatic Comparative Analysis of the Outputs

After evaluating Graphene as a reference Open IE implementation, we examine the
impact of our proposed discourse-aware TS approach on the accuracy and coverage of
the relations extracted by a set of state-of-the-art Open IE systems. For this purpose,
we conduct a quantitative comparison of the systems’ recall and precision scores on
the OIE2016 and CaRB benchmarks with and without using our sentence splitting
framework as a pre-processing step, and analyze whether their particular deficiencies
can be eliminated when operating on the structurally simplified sentences.
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OIE2016 Figure 15.13 demonstrates the effectiveness of our proposed TS process
that splits complex sentences into a set of minimal propositions with a more regular
syntax, when being applied as a pre-processing step for the task of Open IE. It
shows the PR curves of the Open IE baseline systems that have been executed on
the OIE2016 benchmark as a stand-alone system (dashed lines) (for details, see Sec-
tion 15.3.1.1), and within our TS-Open IE pipeline, where they act as the relation
extraction component after the transformation stage (solid lines). The average pre-
cision, recall, F1 and AUC scores when operating on top of the simplified sentences
are listed in Table 15.29, while the corresponding improvements - as compared to
their stand-alone counterparts - are given in Table 15.30.

Figure 15.13.: Comparative analysis of the performance of state-of-the-art Open IE
systems on the OIE2016 benchmark with (solid lines) and without (dashed lines)
sentence splitting as a pre-processing step.

The scores in Table 15.30 show that when splitting complex sentences into a set
of syntactically simplified propositions, all systems under consideration gain in F1
and AUC, except for Ollie and RnnOIE. The highest improvement in AUC is
achieved by ReVerb, yielding a 39.19% increase over the output produced when
acting as a stand-alone system, followed by Stanford Open IE (+35.47%) and MinIE
(+21.28%). On the contrary, Ollie’s (-1.12%) and RnnOIE’s (-14.13%) AUC scores
somewhat decline. Regarding F1, the picture is similar. While Ollie (-0.34%) and
RnnOIE (-8.30%) lose in F1, all other systems under consideration enhance their
score, above all Stanford Open IE (+25.49%), MinIE (+12.48%) and OpenIE-4
(+9.39%). On closer examination, we find that some approaches mainly improve
in precision, whereas others primarily profit from a boost in recall. The former
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System Precision Recall F1 AUC
ReVerb 0.776 0.531 0.631 0.412
Ollie 0.667 0.533 0.593 0.353
ClausIE 0.503 0.660 0.571 0.332
Stanford Open IE 0.175 0.477 0.256 0.275
PropS 0.522 0.609 0.562 0.326
OpenIE-4 0.727 0.717 0.722 0.519
MinIE 0.533 0.674 0.595 0.359
OpenIE-5 0.610 0.717 0.659 0.435
RnnOIE 0.596 0.806 0.685 0.480

Table 15.29.: Average precision, recall, F1 and AUC scores of a variety of state-of-
the-art Open IE approaches on the OIE2016 benchmark when using our reference
TS implementation DisSim as a pre-processing step.

System Precision Recall F1 AUC
ReVerb -7.18% +19.06% +8.42% +39.19%
Ollie +1.06% -1.48% -0.34% -1.12%
ClausIE +16.98% -3.51% +8.14% +12.93%
Stanford Open IE +25.00% +27.20% +25.49% +35.47%
PropS -6.12% +16.89% +4.46% +12.41%
OpenIE-4 +9.98% +8.64% +9.39% +19.59%
MinIE +23.67% -1.75% +12.48% +21.28%
OpenIE-5 +4.99% +4.22% +4.60% +9.02%
RnnOIE -14.98% +0.88% -8.30% -14.13%

Table 15.30.: Improvements in precision, recall, F1 and AUC on the OIE2016 bench-
mark when using our reference TS implementation DisSim as a pre-processing step.

include for example Stanford Open IE (+25.00%), MinIE (+23.67%) and ClausIE
(+16.98%), while the latter comprises systems such as Stanford Open IE (+27.20%),
ReVerb (+19.06%) and PropS (16.89%) (for details, see Section 15.3.2.2).

Analogous to Table 15.22, Table 15.31 reports a number of descriptive statistics
on the relations extracted from the sentences included in the OIE2016 benchmark.
The only difference is that this time we used our proposed TS approach as a pre-
processing step to split the source sentences into a set of syntactically simplified
propositions before applying the Open IE baseline systems to extract the relational
tuples contained in the input.

The figures show that when operating on the simplified sentences, the average num-
ber of tuples extracted from the source sentences slightly increases (+3.08%). In
particular, it can be seen that those systems that tend to overproduce relational or
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System #E #E/S %Enon-
redundant

#S<1E avg. triple length
(s, p, o)

coverage

ReVerb 5,142 1.61 98.74% 428 9.75
(2.15, 2.51, 5.09)

0.46

Ollie 7,109 2.22 98.02% 334 9.23
(2.25, 2.80, 4.19)

0.35

ClausIE 11,647 3.64 94.14% 40 10.50
(2.44, 1.66, 6.40)

0.71

Stanford
Open IE

21,256 6.64 85.78% 245 7.46
(1.55, 1.93, 3.98)

0.36

PropS 10,464 3.27 99.68% 20 10.21
(2.87, 1.04, 6.30)

0.66

OpenIE-4 8,705 2.72 98.98% 71 10.87
(2.60, 1.79, 6.48)

0.57

MinIE 10,865 3.40 97.24% 83 8.25
(1.95, 2.67, 3.63)

0.53

OpenIE-5 9,970 3.12 98.55% 80 10.44
(2.54, 1.82, 6.08)

0.55

RnnOIE 9,881 3.09 99.02% 10 10.59
(2.45, 1.89, 6.25)

0.60

Average 10,559.89 3.30 96.68% 145.67 9.70
(2.31, 2.01, 5.38)

0.53

Table 15.31.: Descriptive statistics on the relations extracted from the 3,200 sen-
tences of the OIE2016 corpus when using our reference TS implementation DisSim
as a pre-processing step. We report scores for a number of basic statistics, in-
cluding the total number of relational tuples extracted from the input (#E); the
average number of facts extracted per source sentence (#E/S); the percentage of
non-redundant extractions (%Enon-redundant); the number of sentences from which
not even one fact is extracted (#S<1E); the average length of the extracted rela-
tional tuples on the basis of the average number of tokens included in the phrases in
subject, predicate and object position; and the percentage of tokens from the input
that are contained in at least one of the extracted relational tuples (coverage).

argument phrases, such as Ollie (-13.58%), ClausIE (-16.49%) or MinIE (-23.35%),
tend to return less extractions, whereas the remaining approaches are likely to ex-
tract a higher number of tuples as compared to when running directly on the com-
plex input sentences. On average, the number of facts extracted per source sentence
marginally increases (+3.12%), while at the same time the number of sentences from
which no tuple is extracted significantly drops (-20.69%). The average triple length,
too, slightly decreases by one token. It is particularly noticeable that ReVerb,
which was shown to be very conservative in its extractions, tends to produce tuples
that are longer by more than two tokens on average. In contrast, PropS returns re-
lations that are significantly shorter (-38.75%), indicating that a comparatively high
amount of information that is contained in its high-arity relations when using the
original complex input sentences are dropped. In addition, the overall coverage rate

221



15. Results and Discussion

declines by 19.70%, suggesting that when extracting relations from the pre-processed
sentences some information included in the source is lost. Noteworthy in this respect
is that ReVerb is the only approach that achieves a higher coverage of the input
(+9.52%), while Ollie (-40.68%), OpenIE-4 (-25.97%) and PropS (-23.26%) suffer
from a particularly large decline regarding the fraction of input tokens included in
the extracted relational tuples.

System unary binary ternary quaternary ≥ quaternary
ReVerb — 66% 23% 8% 4%
Ollie — 100% — — —
ClausIE 5% 77% 13% 4% 1%
Stanford Open IE — 100% — — —
PropS 13% 50% 23% 9% 5%
OpenIE-4 12% 55% 24% 7% 2%
MinIE 5% 75% 13% 5% 2%
OpenIE-5 10% 58% 22% 7% 3%
RnnOIE 11% 58% 25% 5% 1%

Table 15.32.: Distribution of the arity of the relations extracted from the 3,200 sen-
tences of the OIE2016 dataset when using our reference TS implementation DisSim
as a pre-processing step.

Table 15.32 provides an overview of the arity of the extracted relations, when using
our reference TS implementation DisSim as a pre-processing step. The numbers
show that in this case all Open IE systems under consideration output n-ary extrac-
tions (n > 2), aside from Ollie and Stanford Open IE, which still solely extract
binary relations. For the remaining systems, we observe that about a third of the
extracted relational tuples consist of at least three arguments.

CaRB To support our findings from the previous section, we replicated our analysis
on the customized version of the CaRB benchmark. Using its evaluation methodol-
ogy in combination with the ground truth relations from the OIE2016 benchmark
(see Section 14.3.3.1), we investigated the impact of applying our proposed TS ap-
proach as a pre-processing step to split complex input sentences into a set of syn-
tactically simplified propositions. Figure 15.14 illustrates the outcome.
As before, it depicts the PR curves of the Open IE baseline systems that have been
executed on the CaRB benchmark both as a stand-alone system (dashed lines) (for
details, see Section 15.3.1.1), and within our TS-Open IE pipeline, where they act
as the relation extraction component after the transformation stage (solid lines).
The systems’ overall precision, recall, F1 and AUC scores when operating on top
of the simplified sentences are listed in Table 15.33. The corresponding improve-
ments achieved in comparison to their stand-alone counterparts are displayed in
Table 15.34.
Though the order of the tested Open IE systems slightly changes with respect to
each evaluation metric, the overall trend is similar to what could already be ob-
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Figure 15.14.: Comparative analysis of the performance of state-of-the-art Open IE
systems on the customized CaRB benchmark with (solid lines) and without (dashed
lines) sentence splitting as a pre-processing step.

System Precision Recall F1 AUC
ReVerb 0.500 0.305 0.379 0.160
Ollie 0.432 0.281 0.341 0.134
ClausIE 0.336 0.433 0.379 0.168
Stanford Open IE 0.154 0.240 0.188 0.136
PropS 0.342 0.380 0.360 0.158
OpenIE-4 0.478 0.454 0.466 0.250
MinIE 0.323 0.316 0.319 0.120
OpenIE-5 0.426 0.443 0.434 0.215
RnnOIE 0.421 0.498 0.456 0.216

Table 15.33.: Precision, recall, F1 (at maximum F1 point) and AUC of a variety
of state-of-the-art Open IE approaches on the CaRB benchmark when applying
our reference TS implementation DisSim as a pre-processing step and using the
gold tuples from the OIE2016 dataset in combination with the improved evaluation
metrics from the CaRB framework.

served on the OIE2016 benchmark in the previous section. As shown in Table 15.34,
all approaches under consideration gain both in F1 and AUC, except for ClausIE
(+0.80%, -2.33%), OpenIE-5 (-3.34%, -1.38%) and RnnOIE (-10.24%, -21.17%).
What stands out is that, as before, Stanford Open IE (+24.50% and +33.33%) and
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System Precision Recall F1 AUC
ReVerb -11.82% +29.79% +14.16% +11.11%
Ollie +19.01% +1.81% +8.60% +3.08%
ClausIE +11.63% -13.75% +0.80% -2.33%
Stanford Open IE +23.20% +26.32% +24.50% +33.33%
PropS +5.56% +0.53% +3.15% +3.27%
OpenIE-4 +3.02% +9.13% +6.15% +16.82%
MinIE +31.84% +4.29% +17.71% +33.33%
OpenIE-5 -4.27% -2.42% -3.34% -1.38%
RnnOIE -11.92% -8.29% -10.24% -21.17%

Table 15.34.: Improvements in precision, recall, F1 and AUC scores on the CaRB
benchmark when applying our reference TS implementation DisSim as a pre-
processing step and using the gold tuples from the OIE2016 dataset in combination
with the improved evaluation metrics from the CaRB framework.

MinIE (17.71% and 33.33%) are among the systems that profit most from simplifying
the structure of the input sentences.

Moreover, in contrast to the results obtained on the OIE2016 benchmark, Ollie now
benefits from applying our TS approach as a pre-processing step with regard to all
four metrics (+19.01%, +1.81%, +8.60%, +3.08%). This is likely due to the lexical
matching function used in OIE2016 not penalizing extractions for misidentifying
parts of an argument phrase in the relation slot, therefore already assigning high
precision scores to the stand-alone version of Ollie. CaRB’s matching function,
however, utilizes a tuple match that punishes such a misplacement. Since Ollie is
particularly prone to extracting overgenerated predicates (see Section 15.3.1.3), it
greatly benefits from the split sentences, as they prevent it from producing overly
long relational phrases, which leads to a sharp rise in precision by 19.01%. The same
applies to MinIE, explaining its high boost in precision (+31.84%). Conversely,
OpenIE-5 shows a slight decline in all four metrics (-4.27%, -2.42%, -3.34%, -1.38%)
when running on the syntactically simplified sentences instead of the raw complex
input data.

Furthermore, ClausIE shows a comparatively larger drop in recall (-13.74%), result-
ing in a marginally lower AUC score (-2.33%) as compared to when operating on
the raw source sentences. This result can be explained by CaRB’s scoring function.
Although the CaRB framework aims for atomic relational tuples that represent a
minimal semantic unit each, it uses a multi-match approach for measuring a sys-
tem’s recall in order to avoid penalizing it too severely if it puts information from
multiple gold tuples into a single extraction. Therefore, CaRB’s matching function
is likely to yield a relatively high recall when operating on the original data, upon
which ClausIE tends to produce overly long argument phrases through combining
and rearranging phrasal elements of the input (see Section 15.3.1.3). When instead
applying our TS approach as a pre-processing step, there is a risk that some of the
information contained in the source sentences is lost throughout the transformation
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process, resulting in a decreased recall. Though, the split sentences greatly help in
generating indivisible argument phrases.

Summary The automatic comparative evaluation conducted on a set of state-of-
the-art Open IE baseline systems demonstrated the effectiveness of using our pro-
posed discourse-aware TS approach as a pre-processing step. We showed that 78%
(OIE2016 benchmark) and 67% (CaRB benchmark) of the tested approaches benefit
(in terms of an improved F1 and AUC score) from splitting complex sentences into
a set of minimal propositions with a more regular syntax, upon which the relation
extraction step is then performed.

15.3.2.2. Qualitative Analysis of the Extracted Relations

Figures 15.16 to 15.23 illustrate the outputs produced by the Open IE baselines on
the example sentence from Section 15.3.1.3, when using as input the set of syntacti-
cally simplified sentences from Figure 15.15, which were generated by our proposed
discourse-aware TS approach. For all Open IE systems, we see that a substantial pro-
portion of the extracted relational tuples are enriched with contextual information.
In all cases, this supplementary information is correctly assigned to the extraction
to which it refers. In the following, we will discuss the effects of applying our TS
approach as a pre-processing step in more detail, together with its implications on
the systems’ overall precision and recall scores.86

DisSim:
(1) #1 0 He nominated Sonia Sotomayor.
(1a) S:PURPOSE This was to replace David Souter.
(1b) S:TEMPORAL This was on May 26, 2009.

(2) #2 0 She was confirmed.
(2a) S:TEMPORAL This was on August 6, 2009.

(3) #3 0 She was becoming the first Supreme Court Justice of
Hispanic descent.

Figure 15.15.: Simplified output generated by our reference TS implementation Dis-
Sim on the following example sentence: “He nominated Sonia Sotomayor on May
26, 2009 to replace David Souter; she was confirmed on August 6, 2009, becoming
the first Supreme Court Justice of Hispanic descent.”

ReVerb When acting as a stand-alone system, ReVerb achieves a particularly
high precision of the extracted relational tuples, though at the cost of a compar-
atively low recall rate. The reason for this is that ReVerb tends to make very
conservative choices in the extraction process, leading to the lowest number of out-
put relations with the shortest average triple length (see Table 15.22). However,
when using our TS approach as a pre-processing step, ReVerb succeeds in extract-
ing a larger number of relations from the input sentences with an increased average

86We refer here to the precision and recall scores achieved on the OIE2016 benchmark.
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triple length, resulting in an improved recall score. Figure 15.16 supports these find-
ings. It shows that ReVerb now detects all the relations contained in the input,
whereas before, when operating on the original sentence, it was only able to identify
the two main relations of the source, without any additional contextual information
(see Figure 15.8). Still, overall precision slightly decreases, most likely due to errors
that were introduced during the transformation stage, leading to incorrectly split
sentences.
ReVerb (with pre-processing):
(1) #1 0 He; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; was confirmed;
(2a) S:TEMPORAL on August 6 , 2009

(3) #3 0 she; was becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.16.: Relations extracted by ReVerb when using our reference TS imple-
mentation DisSim as a pre-processing step.

Ollie Regarding recall and precision, Ollie’s performance does not change signif-
icantly whether or not applying our proposed TS approach as a pre-processing step.
Using our reference implementation DisSim, it slightly improves in precision, while
losing somewhat in recall. However, as the output in Figure 15.17 illustrates, the
simplified sentence structure helps in solving Ollie’s main problem: overgenerated
predicates. When operating on the split sentences, the number of quasi-redundant
extractions which stem from Ollie’s focus on performing a great many of phrasal
permutations for generating the relational phrases of its extractions, is dramatically
reduced. Instead of rearranging phrasal components in the relational phrases in var-
ious ways (see Figure 15.7), they are now appended to the extracted tuples in the
form of additional contextual information.
Ollie (with pre-processing):
(1) #1 0 he; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; was becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.17.: Relations extracted by Ollie when using our reference TS implemen-
tation DisSim as a pre-processing step.

ClausIE ClausIE primarily benefits from a push in precision, while its recall slightly
drops. As we see in Figure 15.18, this is no surprise. The syntactically simplified
sentences prevent ClausIE from generating argument phrases by simply combining
phrasal elements from the input in various different orders. In that way, its main
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problem - overly long argument phrases that subsume other self-contained facts
(see Figure 15.5) - is resolved. Rather, ClausIE is likely to output arguments that
represent an indivisible component in terms of a minimal semantic unit when acting
on the split sentences provided by our TS approach.

ClausIE (with pre-processing):
(1) #1 0 he; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter.
(1b) S:TEMPORAL on May 26, 2009.

(2) #2 0 she; was confirmed;
(2a) S:TEMPORAL on August 6, 2009.

(3) #3 0 she; was becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.18.: Relations extracted by ClausIE when using our reference TS imple-
mentation DisSim as a pre-processing step.

Stanford Open IE Of all tested systems, Stanford Open IE shows the highest
increase in both precision and recall. While it still tends to overproduce argu-
ment phrases by adding, deleting and restructuring optional phrasal complements
- thereby generating a large number of redundant extractions -, it profits from the
simplified sentences by enriching its extractions with contextual information (see
e.g., (2) and (2a) in Figure 15.19), leading to a higher recall of its output. As Figure
15.19 shows, Stanford Open IE is now even able to detect relations that have not
been identified before (see Figure 15.6) when operating on the raw input sentences
((1), (1a) and (1b) in Figure 15.19). At the same time, the inaccurate extraction
〈she; was confirmed; becoming〉 is eliminated from the output.

Stanford Open IE (with pre-processing):
(1) #1 0 he; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; was; confirmed
(2a) S:TEMPORAL on August 6 , 2009

(3) #3 0 she; was becoming; first Supreme Court Justice

(4) #4 0 she; was becoming; first Supreme Court Justice of
Hispanic descent

(5) #5 0 she; was becoming; Supreme Court Justice

(6) #6 0 she; was becoming; Supreme Court Justice of Hispanic
descent

Figure 15.19.: Relations extracted by Stanford Open IE when using our reference
TS implementation DisSim as a pre-processing step.
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PropS PropS profits from a clear boost in recall when operating upon the struc-
turally simplified sentences. This can be explained by PropS’s tendency to incorpo-
rate relations in the argument slot of a superordinate extraction (e.g., 〈she; becoming;
the first Supreme Court Justice of Hispanic descent〉 in (2) in Figure 15.11) when
acting on the raw input sentences. In contrast, the split sentences encourage the
extraction of a separate relational tuple for such cases (see (3) in Figure 15.20).
Moreover, while PropS is likely to produce a large number of n-ary relations when
given the original complex sentences as input, it generates an output where addi-
tional arguments are preferably expressed in contextual arguments that are attached
to the respective parent relation (e.g., (1a) and (1b) in Figure 15.20) when applying
our TS approach as a pre-processing step.
PropS (with pre-processing):
(1) #1 0 He; nominated; Sonia Sotomayor
(1a) S:PURPOSE replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; confirmed;
(2a) S:TEMPORAL on August 6 , 2009

(3) #3 0 she; becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.20.: Relations extracted by PropS when using our reference TS implemen-
tation DisSim as a pre-processing step.

OpenIE-4 and OpenIE-5 OpenIE-4 and OpenIE-5 both benefit from the syntac-
tically simplified sentences in terms of recall and precision. Although they already
achieve a relatively high recall rate when operating on the original complex input
sentences, they still tend to miss some of the contextual information contained in
them (see Figure 15.9), which they are able to detect when given the simplified sen-
tences as input (e.g., (1a) and (1b) in Figure 15.21), leading to an increased recall
score.
OpenIE-4 (with pre-processing):
(1) #1 0 he; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter.
(1b) S:TEMPORAL on May 26, 2009.

(2) #2 0 she; was; confirmed
(2a) S:TEMPORAL on August 6, 2009.

(3) #3 0 she; was becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.21.: Relations extracted by OpenIE-4 when using our reference TS imple-
mentation DisSim as a pre-processing step.

MinIE When using our TS approach as a pre-processing step, MinIE achieves a
notable growth in precision, while losing somewhat in recall. This is due to the fact
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that, similar to Ollie, when operating on the original data, it is prone to producing
overgenerated predicates (see Figure 15.10), a problem that vanishes when taking
the simplified sentences as input. Rather than incorporating and permuting phrasal
complements in the relational phrases, MinIE then adds them to the extracted tuples
as supplementary contextual information, resulting in a set of extractions that is
much smaller, but at the same time much more precise (see Figure 15.22).

MinIE (with pre-processing):
(1) #1 0 He; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; was confirmed;
(2a) S:TEMPORAL on August 6 , 2009

(3) #3 0 she; was becoming the first Supreme Court Justice of;
Hispanic descent

Figure 15.22.: Relations extracted by MinIE when using our reference TS implemen-
tation DisSim as a pre-processing step.

RnnOIE RnnOIE is the only Open IE system under consideration that is clearly
adversely affected by applying our TS approach as a pre-processing step. Its pre-
cision considerably drops by almost 15%, whereas there is a slight increase by less
than 1% in recall. This might be due to the fact that RnnOIE was explicitly trained
on the OIE2016 dataset and is therefore tailored to its specific features. Accordingly,
the splitting errors introduced by our reference TS implementation DisSim have a
particularly strong negative impact on its performance, leading to a sharp decrease
in the precision of its extracted tuples. Figure 15.23 illustrates the output produced
by RnnOIE when operating on the simplified sentences.

RnnOIE (with pre-processing):
(1) #1 0 He; nominated; Sonia Sotomayor
(1a) S:PURPOSE to replace David Souter
(1b) S:TEMPORAL on May 26 , 2009

(2) #2 0 she; confirmed;
(2a) S:TEMPORAL on August 6 , 2009

(3) #3 0 she; becoming; the first Supreme Court Justice of
Hispanic descent

Figure 15.23.: Relations extracted by RnnOIE when using our reference TS imple-
mentation DisSim as a pre-processing step.

In general, we note that in many cases, the specific characteristics of the Open IE
systems with regard to the type and boundaries of both the relational and argument
phrases dissipate when operating on the simplified sentences. For instance, the
overgenerated predicates that can be frequently observed in the output of Ollie
and MinIE disappear, as well as ClausIE’s overly long argument phrases. Only
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Stanford Open IE still shows a strong tendency towards overproducing argument
phrases. Hence, we conclude that by applying our discourse-aware TS approach as
a pre-processing step, our TS-Open IE pipeline is capable of correcting erroneous
extractions, as indicated by the improved overall precision. Moreover, the higher
recall scores indicate that the split sentences substantially facilitate the extraction
of the relations contained in the input.

15.3.2.3. Analysis of the Lightweight Semantic Representation of Relational
Tuples

In Section 12, we presented a novel formal semantic representation for Open IE that
allows for a canonical context-preserving representation of relational tuples. In the
following, we will briefly examine its main properties in the light of the experiments
outlined above.

Simplistic Canonical Predicate-Argument Structure The minimal propositions
generated by our TS approach not only reduce the complexity of the relation ex-
traction step in the Open IE task, but also lead to a canonical predicate-argument
structure of the extracted relational tuples.

Reduced complexity of the relation extraction step The formal semantic repre-
sentation for relational tuples that we propose is primarily aimed at complex
input sentences. Using our TS approach from Chapter II, they are first split
into a set of minimal semantic units, where each proposition represents a sepa-
rate fact. In that way, complex polypredicative constructions are transformed
into monopredicative units and trimmed down to their essential constituents,
i.e. elements that are also part of their clause types. In addition, a specified set
of phrasal units is extracted (see Section 4.1). Thus, long nested structures are
broken up and transformed into a normalized subject-verb-object structure (or
simple variants thereof, see Table 4.1). Consequently, the 1-to-n problem when
extracting predicate-argument tuples from complex sentences is scaled down
to a 1-to-1 predicate mapping problem, where exactly one relational tuple is
generated from each simplified sentence. Thus, the complexity of the relation
extraction step is reduced. Beyond that, shortening each simplified sentence
to its core components further minimizes the complexity of this task, ensuring
that overly specific argument phrases that subsume other self-contained facts
are prevented from being generated.

According to the human analyses presented in Section 15.1.2.1, we succeed
in splitting complex source sentences into a fine-grained output of simplified
sentences that are to a large extent syntactically well-formed and preserve the
meaning of the input. In particular, we achieve an average score of 1.45 for
the “simplicity” dimension on the three TS corpora. This result is close to the
maximum score of 2, which indicates that a given output sentence presents
an atomic semantic unit. Accordingly, we conclude that our approach largely
succeeds in decomposing complex input sentences into minimal propositions
with a simplistic canonical structure that can be leveraged by downstream
Open IE approaches.
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As demonstrated by the empirical findings described in Section 15.3.2.1, the
fine-grained representation of sentences in the form of atomic semantic units is
easier to analyze for state-of-the-art Open IE approaches, resulting in a higher
precision and recall of the extracted relational tuples with regard to six out
of the nine tested systems (see Tables 15.30 and 15.34). Consequently, when
operating on the simplified sentences, Open IE frameworks are more likely to
return correct relational tuples and less prone to miss information from the
source sentence in the extracted tuples.

Canonical predicate-argument structure The minimal propositions that present a
simplistic canonical structure inherently lead to a normalized representation of
the relational tuples extracted by an Open IE system. Each simplified sentence
results in a canonical (mostly) binary87 predicate-argument structure that is
enriched with contextual information in order to avoid producing an isolated
set of relational tuples that are hard to interpret (for details, see below).

When operating on the original complex input sentences, the characteristics
of the output extracted by state-of-the-art Open IE systems vary widely. As
outlined in the manual analysis in Section 15.3.1.3, there is no standardized
output scheme among the different approaches. While some of the frameworks
are limited to the extraction of binary relations, others output n-ary relations
(typically without establishing a semantic connection between associated tu-
ples). Moreover, many Open IE systems tend to produce a large number of
quasi-redundant extractions. This is due to the fact that they are prone to
overgenerate predicate and argument phrases by adding, deleting and restruc-
turing phrasal complements. The resulting output often not only is redundant
but also presents overly specific predicates, as well as overly long argument
units, generally hurting the performance of downstream applications (Gash-
teovski et al., 2017).

As the analysis in Section 15.3.2.2 reveals, the semantic representation that
we propose normalizes the extracted relational tuples by reducing the predicate
and argument slots to their essential components, while additional information
can be found in associated context tuples. In that way, overgenerated predicate
and argument slots, as well as (quasi-)redundant extractions are prevented
for the most part, resulting in a simplistic unified canonical representation of
relational tuples.

Contextual Information Previous work in the area of Open IE has mainly focused
on the extraction of isolated relational tuples, resulting in a loose arrangement of

87For better clarity, we appended relations that result from simple contexts as additional argu-
ments to their respective parent tuples, resulting in n-ary relations with n > 2 in Table 15.32, as
illustrated in the following example:
• core tuple: 〈Albert Einstein; won; the Nobel Prize〉
• context tuple: 〈This; was; in 1921 〉

Core and context tuple are merged into the following ternary tuple: 〈Albert Einstein; won; the
Nobel Prize, in 1921 〉. Note that in their original representation, both tuples represent binary
relations, though. Thus, according to the findings presented in Table 15.32, the overwhelming
majority of the extractions represent binary predicate-argument structures, while only 7% of the
extracted relational tuples are unary.
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tuples that lack important contextual information. To preserve the coherence of
the extracted predicate-argument structures, the semantic representation that we
propose extends the shallow semantic representation of state-of-the-art Open IE
approaches by incorporating their semantic context. For this purpose, it captures
intra-sentential rhetorical structures and hierarchical relationships between the re-
lational tuples.

Contextual hierarchy To avoid producing a set of disconnected extractions, the
proposed semantic representation specifies a hierarchical order between the
extracted relations. For this purpose, it distinguishes different levels of context.
Each tuple is assigned to a contextual layer – the lower the allotted layer, the
more relevant is the information contained in it. In that way, related tuples are
linked to one another, thus establishing a contextual hierarchy between them.
According to the results presented in Section 15.2.1.1, our approach succeeds
in assigning the correct hierarchical relationship between a pair of propositions
in almost 90% of the cases.

The lower part of Figure 15.24 illustrates an example. Tuples (6) and (8) are
assigned to contextual layer 0, i.e. the lowest level of context. Accordingly,
they depict the key information of the source sentence. Tuples (7), (9), (10)
and (11), in contrast, are each allocated to context level 1, which means that
they provide additional information about their respective parent tuple. This
type of information can easily be exploited for example in downstream text
summarization applications. In order to reduce the content of a given docu-
ment to its core information, such approaches need only focus on the relations
of the lowest contextual layers, containing the main information of the input.

Semantically typed relational tuples In addition to setting up a contextual hier-
archy between the extracted relational tuples, the proposed semantic represen-
tation for Open IE supports the extraction of further meta information that
determines how the tuples are semantically interconnected. For this purpose, it
applies a selected set of rhetorical relations that link associated tuples. In that
way, it allows for the representation of semantically typed relational tuples.
Thus, the semantic context of the extracted tuples is preserved. The com-
parative analysis with the annotations contained in the RST-DT in Section
15.2.1.2 shows that we reach an average precision of 70% for the classification
of the rhetorical relations that hold between a pair of propositions.

As depicted in Figure 15.24, OpenIE-4’s default representation returns a dis-
connected set of predicate-argument structures. Our novel representation, in
contrast, enriches the output with contextual information in terms of rhetorical
relations. In that way, the extracted relations are put into a logical structure
in the form of semantically typed relational tuples that preserve the semantic
context of the extractions, resulting in a more informative and coherent output
which is easier to interpret.
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OpenIE-4’s default representation:
(1) A fluoroscopic study; known; as an upper gastrointestinal series
(2) the usage of barium; lead; to increased post operative
complications
(3) volvulus; is suspected;
(4) non water soluble contrast; is; mandatory
(5) the usage of barium; can impede; surgical revision

OpenIE-4’s output when using our novel semantic representation:
(6) #1 0 A fluoroscopic study; is typically; the next step in
management
(6a) L:ELABORATION #2
(6b) L:CONTRAST #3

(7) #2 1 This fluoroscopic study; is known; as an upper
gastrointestinal series

(8) #3 0 non water soluble contrast; is; mandatory
(8a) L:CONTRAST #1
(8b) L:CONDITION #6
(8c) L:BACKGROUND #4
(8d) L:BACKGROUND #5

(9) #4 1 The usage of barium; can impede; surgical revision
(9a) L:LIST #5

(10) #5 1 The usage of barium; can lead; to increased post
operative complications
(10a) L:LIST #4

(11) #6 1 Volvulus; is suspected;

Figure 15.24.: Comparison of the output generated by OpenIE-4 when using its
default representation and when using our proposed formal semantic representation.

15.4. Sentence Splitting Corpus

In the following, we report the results of both the automatic evaluation and the
manual analysis performed on the sample of pairs of aligned complex source and
simplified target propositions from our sentence splitting corpus MinWikiSplit.

15.4.1. Automatic Metrics

The results from the automatic evaluation, carried out on a random sample of 1,000
sentence pairs from MinWikiSplit, are provided in Table 15.35.

The figures demonstrate that on average our proposed sentence splitting corpus
contains four simplified target sentences per complex source sentence, with every
target proposition consisting of 12 tokens. Moreover, no input is simply copied to
the output, but rather split into at least two smaller components. Both the high
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#T/S #S/C %SAME LDSC SAMSA SAMSAabl

Complex source 30.75 1.18 100 0.00 0.36 0.94
Simplified target 12.12 3.84 0.00 17.73 0.40 0.48

Table 15.35.: Results of the automatic evaluation procedure on a random sample of
1,000 sentences from MinWikiSplit. We report scores for a number of descriptive
statistics, including the average sentence length of the simplified target sentences in
terms of the average number of tokens per output sentence (#T/S) and the average
number of simplified output sentences per complex input (#S/C). Furthermore, in
order to assess conservatism, we measure the percentage of sentences that are copied
from the source without performing any simplification operation (%SAME) and the
averaged word-based Levenshtein distance from the input (LDSC). In addition, we
report the average SAMSA and SAMSAabl scores of both the complex source and
the simplified target sentences in our sample from the MinWikiSplit corpus.

averaged Levenshtein distance of almost 18 and the SAMSA score (0.40) confirm
previous findings. According to Sulem et al. (2018b), the latter is highly correlated
with structural simplicity and grammaticality, indicating that the output sentences
contained in our corpus are grammatically sound and present a simpler syntax than
the input. With 0.48, we reach a decent score for the simplified target sentences with
regard to SAMSAabl, too, which has a high correlation with meaning preservation
(Sulem et al., 2018b).

15.4.2. Manual Analysis

The results of the human evaluation are displayed in Table 15.36. The inter-
annotator agreement was computed using Cohen’s quadratic weighted κ (Cohen,
1968). The obtained rates were 0.24, 0.25 and 0.75 for grammaticality, meaning
preservation and structural simplicity, respectively, indicating a fair to substantial
agreement between the annotators. System scores were calculated by averaging over
the annotators’ scores and the 300 randomly sampled sentences.

Grammaticality 4.36
Meaning preservation 4.10
Structural simplicity 1.43

Table 15.36.: Averaged human evaluation ratings on a random sample of 300
complex-simple sentence pairs from MinWikiSplit. Grammaticality, meaning
preservation and structural simplicity are measured using a 1 (very bad) to 5 (very
good) scale. A -2 to 2 scale is used for scoring the structural simplicity of the output
relative to the input sentence.

The scores show that we succeed in producing simplified target sequences that reach
a high level of grammatical correctness and almost always perfectly preserve the
original meaning of the input. The third dimension under consideration, struc-
tural simplicity, which captures the degree of minimality in the simplified sentences,
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scores high values, too. However, we observed some room for improvement here.
Consequently, in the future, we plan to implement stricter heuristics for sorting out
output sequences that still mix multiple semantically unrelated propositions in order
to ensure that each simplified target proposition represents an atomic semantic unit.
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16. Summary and Contributions

This thesis contributes to the areas of TS and Open IE by critically analyzing existing
approaches and proposing a new discourse-aware TS approach, as well as an Open
IE framework that leverages its simplified output. In this section, we look back on
the main contributions of each chapter.

16.1. Chapter I

Having defined the problem and the associated research questions and hypotheses
to be addressed in this work (Section 1), Chapter I presents two comprehensive
surveys of the state of the art in TS (Section 2.1) and Open IE (Section 2.3). In
this context, six important research gaps are identified:

(TS-1) State-of-the-art TS approaches largely ignore the task of sentence splitting.

(TS-2) In the field of TS, there is little research on dealing with discourse-related
issues caused by the rewriting transformations.

(TS-3) Current syntactic TS approaches follow a very conservative approach in that
they tend to retain the input rather than transforming it.

(Open IE-1) Relations often span over long nested structures or are presented in a
non-canonical form that cannot be easily captured by a small set of extraction
patterns. Therefore, such relations are commonly missed by state-of-the-art
Open IE approaches.

(Open IE-2) Current Open IE systems tend to extract relational tuples with long
argument phrases that mix multiple, potentially semantically unrelated propo-
sitions, posing a challenge for downstream applications.

(Open IE-3) Most state-of-the-art Open IE approaches lack the expressiveness
needed to properly represent complex assertions, resulting in incomplete, un-
informative or incoherent extractions that have no meaningful interpretation
or miss critical information asserted in the input sentence.

Associated to this chapter is the publication Niklaus et al. (2018).

16.2. Chapter II

Based on the research gaps identified in Section 1.3,Chapter II presents a discourse-
aware TS approach that focuses on the task of sentence splitting and thus the type
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of rewriting operation that has been ignored to a large extent in the TS research
so far (TS-1). The goal of our proposed framework is to break down sentences
with a complex syntax into a set of minimal propositions, i.e. a sequence of sound,
self-contained utterances, with each of them presenting a single event that cannot
be further decomposed into meaningful propositions. For this purpose, we manually
define a small set of 35 linguistically principled transformation rules that decom-
pose clausal and phrasal elements from a given source sentence and turn them into
stand-alone sentences that present a simplified structure. In that way, we aim to
overcome the conservatism exhibited by state-of-the-art syntactic TS approaches,
i.e. their tendency to retain the input rather than transforming it into a simplified
output (TS-3).

However, when splitting complex input sentences into a sequence of self-contained
propositions without preserving their semantic context, our approach is prone to end
up with a set of incoherent utterances which lack important contextual information
that is needed for a proper interpretation of the output. Hence, such isolated propo-
sitions easily mislead to incorrect reasoning in downstream Open IE applications.
To address this challenge, we develop a novel contextual representation that puts a
semantic layer on top of the simplified sentences by establishing a semantic hierarchy
between them (TS-2). For this purpose, we first distinguish between sentence parts
that provide key information (“core sentences”) and those that contribute only some
piece of background information (“contextual sentences”). In this manner, we set
up a contextual hierarchy between the decomposed utterances. In a second step, we
then identify the semantic relationship that holds between a pair of split sentences,
using a cue phrase mapping.

In that way, we generate a fine-grained representation of complex assertions in the
form of hierarchically ordered and semantically interconnected sentences. The sim-
plified propositions present a simple and more regular structure which is easier to
process for downstream Open IE applications.

This framework is evaluated within our reference TS implementation DisSim (see
Chapter IV). Associated publications to this chapter are Niklaus et al. (2019b,a)
and Niklaus et al. (2019c).

16.3. Chapter III

In Chapter III, we take advantage of the semantic hierarchy of simplified sentences
generated by our discourse-aware TS approach, using it as a pre-processing step for
extracting semantically typed relational tuples from complex assertions. We present
a method that allows state-of-the-art Open IE systems to leverage the fine-grained
representation of complex sentences in the form of hierarchically ordered and seman-
tically interconnected propositions for facilitating the extraction of relational tuples
(Open IE-1 and Open IE-2) and to enrich their output with semantic information
(Open IE-3) (Section 11.1), based on the following two hypotheses:

(1) We assume that shorter sentences with a more regular structure are easier to
process and analyze for downstream Open IE applications. Hence, we expect
to improve the performance of state-of-the-art Open IE systems in terms of the

240



16. Summary and Contributions

precision and recall of the extracted relational tuples when operating on the
simplified sentences instead of dealing with the raw complex source sentences.

(2) We hypothesize that the semantic hierarchy generated by our discourse-aware
TS approach can be leveraged to extract relations within the semantic context
in which they occur. By enriching the output of state-of-the-art Open IE
systems with additional meta information, we intend to create a novel context-
preserving representation for the task of Open IE (Section 12). It aims to
extend the shallow semantic representation of current approaches by capturing
intra-sentential rhetorical structures and hierarchical relationships between the
extracted relational tuples, thus producing an output that preserves important
contextual information.

In addition, we present an Open IE reference system, Graphene, which implements
a relation extraction pattern upon the semantic hierarchy of minimal propositions
(Section 11.2).

The publications associated to this chapter are Cetto et al. (2018b); Niklaus et al.
(2016) and Cetto et al. (2018a).

16.4. Chapter IV

In Chapter IV, we analyze the performance of our proposed discourse-aware TS
approach with regard to the following two subtasks:

(1) splitting complex assertions into a set of minimal propositions (Section 15.1),
and

(2) establishing a semantic hierarchy between the decomposed utterances (Section
15.2).

To assess the former, we conduct both thorough manual analyses and automatic eval-
uations across three widely used TS corpora. The results provide sufficient evidence
that our TS approach succeeds in transforming sentences that present a complex
syntax into a sequence of simplified sentences that are grammatically sound, repre-
sent atomic semantic units and have the same meaning as the corresponding original
sentences. To examine the second subtask, we carry out an automatic comparative
evaluation on the RST-DT dataset, which is complemented by an extensive man-
ual analysis. Again, the experiments provide sufficient corroboration evidence to
support the hypothesis that our framework is able to set up a semantic hierarchy
between the split sentences in the form of hierarchically ordered and semantically
interconnected sentences.

In addition, we assess the merits of our TS approach in augmenting the coverage and
accuracy of the relational tuples extracted from complex input sentences in down-
stream Open IE applications (Section 15.3.2). The evaluation results demonstrate
that the majority of Open IE approaches benefits in terms of AUC and F1 when
leveraging the fine-grained representation of complex assertions in the form of min-
imal propositions that present a canonical structure. Furthermore, we evaluate the
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performance of our reference Open IE implementation Graphene through a compar-
ative analysis with a number of state-of-the-art Open IE baseline systems (Section
15.3.1). The results reveal that with an average precision of 78.5%, it succeeds in
extracting highly accurate tuples at a high recall rate of 63.8%.

Finally, we outline to what extent the semantic hierarchy of minimal propositions
generated by our discourse-aware TS approach can be leveraged to transform the
shallow semantic representation of state-of-the-art Open IE systems into a novel
canonical context-preserving representation of relational tuples.

Associated publications to this chapter are Niklaus et al. (2019b) and Cetto et al.
(2018b).

16.5. Chapter V

In addition to summarizing the main contributions of each chapter, Chapter V
revisits the research questions and associated hypotheses raised in the introductory
part of this work (see Section 1.4). Under the perspective of the evaluation from the
previous chapter, we draw the relevant conclusions (Section 17). Finally, we propose
future research directions (Section 18).
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We analysed the performance of our proposed discourse-aware TS approach both
intrinsically (see Section 17.1) and extrinsically (see Section 17.2), focusing on two
research questions from which we derived seven hypotheses in total. In the fol-
lowing, we will revisit them and draw the relevant conclusions, on the basis of the
experiments carried out and associated results from Chapter IV.

17.1. Semantic Hierarchy of Minimal Propositions

Research Question 1:

Is it possible to transform sentences that present a complex linguistic
structure into a semantic hierarchy of minimal, self-contained proposi-
tions?

17.1.1. Subtask 1: Splitting into Minimal Propositions

The main goal of our TS approach is to transform sentences that present a complex
syntax into a set of simplified sentences with a canonical structure, while preserving
the meaning of the input. Accordingly, the transformation process that we propose
must ensure that the resulting output sentences have the following three properties:

(i) syntactic correctness,

(ii) minimality and

(iii) semantic correctness.

Below, we will discuss the performance of our TS approach with regard to the above
criteria under the perspective of the evaluations that we performed.

17.1.1.1. Hypothesis 1.1: Syntactic Correctness

A complex sentence C can be transformed into a sequence of simplified
sentences T1, . . . , Tn, n >= 2, such that each simple sentence Ti is gram-
matically sound.

Experimental support To assess the syntactic correctness of the generated simpli-
fied sentences, we performed both a thorough manual analysis and an auto-
matic evaluation across three TS datasets from two different domains, Wiki-
pedia articles and newswire texts. In a comparative analysis, we examined the



17. Discussion and Conclusions

output produced by our reference TS implementation DisSim in contrast to
the simplifications generated by several state-of-the-art TS baseline systems
that have a strong focus on syntactic transformations through explicitly mod-
elling splitting operations. In this context, we calculated the SAMSA scores of
the simplifications produced by the TS systems under consideration. SAMSA
is a recently proposed metric targeted at automatically measuring the syntactic
complexity of sentences that was shown to highly correlate with human judg-
ments on grammaticality. Moreover, to investigate the quality of the simplified
output in more depth, we performed a manual analysis where pairs of complex
source and simplified output sentences were rated by two in-house non-native,
but fluent English speakers according to the criterion of grammaticality, using
a Likert scale that ranged from 1 to 5. The detailed guidelines can be found
in Table 14.1. To gain insight in what aspects of the simplification process are
the most challenging for our proposed approach, we also performed a manual
error analysis, thus figuring out the main sources of errors that led to simpli-
fied sentences that were not grammatically sound. Finally, we examined the
accuracy of the specified transformation rules in terms of the percentage of
input sentences that were correctly split into syntactically simplified output
sentences.

Interpretation The comparative analysis we conducted revealed that our TS ap-
proach outperformed the state of the art in structural TS in generating sim-
plified sentences that were grammatically sound. The framework we propose
achieved the highest scores on all three TS corpora on the SAMSA metric
(0.67, 0.57, 0.54), indicating that the output we produced presented a high
level of syntactic correctness. This result was further supported by the hu-
man annotation ratings on the grammaticality dimension, where our reference
implementation DisSim (4.36) followed closely behind the YATS (4.40) and
RegenT (4.64) systems. In fact, these two approaches were shown to act
rather conservatively, performing only a small number of simplification opera-
tions (see Section 17.1.1.2). Therefore, they were much less prone to produce
grammatically incorrect output, though at the cost of making less changes and
ending up with output sentences that were still relatively complex. In contrast,
our proposed TS approach was much less reluctant in splitting the input (see
Section 17.1.1.2), while still generating simplifications that achieved a compar-
atively high level of syntactic correctness, as measured by the grammaticality
score in the human evaluation. Moreover, the results of the manual analysis
that we performed showed that, on average, correct simplification transfor-
mations were carried out in 81.1% of the cases, resulting in output sentences
that were grammatically sound. Not each type of error that we identified to
commonly occur during the simplification process of our framework (see Sec-
tion 15.1.2.2) directly affected the syntactic correctness of the output. Still,
three of them had an impact on the grammaticality of the generated simplified
sentences, including morphological errors (16%), wrong split points (7%) and
wrong order of the syntactic elements in the output (2%). However, these
error classes only made up for about a quarter of the erroneous simplifications
we found in our sample.
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Conclusion Thus, to sum up, above findings suggest that our TS approach succeeds
in splitting complex input sentences into simplified propositions that are to a
large extent grammatically sound.

17.1.1.2. Hypothesis 1.2: Minimality

A complex sentence C can be transformed into a sequence of simplified
sentences T1, . . . , Tn, n >= 2, such that each simple sentence Ti presents
a minimal semantic unit, i.e. it cannot be further decomposed into mean-
ingful propositions.

Experimental support To gauge the minimality property of the simplified sentences
generated by our TS approach, we again calculated a number of automatic
metrics and carried out a human evaluation. In these studies, the same set
of TS corpora and baseline systems were used as before. In a first step, we
determined a number of descriptive statistics that allowed conclusions about
the simplicity of the output sentences. These included the average length of
the simplified sentences, the average number of simplified output sentences
per complex input, the percentage of sentences that were copied verbatim
from the source without performing any simplification operation and the aver-
aged word-based Levenshtein distance from the source. These scores provided
evidence for how reluctant the underlying system was in splitting the input
into simplified sentences. Next, we made use of the SAMSA score again, as
it was shown to highly correlate with human judgments on structural sim-
plicity, too. Moreover, analogous to the human evaluation from the previous
section, we had two judges rate pairs of complex source and simplified output
sentences based on their structural simplicity. In addition, we examined the
frequency distribution of rule triggerings for each syntactic construct that is
addressed by our TS approach, providing insights regarding the coverage of the
specified rules with respect to the syntactic phenomena involved in complex
sentence constructions. This problem was investigated more closely by manu-
ally checking the overall ratio of the simplification rules being fired whenever
the corresponding clausal or phrasal construct was present in a given input
sentence. Finally, the error analysis we conducted yielded further information
on the extent to which our TS framework succeeded in splitting complex input
sentences into minimal propositions.

Interpretation According to our experiments, the TS approach that we propose
tends to extensively split the source sentences into simplified propositions.
The descriptive statistics we calculated demonstrated that our reference im-
plementation DisSim reached the highest splitting rate (100%) among the TS
systems under consideration. In addition, it not only returned by a large mar-
gin the highest number of structurally simplified sentences per source (2.82),
but also the shortest sentences of all tested systems (11.01 tokens). These find-
ings were confirmed by a comparatively high word-based Levenshtein distance
from the input (11.90). As pointed out in Section 17.1.1.1, the framework we
propose achieved the highest scores on all three TS corpora on the SAMSA
metric (0.67, 0.57, 0.54), which was shown to not only highly correlate with
human judgments on the syntactic correctness of the simplified sentences, but
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also on their structural simplicity. Therefore, we can conclude that our ap-
proach succeeded in converting the input into an output that was much simpler
than the original sentences. The human evaluation conveyed further evidence
that our proposed TS framework generated sentences that reached a high level
of syntactic simplicity, outperforming all the baseline approaches by a large
margin of at least 0.44 points. Furthermore, the frequency distribution of the
transformation patterns that were triggered by our framework during the sim-
plification process demonstrated that less than 30% of the 35 manually defined
grammar rules accounted for about 75% of the rule applications, suggesting
that the specified transformation patterns covered the majority of syntactic
phenomena that are involved in complex sentence constructions. In combina-
tion with the descriptive statistics presented above and the human ratings from
Section 15.1.2.1, which revealed that our reference TS implementation gener-
ated the shortest output sentences on average, while considerably reducing
their syntactic complexity and preserving most of the information contained
in the input, we deduce that our proposed structural TS approach largely suc-
ceeded in splitting complex source sentences into a sequence of atomic semantic
units that presented a simplified syntax. This finding was also supported by
the manual analysis of the transformation patterns that we carried out. It
showed that with an average rate of more than 80% for the syntactic phenom-
ena under consideration, the overall ratio of the simplification rules being fired
whenever the corresponding clausal or phrasal construct was present in the
given input sentence was very high. Finally, our manual error analysis demon-
strated that only 17% of the erroneous simplifications could be attributed to
additional parts that were included by mistake in a simplified proposition, i.e.
they contained some optional constituents that could be discarded without
leading to an incoherent or semantically meaningless output and therefore did
not represent a minimal semantic unit.

Conclusion Based on the experiments we performed and the associated results, we
can conclude that our proposed TS framework largely succeeds in splitting
complex source sentences into a set of simplified output sentences. According
to above findings, it manages to considerably reduce the syntactic complexity
of the input. In fact, we were able to show that an overwhelming majority of
output propositions are limited to essential components, representing minimal
propositions in terms of atomic semantic units.

17.1.1.3. Hypothesis 1.3: Semantic Correctness

A complex sentence C can be transformed into a sequence of output sen-
tences T1, . . . , Tn, n >= 2, such that the output sentences T1, . . . , Tn con-
vey all and only the information contained in the input.

Experimental support To examine the semantic correctness of the simplified sen-
tences, we replicated the manual analysis for assessing the quality of the gen-
erated output based on human ratings of two judges. This time, the focus
was on the question of whether the output preserves the meaning of the in-
put. Furthermore, we calculated a variant of the SAMSA score, SAMSAabl,
which presents a high correlation with human judgments on the dimension
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of meaning preservation. In addition, we conducted a manual error analysis
which allowed conclusions to be drawn regarding the semantic correctness of
the simplified output.

Interpretation Analogous to the findings of the human evaluation presented in Sec-
tion 17.1.1.1, the YATS (4.60) and RegenT (4.56) baselines slightly outper-
formed our proposed TS approach (4.50) in the meaning preservation ratings.
However, this can be attributed again to their comparatively high reluctance
in simplifying the input, which ensured that they were less prone to produce
an output that obfuscated or altered the original meaning of the source sen-
tences. The SAMSAabl score, which was shown to present a high correlation
with human ratings on meaning preservation, conveyed further evidence that
our reference TS implementation DisSim splits the input into a simplified
output that has largely the same meaning as the original sentences. In fact,
our framework came no later than a close second (0.84, 0.84, 0.84) among the
tested TS systems. Finally, the manual error analysis we performed identified
two types of errors that frequently occurred in the transformation process, re-
sulting in a change or disguise of the meaning of the input. These error classes
included parts of a sentence that were missing in the simplified output (33%),
as well as wrong referents that were assigned to an extracted span (24%).

Conclusion The results from our evaluation indicate that the rephrasings performed
by our TS approach preserve most of the information contained in the input,
resulting in sequences of simplified sentences that largely have the same mean-
ing as the original sentences.

17.1.1.4. Summary

The evaluation we conducted provides sufficient corroboration evidence to support
hypothesis 1.1, hypothesis 1.2 and hypothesis 1.3. Thus, we can deduce that our pro-
posed discourse-aware TS approach succeeds in transforming sentences that present
a complex linguistic structure into a sequence of simplified sentences that, to a large
extent,

(i) are grammatically well-formed,
(ii) represent minimal propositions and
(iii) preserve the meaning of the input.

17.1.2. Subtask 2: Establishing a Semantic Hierarchy

The aim of the second subtask of our discourse-aware TS approach is to set up a
semantic hierarchy between the split sentences. In this context, the transformation
process we propose needs to establish a contextual hierarchy between the decom-
posed spans (constituency type classification), as well as to identify the semantic
relationship that holds between each pair of split sentences (rhetorical relation iden-
tification). Hence, in the following sections, we will analyze the performance of our
TS framework in transforming complex sentences into hierarchically ordered and
semantically interconnected simplified sentences in the light of the evaluation we
conducted.
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17.1.2.1. Hypothesis 1.4: Contextual Hierarchy

For each pair of structurally simplified sentences Ti and Tj, it is pos-
sible to set up a contextual hierarchy between them, distinguishing core
sentences that contain the key information of the input from contextual
sentences that disclose less relevant, supplementary information.

Experimental support To assess the precision of the constituency type classification
step, we first mapped the simplified sentences that were generated in the sen-
tence splitting subtask to the EDUs of the RST-DT corpus and then checked
if the hierarchy of the contextual layers assigned by our TS framework corre-
sponded to the nuclearity of the aligned text fragments of the RST-DT. In
addition, we compared the performance of our TS approach with that of a set of
widely used sentence-level discourse parsers on the nuclearity labeling task. To
get a deeper insight into the accuracy of the contextual hierarchy established
by our framework, we complemented the automatic evaluation described above
by a manual analysis in which three human judges independently of each other
assessed each decomposed sentence according to the following three criteria:
(i) limitation to core information, (ii) soundness of the contextual proposition
and (iii) correctness of the context allocation (for details, see Section 14.2.2).

Interpretation According to our experiments, the hierarchical relationship that was
allocated between a pair of simplified sentences by our reference TS imple-
mentation DisSim corresponded to the nuclearity status of the aligned EDUs
from the RST-DT in 88.88% of the matched sentence pairs. Thus, in the vast
majority of the cases, the hierarchy of the contextual layers assigned by our
TS approach was correct. These findings were supported by our human evalu-
ation, which revealed that 93% of the context sentences were assigned to their
respective parent sentence. In addition, in more than two out of three cases,
the annotators marked the propositions that were classified as core sentences
by our framework as correct, thus approving that they had a meaningful in-
terpretation and that their content was truly restricted to core information
of the underlying source sentence. Finally, regarding the soundness of the
context propositions, as many as 83% presented proper contextual sentences,
expressing a meaningful context fact that was asserted by the input and could
be properly interpreted. The comparative analysis with the discourse parser
baselines, too, demonstrated the superb performance of our TS approach when
it came to the task of distinguishing between nucleus and satellite spans. The
evaluation results showed that our framework outperformed the baseline sys-
tems by a large margin of 13.7% at a minimum.

Conclusion Hence, the scores from both the automatic and the manual evaluation
indicate that our TS framework shows a very good performance in establishing
a contextual hierarchy between the split sentences by first distinguishing core
sentences that contain the main information of the input from contextual sen-
tences, whose content discloses less relevant background information, and then
allocating each contextual proposition to its corresponding parent sentence.
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17.1.2.2. Hypothesis 1.5: Coherence Structure

For each pair of structurally simplified sentences Ti and Tj, it is possible
to preserve the coherence structure of complex sentences in the simplified
output by identifying and classifying the semantic relationship that holds
between two decomposed spans.

Experimental support To gauge the performance of the rhetorical relation identifi-
cation step, we examined for each matching sentence pair whether the rhetori-
cal relation assigned by our reference TS implementation DisSim equated the
relation that connected the corresponding EDUs in the RST-DT dataset. Fur-
thermore, we determined the distribution of the relation types allocated by
our TS approach when operating on the input sentences of the RST-DT and
compared it to the distribution of the manually annotated rhetorical relations
of this corpus. Moreover, we analyzed the performance of our TS framework
on the relation labeling task in comparison to a number of discourse parser
baselines. Finally, we also carried out a manual analysis in which three human
annotators had to estimate whether the semantic relationship that connected
a given contextual sentence to its parent was correct.

Interpretation The results from our automatic evaluation showed a decent perfor-
mance of our proposed TS approach with regard to the rhetorical relation
identification step. With an average precision of almost 70%, our framework
succeeded in correctly identifying and classifying the rhetorical relation that
held between a pair of split sentences in more than two out of three cases
when run over the sentences from the RST-DT. Moreover, it again surpassed
all the discourse parser baselines under consideration by at least 3.4%. Further-
more, the distribution of the rhetorical relations that were identified by our TS
framework DisSim on the source sentences of the RST-DT corpus were very
similar to that of the manually annotated gold relations, suggesting that our
approach performed well in accurately labeling the semantic relationships of
the decomposed sentences. Finally, our human evaluation revealed that more
than two-thirds of the sentence pairs were classified with the correct rhetorical
relation. Only 7% of them were assigned an improper relation. However, in
nearly a quarter of the cases, our TS approach was not able to identify a se-
mantic relationship between a given pair of sentences. This can be explained
by the fact that for this subtask, our framework follows a rather simplistic
approach that is primarily based on cue phrases, searching for discourse mark-
ers that explicitly signal rhetorical relations. Therefore, it fails to identify a
semantic relationship whenever none of the specified keywords appears in the
underlying input sentence. As a result, our approach provides very precise
results, but has difficulties in identifying relations that can merely be implied.
This is aggravated by the fact that only a small subset of seven rhetorical
relations are covered in our approach, resulting in a lack of completeness.

Conclusion Overall, the results obtained in our experiments for the rhetorical rela-
tion identification step are satisfactory. The scores indicate that our proposed
TS approach is able to determine the correct semantic relationship between a
given pair of sentences in more than two out of three cases on average, result-
ing in a coherent output where the utterances are semantically connected and,
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thus, present a logical structure that facilitates their correct interpretation.
However, we observed some room for improvement here, in particular with
respect to the semantic relationships that are not explicitly expressed in the
input text in the form of cue phrases.

17.1.2.3. Summary

The evaluation provides sufficient corroboration evidence to support hypothesis 1.4
and hypothesis 1.5. Hence, we can conclude that our proposed discourse-aware TS
approach not only succeeds in transforming syntactically complex sentences into a
set of simplified propositions, but also to establish a semantic hierarchy between
them, generating a fine-grained representation of complex assertions in the form of

(i) hierarchically ordered and

(ii) semantically interconnected sentences.

17.2. Semantically Typed Relational Tuples

Research Question 2:

Does the generated output in the form of a semantic hierarchy of minimal,
self-contained propositions support machine processing in terms of Open
IE applications?

17.2.1. Subtask 3: Extracting Relations and their Arguments

In an extrinsic evaluation of our discourse-aware TS framework, we investigated
how the performance of state-of-the-art Open IE systems is affected when taking
advantage of the semantic hierarchy of minimal propositions generated by our TS
approach. For this purpose, we integrated our TS framework into existing Open IE
systems as a pre-processing step for extracting semantically typed relational tuples
from complex input sentences. Assuming that the fine-grained representation of
complex assertions in the form of hierarchically ordered and semantically intercon-
nected sentences with a simplified syntax improves the coverage and accuracy of the
extracted tuples and supports the creation of a novel canonical context-preserving
representation of relational tuples, we have examined two hypotheses, as detailed
below.

17.2.1.1. Hypothesis 2.1: Coverage and Accuracy

The minimal, self-contained propositions generated by our proposed TS
approach improve the performance of state-of-the-art Open IE systems
in terms of precision and recall.
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Experimental support In a first step, we measured if the performance of state-of-
the-art Open IE approaches was improved in terms of recall and precision of
the extracted relational tuples when operating on the split sentences instead
of dealing directly with the raw source sentences. For this purpose, we per-
formed a comparative analysis that examined the output of nine existing Open
IE approaches on two recently proposed benchmarks. To evaluate the impact
of sentence splitting on the coverage and accuracy of the relational tuples
extracted by them, we compared their performance when directly operating
on the raw input data with their performance when our reference TS imple-
mentation DisSim was used as a pre-processing step to split complex source
sentences into a set of syntactically simplified sentences with a more regular
structure. To complement the automatic evaluation described above, we con-
ducted a manual qualitative analysis of the extracted relational tuples in order
to determine whether the particular deficiencies of the tested Open IE systems
could be eliminated when taking advantage of the structurally simplified sen-
tences. Aside from assessing the merits of our discourse-aware TS approach in
augmenting the coverage and accuracy of the relational tuples extracted from
complex input sentences in downstream Open IE applications, we evaluated
the performance of our reference Open IE implementation Graphene through
a comparative analysis with the same set of state-of-the-art Open IE baseline
systems.

Interpretation I The results achieved in the automatic comparative evaluation con-
ducted over a set of state-of-the-art Open IE systems demonstrated the effec-
tiveness of using our proposed discourse-aware TS approach as a pre-processing
step to improve the coverage and accuracy of the extracted relational tuples.
We showed that 78% (OIE2016 benchmark) and 67% (CaRB benchmark) of
the tested approaches benefit in terms of AUC and F1 from splitting complex
sentences into a set of minimal propositions with a canonical syntax, upon
which the relation extraction step is then performed. Regarding the OIE2016
benchmark, the highest improvement in AUC was achieved by ReVerb, yield-
ing a +39.19% increase over the output produced when acting as a stand-alone
system, while Stanford Open IE was the system with the largest gain in F1
(+25.49%). Considering the CaRB benchmark, an increase of up to +33.33%
in AUC and +24.50% in F1, respectively, could be noted. When analyzing
by hand the effects of applying our TS approach as a pre-processing step, we
noted that in many cases the specific characteristics of the Open IE systems
with regard to the type and boundaries of both the relational and argument
phrases dissipated when operating on the simplified sentences. For instance,
the overgenerated predicates that could be frequently observed in the output
of Ollie and MinIE disappeared, as well as ClausIE’s overly long argument
phrases.

Conclusion I Hence, we conclude that by applying our discourse-aware TS frame-
work as a pre-processing step, Open IE systems are capable of correcting er-
roneous extractions, as indicated by the improved overall precision. Moreover,
the higher recall scores indicate that the split sentences substantially facilitate
the extraction of the relations contained in the input.

Interpretation II In addition, the analysis we performed on the OIE2016 bench-
mark revealed that with an average precision of 78.5%, our reference Open IE
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implementation Graphene succeeded in extracting highly accurate relational
tuples at a high recall rate of 63.8%. Of all the Open IE systems under consid-
eration, ReVerb (83.6%) was the only approach that outperformed Graphene
in terms of precision, though at the cost of a low recall score of only 44.6%.
With regard to recall, RnnOIE (79.9%) was the best-performing system, set-
ting the bar very high. Although Graphene did not achieve this target value,
it was able to compete with the other high-precision Open IE systems. Re-
garding the other two Open IE benchmarks, CaRB and WiRe57, the overall
trend was similar.

Conclusion II Thus, the results suggest that when dealing with sentences that
present a simple and regular structure, a single relation extraction pattern
is sufficient for extracting tuples with a high precision and recall.

17.2.1.2. Hypothesis 2.2: Canonical Context-Preserving Representation of
Relational Tuples

The semantic hierarchy of minimal propositions generated by our discourse-
aware TS approach

(a) reduces the complexity of the relation extraction step, resulting in a
simplistic canonical predicate-argument structure of the output, and

(b) allows for the enrichment of extracted relational tuples with impor-
tant contextual information that supports their interpretability.

Experimental support In a second step, we assessed the merits of our proposed
discourse-aware TS approach in supporting the extraction of semantically
typed relational tuples from complex assertions in downstream Open IE appli-
cations. We examined whether the semantic hierarchy of simplified sentences
can be leveraged to transform the shallow semantic representation of state-of-
the-art Open IE approaches into a canonical context-preserving representation
of relational tuples. For this purpose, we analyzed the core characteristics of
the resulting representation in the light of the experiments outlined above.
The aim was to determine to what extent the semantic hierarchy of minimal
propositions supports both the extraction of simplistic canonical predicate-
argument structures from complex source sentences, and the enrichment of
the extracted relational tuples with additional meta information to produce
an output that preserves important contextual information.

Interpretation We detailed that the semantic hierarchy of minimal propositions
benefits the extraction of canonical context-preserving predicate-argu-
ment structures for the task of Open IE. Representing normalized monopred-
icative units, the simplified sentences reduce the complexity of the relation
extraction step and inherently support the extraction of canonical predicate-
argument structures. Thus, a standardized output scheme is created, where
each simplified sentence results in a normalized (mostly) binary predicate-
argument structure, in which both the predicate and the argument slots are
reduced to their essential components. In that way, the generation of overly
specific predicate and argument phrases, as well as (quasi-)redundant extrac-
tions is prevented.
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Moreover, we argued that the semantic hierarchy can be leveraged to incorpo-
rate important contextual information of the extracted relational tuples, thus
extending the shallow semantic representation of state-of-the-art Open IE sys-
tems. We pointed out that the semantic hierarchy supports the specification
of a hierarchical order between the extracted relational tuples, as it enables to
distinguish between different levels of context - the lower the allotted layer, the
more relevant is the information contained in it. In addition, we delineated
that the semantic hierarchy generated by our discourse-aware TS approach
can be used to enrich the output of Open IE approaches with contextual in-
formation in terms of rhetorical relations, allowing for the representation of
semantically typed relational tuples. Thus, the extracted relations are put into
a logical structure that preserves the semantic context of the extractions, re-
sulting in an output that is more informative and coherent, and thus easier to
interpret.

Conclusion Hence, we conclude that the semantic hierarchy of minimal propositions
generated by our discourse-aware TS approach can be leveraged to transform
the shallow semantic representation of existing Open IE systems into a canoni-
cal context-preserving representation of relational tuples. The proposed repre-
sentation allows for a simplistic unified representation of predicate-argument
structures that can easily be enriched with contextual information in terms
of intra-sentential rhetorical structures and hierarchical relationships between
the extracted tuples, resulting in a set of interrelated semantically typed tuples
that preserve the coherence of the output.

17.2.2. Summary

The analyses outlined above provide sufficient corroboration evidence to support
hypothesis 2.1 and hypothesis 2.2. Accordingly, we conclude that the semantic
hierarchy of minimal propositions generated by our discourse-aware TS approach
benefits downstream Open IE applications by

(i) improving their performance in terms of the precision and recall of the ex-
tracted predicate-argument structures, and

(ii) transforming the shallow semantic representation of state-of-the-art systems
into a canonical context-preserving representation of relational tuples.
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18. Limitations and Future Research
Directions

The experimental results for transforming complex sentences into a semantic hi-
erarchy of minimal propositions and leveraging this output for creating a formal
semantic representation have been encouraging, showing the effectiveness of our
proposed method for the three tasks of

(1) splitting complex assertions into a set of minimal propositions,

(2) establishing a semantic hierarchy between the decomposed utterances, and

(3) extracting semantically typed relational tuples.

Important short-term research challenges which became evident during the elabora-
tion of this work are summarized below, opening directions for further research.

The results of the experiments presented in Section 15.2.1.2 showed that our TS
approach was not able to identify a rhetorical relation between a pair of decom-
posed sentences in about a quarter of the cases. This could be attributed to the
fact that the method we propose is primarily based on the detection of cue phrases,
i.e. it searches the source sentences for discourse markers that explicitly signal
rhetorical relations. Consequently, it has difficulties in identifying relations that are
not explicitly stated in the input, but can merely be implied. Another limitation of
the method applied in the rhetorical relation identification step is its restriction to
the determination of the seven most frequently occurring rhetorical relations in the
RST-DT. However, commonly, discourse parsers are evaluated on a much larger set
of 19 classes of rhetorical relations. Thus, in the future, we plan to overcome above
constraints by expanding our proposed TS approach so that implicit relationships
can be recognized, too. In addition, the full set of 19 rhetorical relations that are
usually employed in the area of discourse parsing shall be covered. For this purpose,
we aim to develop a data-driven approach, following recent discourse parsing meth-
ods (e.g., Feng and Hirst (2014), Joty et al. (2015), Liu and Lapata (2017), Lin et al.
(2019)) that use supervised approaches which are based on a rich set of features to
complement the lookup of cue phrases.

Moreover, as of now, our TS framework operates on the level of individual sentences.
Accordingly, it only considers intra-sentential relationships when creating the seman-
tic hierarchy of minimal propositions. A promising future research direction will be
to examine how the approach we propose can be extended to capture inter-sentence
relationships, resulting in a linked proposition tree that covers not only a single
source sentence, but rather a paragraph or even a full document, similar to rhetor-
ical structure trees generated by RST parsers. Including inter-sentential semantic
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relations would allow to consider the wider semantic context of a proposition, be-
yond a single sentence. In that way, a simplified utterance could be embedded in
the context of a whole text, making it possible to draw broader conclusions.

In addition, we aim to extend our proposed discourse-aware TS approach with re-
spect to

(i) other domains: Currently, the application of a lexicalized parser throughout
the process of splitting complex input sentences into a simplified output ties
our TS framework to general-purpose texts, such as newswire and Wikipedia
articles. To expand our approach to cover further important textual areas that
frequently deal with complex assertions, including for example biomedical and
legal texts, additional research needs to be carried out.

(ii) other downstream applications: As of now, we focus on the task of Open IE
as an example of a downstream NLP application that benefits from the fine-
grained representation of complex assertions in the form of a semantic hierar-
chy of minimal propositions. In the future, we plan to examine to what extent
other NLP tasks, such as MT or Text Summarization, may take advantage of
the output generated by our TS approach.

(iii) other languages: To date, the TS framework we propose is limited to English
texts. Prospectively, we intend to port the idea of creating a hierarchical rep-
resentation of semantically-linked minimal propositions to other languages.
However, due to differences in the syntax, parse tree representations and
language-specific phenomena, the specified rules cannot be directly mapped
to a new language. Instead, a careful analysis of the transformation patterns
and their portability to other languages is required to figure out which adap-
tions are necessary to transfer them to languages other than English.

Finally, enriching the extracted relational tuples with further meta information is an-
other promising research avenue. For this purpose, we aim to expand the lightweight
semantic representation for Open IE that we proposed in this thesis. As of now,
it is restricted to capturing inter-proposition rhetorical structures only. However,
this does not allow for a more detailed semantic analysis at the level of individual
propositions to further characterize a single event that is expressed by a relational
tuple. By assigning thematic roles in the style of SRL to the tuples’ arguments,
the informativeness of the extracted relations may be increased. In that way, we
can indicate exactly what semantic relations hold among a predicate and its asso-
ciated arguments. Accordingly, the participants in an event, as well as other event
properties can be further semantically classified, helping to better understand the
exact meaning conveyed in the extracted relational tuples. Thus, we improve the
use of the semantic representation generated by our framework for downstream NLP
applications.
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19. Transformation Patterns

In the following sections, we provide further details on the transformation patterns.

19.1. Execution Order of the Transformation Patterns

The set of linguistically principled transformation rules is executed in the following
order:

1. Rule #1: coordinate clauses

2. Rule #10: non-restrictive relative clauses commencing with the relative pro-
noun “whom”

3. Rule #12: non-restrictive relative clauses commencing with either the rela-
tive pronoun “who” or “which”

4. Rule #9: non-restrictive relative clauses commencing with the relative pro-
noun “where”

5. Rule #8: non-restrictive relative clauses commencing with a preposition
followed by a relative pronoun

6. Rule #11: non-restrictive relative clauses commencing with the relative pro-
noun “whose”

7. Rule #29: restrictive appositive phrases

8. Rule #28: non-restrictive appositive phrases

9. Rule #5: preposed adverbial clauses of purpose introduced by the phrase
“to do”

10. Rule #7: preposed adverbial clauses of purpose introduced by the phrase
“in order to do”

11. Rule #27: non-restrictive preposed participial phrases

12. Rule #3: preposed adverbial clauses

13. Rule #21: coordinate verb phrases

14. Rule #26: non-restrictive postposed participial phrases

15. Rule #6: postposed adverbial clauses of purpose introduced by the phrase
“in order to do”

16. Rule #4: postposed adverbial clauses of purpose introduced by the phrase
“to do”
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17. Rule #18: direct speech with preposed attribution

18. Rule #20: reported speech with preposed attribution

19. Rule #2: postposed adverbial clauses

20. Rule #19: direct speech with postposed attribution

21. Rule #17: reported speech with postposed attribution

22. Rule #24: non-restrictive embedded participial phrases

23. Rule #15: restrictive relative clauses commencing with either the relative
pronoun “who”, “which” or “that”

24. Rule #14: restrictive relative clauses commencing with the relative pronoun
“whose”

25. Rule #16: reduced relative clauses

26. Rule #13: restrictive relative clauses commencing with the relative pronoun
“whom”

27. Rule #30: prepositional phrases that act as complements of verb phrases

28. Rule #25: restrictive postposed participial phrases

29. Rule #34: postposed and embedded adjectival and adverbial phrases offset
by commas

30. Rule #33: preposed adjectival and adverbial phrases offset by commas

31. Rule #35: leading noun phrases

32. Rule #31: preposed prepositional phrases offset by commas

33. Rule #32: postposed and embedded prepositional phrases offset by commas

34. Rule #23: coordinate noun phrase lists in subject position

35. Rule #22: coordinate noun phrase lists in object position

The execution order listed above was empirically determined by examining which
sequence achieved the best simplification results in a qualitative manual analysis
conducted on a development set of 300 sentences from Wikipedia that were sampled
for heterogeneity to ensure that they present a diverse structure (see Section 19.3).

19.2. Parse Tree Representation of Selected
Transformation Rules

For a better understanding, some selected transformation rules, which were detailed
in Section 6, will be illustrated in the form of phrasal parse trees in the following,
including their application to an example sentence.
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19.2.1. Rule #2: Postposed Adverbial Clauses

Figure 19.1 illustrates Rule #2 in the form of a phrasal parse tree. It targets
sentences that contain a postposed adverbial clause. Figure 19.2 shows how an ex-
ample sentence is mapped to this pattern and transformed into a semantic hierarchy
of minimal propositions by breaking up the input into a set of simplified sentences,
setting up a contextual hierarchy between the split components, and identifying the
semantic relationship that holds between them.

Rule: Postposed Adverbial Clauses

Phrasal Pattern:

ROOT

S

z5VP

z4SBAR

S′

VPNP

x

z3

VP*

z2NP′z1

Extraction:

Signal span: x

S′z1 ‖NP′‖z2 ‖z3 ‖z4 ‖z5

Figure 19.1.: Rule for decomposing sentences with postposed adverbial clauses
(Cetto, 2017).

261



19. Transformation Patterns

Example: Sentences with Postposed Adverbial Clauses

Sentence: “Donald Trump was elected over Democratic nominee Hillary Clinton,
although he lost the popular vote.”

Matched Pattern:

ROOT

S

.

.

VP

VP

SBAR

S’

VP

lost the
popular vote

NP

PRP

he

IN

although

,

,

PP

over
Democratic
nominee
Hillary
Clinton

VBN

elected

VBD

was

NP’

Donald Trump

Extraction:

“although” → Contrast

He lost the popular vote.Donald Trump was elected
over Democratic nominee Hillary Clinton.

core core

Figure 19.2.: Example for transforming a sentence with a postposed adverbial clause.
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19.2.2. Rule #12: Non-restrictive Relative Clauses Commencing
with either the Relative Pronoun “who” or “which”

In Figure 19.3, Rule #12 is depicted in the form of a phrasal parse tree. It aims
at splitting sentences that contain a non-restrictive relative clause that begins with
one of the relative pronouns “who” or “which”. An example for the application of
this rule to an input sentence is given in Figure 19.4.

Rule: Non-Restrictive Relative Clauses Starting with “who” or “which”

Phrasal Pattern:

ROOT

S

z2*

NP

z4SBAR

z5S’WHNP

WP|WDT

,z3NP’

z1

Extraction:

Signal span: ∅ → Elaborationnon-defining

NP’ ‖z3 ‖S’ ‖z5 ‖z4.z1 ‖* ‖NP’ ‖z2.

core context

Figure 19.3.: Rule for decomposing sentences containing non-restrictive relative
clauses that begin with one of the relative clauses “who” or “which”.
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Example: Non-Restrictive Relative Clauses Starting with “who” or
“which”

Sentence: “She met her husband, who was completing his doctorate in physics.”

Matched Pattern:

ROOT

S

.

.

VP

NP

SBAR

WHNP

S’

was completing his doctorate in physics

WP

who

,

,

NP’

her husband

VBD

met

NP

PRP

She

Extraction:

∅ → Elaborationnon-defining

Her husband was completing
his doctorate in physics.She met her husband.

core context

Figure 19.4.: Example for splitting and rephrasing a non-restrictive relative clause
starting with the relative pronoun “which”.

19.2.3. Rule #21: Coordinate Verb Phrases

Figure 19.5 represents Rule #21 in the form of a phrasal parse tree, which aims
at decomposing coordinate verb phrases. The example in Figure 19.6 demonstrates
how an input sentence is mapped to this pattern and converted into a semantic
hierarchy of syntactically simplified sentences.
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Rule: Coordinate Verb Phrases

Phrasal Pattern:

ROOT

S

z7VP

z6

z5VPnVP2xVP1z4

z3

VP*

z2NPz1

Extraction:

Signal span: x if n = 2 else ∅

z1 ‖NP ‖z2 ‖z3 ‖z4
‖VPn‖z5 ‖z6 ‖z7

...z1 ‖NP ‖z2 ‖z3 ‖z4
‖VP2‖z5 ‖z6 ‖z7

z1 ‖NP ‖z2 ‖z3 ‖z4
‖VP1‖z5 ‖z6 ‖z7

core core core

Figure 19.5.: Rule for the decomposition of coordinate verb phrases (Cetto, 2017).
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Example: Coordinate Verb Phrases

Sentence: “After Pearlman’s bankruptcy, the company emerged unscathed and was
sold to a Canadian company.”

Matched Pattern:

ROOT

S

.

.

VP

VP

was sold to a
Canadian company

CC

and

VP

emerged
unscathed

NP

the company

,

,

PP

After Pearlman’s
bankruptcy

Extraction:

“and” → List

After Pearlman’s bankruptcy,
the company was sold to
a Canadian company.

After Pearlman’s bankruptcy,
the company emerged unscathed.

core core

Figure 19.6.: Example for transforming a sentence with coordinate verb phrases.

19.2.4. Rule #22: Coordinate Noun Phrase Lists in Object
Position

Figure 19.7 illustrates Rule #22 in the form of a phrasal parse tree, targeting
coordinate noun phrase lists in object positions. Its application to an example
sentence is given in Figure 19.8.
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Rule: Coordinate Noun Phrase Lists in Object Position

Phrasal Pattern:

ROOT

S

z5VP

z4NP′z3

z2NPz1

with NP′ being either:
NP′

zand | or
x

;NPn;NP1:i

optional zero or more optional

or:

NP′

zand | or
x

,NPn
,NP1:i

optional zero or more optional

Extraction:

Signal span: x

z1 ‖NP ‖z2 ‖z3
‖z ‖z4 ‖z5

z1 ‖NP ‖z2 ‖z3
‖NPn‖z4 ‖z5

...z1 ‖NP ‖z2 ‖z3
‖NP1‖z4 ‖z5

z1 ‖NP ‖z2 ‖z3
‖i ‖z4 ‖z5
(if present)

Figure 19.7.: Rule for decomposing coordinate noun phrase lists in object position
(Cetto, 2017).
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Example: Coordinate Noun Phrase Lists in Object Position

Sentence: “Demola Aladekomo is a computer engineer, a technology pioneer, an
entrepreneur and a philanthropist.”

Matched Pattern:

ROOT

S

.

.

VP

NP

NP

a philan-
thropist

CC

and

NP

an entre-
preneur

,

,

NP

a technology
pioneer

,

,

NP

a computer
engineer

VBZ

is

NP

Demola
Aladekomo

Extraction:

“and” → List

Demola
Aladekomo is
a philantropist.

Demola
Aladekomo is

an entrepreneur.

Demola Aladekomo
is a technology

pioneer.

Demola Aladekomo
is a computer

engineer.

core core core core

Figure 19.8.: Example for transforming a sentence with a coordinate noun phrase
list.

19.2.5. Rule #27: Preposed Participial Phrases

In Figure 19.9, Rule #27 is depicted in the form of a phrasal parse tree. It aims at
decomposing sentences containing a preposed participial phrase. Figure 19.10 shows
how it is applied to an example sentence.
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Rule: Sentences with Non-restrictive Preposed Participial Phrases

Phrasal Pattern:

ROOT

S

z4VPz3NPz2

S′

VP

VBG | VBN

x

(PP | ADVP | SBAR)*

z1

Extraction:

S′

wVBNbeenhaving
r ← {has/have} ‖been ‖VBN ‖w

S′

wVBNhaving
r ← {has/have} ‖VBN ‖w

S′

wVBNbeing
r ← {is/are/was/were} ‖VBN ‖w

else: r ← {is/are/was/were} ‖S′

Signal span: x

z1 ‖z2 ‖NP ‖z3 ‖VP ‖z4z1 ‖NP ‖r ‖z4

Figure 19.9.: Rule for decomposing sentences with non-restrictive preposed particip-
ial phrases (Cetto, 2017).
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Example: Sentences with Non-restrictive Preposed Participial Phrases

Sentence: “Before entering politics, Donald Trump was a businessman and a tele-
vision personality.”

Matched Pattern:

ROOT

S

.

.

VP

was a businessman
and a television

personality

NP

Donald Trump

,

,

PP

S

VP

NP

politics

VBG

entering

IN

Before

Extraction:

“Before” → Temporal-After

Donald Trump was a businessman
and a television personality.Donald Trump was entering politics.

context core

Figure 19.10.: Example for transforming a sentence with a non-restrictive preposed
participial phrase.

19.2.6. Rule #35: Lead Noun Phrases

Figure 19.11 illustrates Rule #35 in the form of a phrasal parse tree, which targets
the extraction of leading noun phrases. In Figure 19.12, we show how an example
sentence is mapped to this pattern and turned into a semantic hierarchy of sentences
that present a simplified structure.
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Rule: Lead noun phrases

Phrasal Pattern:

ROOT

S

z2VPz1NP,NP-TMP|NP’

Extraction:

∅ → Temporal

“This” ‖Be ‖NP-TMP|NP’NP ‖z1 ‖VP ‖z2

core context

Figure 19.11.: Rule for the decomposition of sentences with leading noun phrases.

Example: Lead noun phrases

Sentence: “Six days later, NATO took over leadership of the effort.”

Matched Pattern:

ROOT

S

.

.

VP

took over leadership of the effort

NP

NATO

,

,

NP-TMP

Six days later

Extraction:

∅ → Temporal

This was six days later.NATO took over leadership of the effort.

core context

Figure 19.12.: Example for transforming a sentence with a leading noun phrase.
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19.3. Syntactic Diversity of the Wikipedia Sample
Sentences

Table 19.1 shows the total number of occurrences of each linguistic construct from
Table 4.2 in the sample of 300 Wikipedia sentences, demonstrating their syntactic
diversity. To determine those counts, we parsed each sentence using spaCy.88 For
each clausal and phrasal element, we specified a pattern (or set of patterns) based on
dependency tree structures and part-of-speech tags that indicate(s) the respective
linguistic construct (see the right column of Table 19.1). Reported speech constructs
as well as leading noun phrases were manually identified.

Clausal/Phrasal type counts pattern
Clausal disembedding

Coordinate clauses 34 VERB/AUX cc−→CCONJ
Adverbial clauses 125 “advcl”
Relative clauses 95 “relcl”
Reported speech 20 [manual]

Phrasal disembedding
Coordinate verb phrases 129 VERB conj−−→VERB
Coordinate noun phrases 14 NOUN conj−−→NOUN cc−→CCONJ
Participial phrases 93 “acl”
Appositions 132 “appos”
Prepositional phrases 1,128 “pcomp”, “prep”
Adjectival and adverbial phrases 884 “advmod”, “amod”, “acomp”
Lead noun phrases 3 [manual]
Total 2,654

Table 19.1.: Number of occurrences of each linguistic construct from Table 4.2 in
the 300 sampled sentences from Wikipedia.

The relatively large number of occurrences of prepositional and adjectival/adverbial
phrases in our sample (see Table 19.1) can be attributed to the fact that the pat-
terns we defined for detecting them also cover frequently occurring structures that
already present a very simple syntax, such as “Simon wears a red hat.” or “Mr.
Smith remained in Princeton.” To avoid both introducing simplification errors
and generating semantically meaningless propositions, our TS approach does not
aim to simplify such structures, since they are already fairly easy to process in their
current form.89

Table 19.2 displays some statistics on the length of the sentences included in the
dataset. On average, the sample sentences are 34 tokens long. The shortest sentence
contains only 12 tokens, while the longest consists of 53 tokens. With 9 tokens, the
standard deviation is quite high, underpinning the syntactic diversity of the 300
sentences. The corresponding scores for the linguistic constructs are provided in

88https://spacy.io/
89Instead, our approach is limited to the transformation of selected prepositional and adjecti-

val/adverbial phrases, e.g. those that are offset by commas (see Sections 6.2.5 and 6.2.6).
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mean min max median std dev
sentence length 34.17 12 53 34 8.88
# linguistic constructs / sentence 8.78 1 20 8 3.54
# linguistic constructs / sentence * 2.07 0 7 2 1.41

Table 19.2.: Statistics on the sentences of the Wikipedia sample and the linguis-
tic patterns contained in them. (*) without prepositional and adjectival/adverbial
phrases.

Table 19.2, too. When disregarding prepositional and adjectival/adverbial phrases,
each sentence includes two clausal and phrasal elements from Table 19.1.
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20. Identifying Rhetorical Relations

In the following, we provide additional details about the rhetorical relation identifi-
cation subtask.

20.1. Mapping of Cue Phrases to Rhetorical Relations

Table 20.1 lists the full set of cue phrases that serve as lexical features for the
identification of rhetorical relations (see Section 5.2) when establishing the semantic
hierarchy between a pair of split sentences in our discourse-aware TS approach. It
further shows to which rhetorical relation each of them is mapped.

Rhetorical Relation Cue Phrases

Contrast although, but, but now, despite, even though, even
when, except when, however, instead, rather, still,
though, thus, until recently, while, yet

List and, in addition, in addition to, moreover
Disjunction or
Cause largely because, because, since
Result as a result, as a result of
Temporal-After after, and after, next, then
Temporal-Before before, previously
Background as, now, once, when, with, without
Condition if, in case, unless, until
Elaboration more provocatively, even before, for example, fur-

ther, recently, since, since now, so, so far, where,
whereby, whether

Table 20.1.: Mapping of cue phrases to rhetorical relations.

In addition, Spatial and Temporal relationships are identified on the basis of named
entities, while Attribution relations are detected using a pre-defined list of verbs of
reported speech and cognition (Carlson and Marcu, 2001) (see Section 20.2).

Furthermore, in some cases, the type of relationship that is set between two decom-
posed spans is selected based on syntactic information. This applies to the following
rhetorical relations:



20. Identifying Rhetorical Relations

• Purpose (in case of adverbial clauses of purpose, lexicalized on the preposition
“to”),

• Elaboration (in case of appositives, adjectival/adverbial phrases, participial
phrases without an adverbial connector and relative clauses that are not in-
troduced by the relative pronoun “where”),

• Spatial (in case of relative clauses commencing with the relative pronoun
“where”) and

• Temporal (in case of lead noun phrases).

20.2. List of Attribution Verbs

Below, we list the verbs of reported speech and cognition (Carlson and Marcu, 2001)
that trigger the attribution patterns defined in Table 6.5.

comment, have faith in, consider, demand, apprise, report, evince, iden-
tify, enlighten, utter, ruminate, give away, discern, hold, acknowledge,
explain, hypothesize, forbid, shout, theorise, betray, turn down, traverse,
pipe up, cogitate, confide, hope, dispute, notify, conjecture, televise, sig-
nify, read, propose, void, express, perceive, mention, meditate, insist,
presume, judge, compute, speculate, discuss, counter, reveal, contradict,
conceive, proclaim, hypothesise, ascertain, signal, mean, respond, pro-
hibit, signify, weight, urge, repudiate, pronounce, deduce, asseverate,
design, expect, critique, adjudge, enounce, wonder, educate, detect, de-
liberate, confess, rehearse, publish, verbalize, veto, state, suspect, dis-
prove, blur, manifest, disclose, reiterate, avow, slur, disagree, communi-
cate, enunciate, disallow, disclaim, contemplate, reason, brood, imagine,
distinguish, estimate, narrate, surmise, remark, theorize, clarify, study,
disavow, keep back, recollect, display, admit, credit, belie, entertain, ver-
balise, dismiss, argue, think, recite, invalidate, abjure, speak up, feel,
relate, renounce, articulate, assess, instruct, guess, esteem, trust, teach,
speak, ventilate, guess, edify, acquaint, connote, vocalize, question, me-
diate, submit, mark, indicate, iterate, whisper, familiarize, tell, garble,
offer, share, expose, regard, refuse, muse, clue, assert, observe, differ-
entiate, argue against, recount, believe, count, reflect on, affirm, recall,
anticipate, spill, controvert, air, warn, record, suppose, espouse, voice,
declare, announce, exhibit, claim, gather, recognize, describe, influence,
predicate, denote, say, deem, embrace, contest, sense, phrase, allege,
publicise, surmise, ponder, discriminate, refute, agree, divulge, couch,
note, discredit, reject, answer, oppose, advise, infer, bear in mind, re-
peat, intend, allow, mispronounce, reckon, familiarise, vocalise, make
known, reflect, concede, purpose, recognise, recount, disown, broadcast,
deny, let slip, renounce, remember, rationalize, assume, bid, register,
make out, withhold, inform, command, unburden, publicize, recant, or-
der, talk, know, promote, advertise, swear, emphasize, underline, testify,
cite, message, ask
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21. Analysis of the Impact of
Splitting-only Transformations
on SARI

SARI is the arithmetic mean of n-gram precisions and recalls for the TS operations
add, keep and delete. It rewards TS systems for adding n-grams that occur in the
reference simplifications (but not in the input), for keeping n-grams that occur both
in the output and the references, and for not over-deleting n-grams (Alva-Manchego
et al., 2020). TS systems that are limited to sentence splitting operations neither
add nor delete any n-grams from the input (apart from duplicating referring phrases
when splitting, for instance, coordinate verb or noun phrases, or deleting function
words such as relative pronouns when extracting relative clauses). Instead, all input
words are typically kept and decomposed into simplified sentences.

To compute SARI, five sub-scores need to be calculated:

1. precisionadd : The precision of add is typically high in the case of sentence
splitting only, as in most cases no words are added in the simplified output.
In some cases, words from the input are duplicated to reconstruct grammat-
ically sound sentences, e.g. when splitting coordinate verb or noun phrases.
However, no new words are introduced.

2. recalladd : The recall of add depends on the references. The more words and
phrases that do not appear in the input are added in the references, the lower
the system’s score will be, when restricted to sentence splitting transforma-
tions.

3. precisionkeep: The precision of keep depends on the references, too. The fewer
input words and phrases are kept in the references, the worse the system’s score
will be.

4. recallkeep: As we do not delete in the sentence splitting setting, the recall
of keep is typically high. All words that are kept in the references will ap-
pear in the simplified output as well, apart from some function words such as
conjunctions or relative pronouns.

5. precisiondelete: The precision of delete is typically high, since in the case of
splitting-only transformations no deletions are performed.90

Hence, when performing sentence splitting operations only, three out of five sub-
scores will be high a priori and might therefore distort the resulting SARI score.

90Note that SARI does not consider the recall of delete. Instead, for deletion, it only uses
precision because over-deleting hurts readability much more significantly than not deleting (Xu
et al., 2016).
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The sub-scores are better suited to capture various aspects that influence systems’
performance when carrying out lexical simplifications and deletion operations. In
this case, the SARI score better reflects systems’ performance.
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22. Results of the Comparative
Analysis on the Original CaRB
Open Information Extraction
Benchmark

For the sake of completeness, the results of the comparative analysis of our reference
Open IE implementation Graphene and the Open IE baseline systems on the CaRB
benchmark when using its original gold tuples are provided below. The scores were
computed on CaRB’s 641 test sentences, upon which 2,715 (mostly binary) reference
tuples were manually annotated through crowdsourcing.91

Figure 22.1 shows the PR curves of our reference Open IE implementation Graphene
and the various baseline approaches on the CaRB benchmark. The corresponding
precision, recall and F1 scores (at the maximum F1 point), as well as the AUC scores
are listed in Table 22.1.

System Precision Recall F1 AUC
ReVerb 0.777 0.300 0.432 0.253
Ollie 0.524 0.392 0.449 0.264
ClausIE 0.446 0.601 0.512 0.284
Stanford Open IE 0.266 0.287 0.276 0.180
PropS 0.472 0.526 0.497 0.271
OpenIE-4 0.640 0.523 0.575 0.349
MinIE 0.460 0.428 0.443 0.211
OpenIE-5 0.567 0.526 0.545 0.331
RnnOIE 0.547 0.535 0.541 0.327
Graphene 0.623 0.459 0.529 0.306

Table 22.1.: Precision, recall, F1 (at maximum F1 point) and AUC scores of a variety
of state-of-the-art Open IE approaches on the CaRB benchmark when using its
original gold tuples.

The figures reveal that when applying the setting of the original CaRB benchmark,
the ranking of the Open IE systems under consideration changes only slightly. As

91To match predicted extractions to reference tuples, we used the simpleMatch scoring function
implemented in the CaRB framework. In this context, the precision indicates that x1 out of y1
predicted words are contained in the gold reference extractions, while the recall specifies that x2
out of y2 words from the reference can be found in the predicted tuples.
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Figure 22.1.: Comparative analysis of the performance of our reference implementa-
tion Graphene against baseline Open IE systems on the CaRB benchmark using its
original gold tuples.

was the case for both the OIE2016 framework and the customized CaRB benchmark
(see Section 15.3.1.1), ReVerb (77.7%) outperforms all tested systems in terms of
precision, followed by OpenIE-4 (64.0%) and Graphene (62.3%). Once again, with a
precision of only 26.6%, Stanford Open IE extracts the least accurate tuples from the
input sentences. Recall-wise, RnnOIE (53.5%) and ClausIE (60.1%) switch positions
as compared to the modified CaRB benchmark setup from Section 15.3.1.1. With
a rate of 45.9% in recall, Graphene slightly falls behind the other high-precision
systems. However, it is still among the top four approaches with regard to both
F1 (52.9%) and AUC (30.6%), right after RnnOIE (54.1% and 32.7%), OpenIE-5
(54.5% and 33.1%) and OpenIE-4 (57.5% and 34.9%).

Figure 22.2 and Table 22.2 illustrate the results on the CaRB benchmark when
removing from the ground truth all the relations that are not explicitly stated in
the input sentences, but can rather be inferred from it. To narrow down CaRB’s
gold tuples to the extractions that are explicitly expressed in the input, we applied
a simple heuristic that filtered out all the tuples whose relational phrase was not
included verbatim in the source sentence. In that way, the number of reference
extractions was reduced by almost 50% to 1,393.

The PR curves of Graphene and the Open IE baseline systems based on the reduced
set of ground truth extractions are depicted in Figure 22.2, while their precision,
recall, F1 and AUC scores can be found in Table 22.2.
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Figure 22.2.: Comparative analysis of the performance of our reference implementa-
tion Graphene against baseline Open IE systems on the CaRB benchmark using the
reduced set of reference tuples excluding relations that are not explicitly expressed
in the input.

System Precision Recall F1 AUC
ReVerb 0.708 0.449 0.550 0.354
Ollie 0.445 0.447 0.446 0.271
ClausIE 0.320 0.662 0.431 0.253
Stanford Open IE 0.180 0.327 0.232 0.193
PropS 0.337 0.601 0.432 0.241
OpenIE-4 0.507 0.630 0.562 0.335
MinIE 0.313 0.493 0.383 0.189
OpenIE-5 0.431 0.624 0.510 0.310
RnnOIE 0.395 0.656 0.493 0.307
Graphene 0.478 0.561 0.516 0.310

Table 22.2.: Precision, recall, F1 (at maximum F1 point) and AUC scores of a variety
of state-of-the-art Open IE approaches on the CaRB benchmark when using the
reduced set of reference tuples excluding relations that are not explicitly expressed
in the input.
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The results show that when discarding inferred relations from the gold reference,
the overall precision scores drop somewhat. The recall scores, however, increase
by roughly the same degree, suggesting that the majority of the existing Open IE
approaches are not designed for the extraction of relations that are not explicitly
expressed in the input. When restricting the ground truth to the relations that are
stated verbatim in the source sentences, ReVerb outperforms all tested systems in
terms of precision (70.8%), whereas ClausIE surpasses them with regard to recall
(66.2%), and OpenIE-4 beats them when considering the overall F1 score (56.2%).
Surprisingly, ReVerb outperforms all Open IE systems under consideration in terms
of AUC (35.4%), indicating that the conservative choices it makes not only ensure
that the extracted tuples are highly accurate, but also lead to a comprehensive
output given that the ground truth relations are limited to those that are stated
verbatim in the input. As for Graphene, it makes it to third place, both regarding
F1 (51.6%) and AUC (31.0%).
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