
AN OBSERVER FOR PIPELINE FLOW WITH HYDROGEN
BLENDING IN GAS NETWORKS: EXPONENTIAL

SYNCHRONIZATION ∗

MARTIN GUGAT† AND JAN GIESSELMANN ‡

Abstract. We consider a state estimation problem for gas flows in pipeline networks where
hydrogen is blended into the natural gas. The flow is modeled by the quasi-linear isothermal Euler
equations coupled to an advection equation on a graph. The flow through the vertices where the
pipes are connected is governed by algebraic node conditions. The state is approximated by an
observer system that uses nodal measurements. We prove that the state of the observer system
converges to the original system state exponentially fast in the L2-norm if the measurements are
exact. If measurement errors are present we show that the observer state approximates the original
system state up to an error that is proportional to the maximal measurement error. The proof of
the synchronization result uses Lyapunov functions with exponential weights.
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Introduction. Hydrogen is a promising condidate as an energy carrier in a de-
carbonized economy. In order to use existing infrastructure for natural gas transport
hydrogen blending is of interest. We present an observer system for the flow of gas
through networks of pipelines that is governed by the isothermal Euler equations with
an additional conservation law to allow for hydrogen blending. We consider classi-
cal solutions that allow to investigate the isothermal Euler equations in quasilinear
form. At the nodes of the gas pipeline network the solutions for the adjacent pipes
are coupled by algebraic node conditions that require the conservation of mass and
the continuity of the pressure. Moreover, we assume perfect mixing of the blended
hydrogen and natural gas.

We present a nodal observer system for the blended flow through the network
where the coupling to the original system is governed at each vertex v of the graph by
a real parameter µv ∈ [0, 1]. We show that if µv ⩾ 0 is sufficiently small, the observer
system yields an approximation of the full state in the original system where in the
absence of measurement errors the L2-norm of the observer error decays exponentially
fast with time if the C1-norm of the initial state is sufficiently small and generates
a semi-global classical solution. This assumption makes sense since in the operation
of gas pipelines, the velocity of the gas flow is usually quite small compared with the
speed of sound. If there is a pointwise upper bound for the measurement error, the
error in the state estimation obtained from the observer decays exponentially fast up
to the level of the measurement error.

Hence the proposed observer yields a reliable approximation for the complete
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state in the original system exponentially fast. Similarly as in [8] the proof of the
exponential synchronization uses Lyapunov functions with exponential weights.

For semi-linear hyperbolic equations observers based on distributed measurements
have been presented in [4, 5] and for quasi-linear hyperbolic equations in [1, 11] A
boundary observer for semi-linear hyperbolic problems based on the backstepping
method is studied [16]. In [13] an observer for semi-linear hyperbolic equations based
upon nodal measurements is presented. The proofs in [13] are based upon a suitable
observability inequality. The recovery of an unknown initial state using an observer is
studied in [17]. The design of boundary observers for hyperbolic PDEs coupled with
ODEs is studied in [10].

The novelty of our contribution is the construction of an observer for a system
that is governed by networked quasilinear PDEs and uses observations that are given
on isolated points in space only. In addition, we include the effect of measurement
errors in our analysis. Motivated by current discussions in decarbonization, our model
includes the case of blended flow with a small concentration of hydrogen.

This paper has the following structure. In Section 1 we introduce the isothermal
Euler equations with an additional conservation law as a model for hydrogen blending.
In Section 1.1 we present the corresponding Riemann invariants and transform the
system in diagonal form. In Section 2 we present the node conditions that model the
flow of the gas mixture through the junctions in a gas pipeline network. In Section
3, we state the observed system (S), the observer system (R) and the system (Diff)
that is satisfied by the observation error. For our analysis, we use the framework of
semi-global classical solutions that are defined through a fixed point iteration along
the characteristic curves. A well–posedness result is presented in Section 4. It is of a
similar type as the results in [22].

In Section 5 the decay of the L2-error of the observer for the density and the flow
rate of the mixture is studied under smallness assumptions for the initial state. We
show that if there is no measurement error it converges to zero exponentially fast. In
the proof a quadratic L2-Lyapunov function with exponential weights is used. Also
in this analysis, possible measurement error is included. It is shown in the presence
of measurement error the observer error converges exponentially fast to a level that
is of the order of the measurement error. The proof of this statement is based upon
an appropriate version of Gronwall’s Lemma. In Section 6 we show the exponential
decay of the observer error for hydrogen concentration. The result is of a similar
type as in Section 5. Note that in the proof of the result in Section 6 the result from
Section 5 is also used.

1. The isothermal Euler equations. The one-dimensional isothermal Euler
equations are a well-known model for the flow of gas through pipelines, see for example
[2]. A pipeline network corresponds to a finite graph G = (V, E) where V denotes the
set of vertices and E the set of edges. Each pipe of length Le > 0 is parameterized
by the interval [0, Le] and corresponds to an edge e ∈ E. The diameter of the pipe

is denoted by De > 0 and the friction coefficient by λefric > 0. Let θe :=
λe
fric

De . For
the density of the gas mixture that flows through pipe e we use the notation ρ̂e, for
the pressure p̂e and for the mass flow rate q̂e. The isothermal Euler equations are
hyperbolic provided that the pressure p̂ = p(ρ̂) is given as a monotone increasing
function of the density. We assume that this monotonicity is strict. Examples are the
isentropic gas law p(ρ̂) = a(ρ̂)γ with a > 0, γ > 1 and the model of the American Gas
Association (AGA), see [15], p(ρ̂) = Rs T ρ̂

1−α̃ρ̂ where T denotes the temperature, Rs is
the gas constant and α̃ ⩽ 0. For α̃ = 0 the AGA model reduces to the ideal gas law
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p(ρ̂) = Rs T ρ̂. We study a model that is based upon the 2× 2 Euler equations

(1.1)

{
ρ̂et + q̂ex = 0,

q̂et +
(
p̂e + (q̂e)2

ρ̂e

)
x
= − 1

2θ
e q̂

e |q̂e|
ρ̂e

that govern the flow of the mixture through pipe e. Similarly as in [18], let ρe(h) denote
the density of the hydrogen that is blended in the mixture and qe(h) the corresponding

mass flow rate. We assume that qe(h) = W (q̂e, ρ̂e) ρe(h). This means that the veloc-

ity W (q̂e, ρ̂e) of the hydrogen is determined by the flow of the gas mixture. This
assumption is justified if the concentration of the hydrogen is sufficiently low. We
assume that W = q̂e

ρ̂e+γ where γ ∈ [0, ∞). For γ = 0 this means that the velocity of
the hydrogen is equal to the velocity of the gas mixture. A choice of γ > 0 allows
to model a situation where the hydrogen velocity is smaller than the velocity of the
mixture. For all e ∈ E, the conservation of mass yields the additional conservation
law

(1.2) (ρe(h))t + (qe(h))x = 0.

1.1. The system in diagonal form. As stated in [9, Chapter 7.3] for every 2×2
system of hyperbolic conservation laws (for example for (1.1)) we can find a system of
Riemann invariants. Although the extended system (1.1), (1.2) is a 3×3 system, it is
endowed with Riemann invariants that allow to write the system in diagonal form with
the Riemann invariants as new variables. For this purpose we introduce the notation

R̃(ρ) =
∫ ρ
1

√
p′(r)
r dr. We obtain the Riemann invariants R±(ρ̂, q̂) = R̃(ρ̂) ± q̂

ρ̂ and

R0 =
ρ(h)

ρ̂+γ . With the eigenvalues λ± = q̂
ρ̂ ±

√
p′ and λ0 = W (q̂, ρ̂) we can write the

system (1.1), (1.2) in the diagonal form

(1.3)

Re+Re−
Re0


t

+

λ+(Re+, Re−) 0 0
0 λ−(R

e
+, R

e
−) 0

0 0 λ0(R
e
+, R

e
−)

Re+Re−
Re0


x

=

− θe

8 |Re+ −Re−| (Re+ −Re−)
θe

8 |Re+ −Re−| (Re+ −Re−)
0

 .

Here the eigenvalues are represented as functions of the Riemann invariants, e.g.

λe± =
Re+ −Re−

2
±

√
p′
(
R̃−1

(
Re+ +Re−

2

))
.

The case for the AGA model for real gas is presented in detail in [15].

2. The Node Conditions. In our model, the flow through the nodes of the
network is governed by algebraic coupling conditions. For any node v ∈ V let E0(v)
denote the set of edges in the graph that are incident to v. Let xe(v) ∈ {0, Le} denote
the end of the interval [0, Le] that corresponds to the edge e ∈ E0(v). Define

(2.1) n(v, e) :=

 −1 if xe(v) = 0 and e ∈ E0(v),
1 if xe(v) = Le and e ∈ E0(v),
0 if e ̸∈ E0(v).
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The conservation of mass at the interior nodes (i.e. v ∈ V with |E0(v)| ⩾ 2) is
represented by the Kirchhoff condition

(2.2)
∑

e∈E0(v)

n(v, e) (De)2 q̂e(xe(v)) = 0.

As a further coupling condition, we require the continuity of the pressure at v. This
choice leads to well-posed Riemann problems, see [2]. It means that

(2.3) p(ρ̂e(t, xe(v))) = p(ρ̂f (t, xf (v))) for all e, f ∈ E0(v).

Another possible choice is advocated by [23], namely the continuity of enthalpy:

(2.4) F ′(ρe(t, xe(v))) +
(qe(t, xe(v))2

(ρe(t, xe(v))2
= F ′(ρe(t, xf (v))) +

(qf (t, xe(v))2

(ρf (t, xe(v))2

for all e, f ∈ E0(v) where F (ρ) is the pressure potential that is defined by F (ρ) =

ρ
∫ ρ
1
p(r)
r2 dr. In the small velocity limit q

ρ → 0 both (2.3) and (2.4) enforce the conti-

nuity of densities, since p(ρ) and F ′(ρ) are both strictly monotone increasing. Thus
both conditions coincide asymptotically in the low velocity limit.

Now we state the node conditions (2.2), (2.3) in terms of the Riemann invariants
(R+, R−). Similarly as in [13], define the components of the vectors Rvin(t), R

v
out(t) ∈

R|E0(v)| as follows: For e ∈ E0(v) we set

(2.5) Rein(t, x
e(v)) :=

{
Re−(t, x

e(v)) if xe(v) = 0 and e ∈ E0(v),
Re+(t, x

e(v)) if xe(v) = Le and e ∈ E0(v).

(2.6) Reout(t, x
e(v)) :=

{
Re+(t, x

e(v)) if xe(v) = 0 and e ∈ E0(v),
Re−(t, x

e(v)) if xe(v) = Le and e ∈ E0(v).

For v ∈ V and e ∈ E0(v) with |E0(v)| ⩾ 2 define ωv :=
2∑

f∈E0(v)(D
f )2

and

Kv,e
σ (R+, R−, t) = −Rein(t, xe(v)) + ωv

∑
g∈E0(v)

(Dg)2Rgin(t, x
g(v)).

For the convenience of the reader we state the following lemma from [13]:

Lemma 2.1. For any node v ∈ V with |E0(v)| ⩾ 2 and e ∈ E0(v) the node con-
ditions (2.2), (2.3) can be written in terms of the vectors Rvin(t), R

v
out(t) as

(2.7) Reout(t, x
e(v)) = Kv,e

σ (R+, R−, t).

The proof of Lemma 2.1 is given in [13].
To complete our model, we also impose a coupling condition for the hydrogen

flow. The conservation of mass requires the Kirchhoff condition

(2.8)
∑

e∈E0(v)

n(v, e) (De)2 qe(h)(t, x
e(v)) = 0.

For v ∈ V and t ⩾ 0 define the set

Ein(v, t) = {e ∈ E0(v) : n(v, e)λ0(R
e
+(t, xe(v)), R

e
−(t, xe(v))) ⩾ 0}
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and require for all e ∈ E0(v) with e ̸∈ Ein(v, t) the perfect mixing condition (see
[6], [7])

(2.9) ρe(h)(t, x
e(v)) =

∑
f∈Ein(v,t)

λfR(t) ρ
f
(h)(t, x

f (v))

where

(2.10) λfR(t) =
(Df )2|λf

0 |(t,x
f (v))∑

g∈Ein(v,t)

(Dg)2|λg
0 |(t,xg(v))

and, by misuse of notation, we write λ0(t, x) instead of λ0(R+(t, x), R−(t, x)). Note
that perfect mixing implies (2.8) For v ∈ V with |E0(v)| ⩾ 2 let

(2.11) Kv,e
0 (R0, R+, R−, t) =

∑
f∈Ein(v, t)

λfR(t)R
f
0 (t, x

f (v))

if e ̸∈ Ein(v, t). For the Riemann invariant R0 this yields

(2.12) Re0(t, x
e(v)) = Kv,e

0 (R0, R+, R−, t) if e ̸∈ Ein(v, t).

For a boundary node v ∈ V where |E0(v)| = 1 we state the boundary conditions
for Re+, R

e
− respectively in the form

Reout(t, x
e(v)) = (1− µv)uvσ(t) + µvRein(t, x

e(v))(2.13)

where µv ∈ [0, 1] is a given number. If e ̸∈ Ein(v, t) also a boundary condition for R0

is required. We state it as

Re0(t, x
e(v)) = ue0(t).(2.14)

The regularity requirements for the functions ueς and ue0 will be stated in the section
about the well-posedness of the system.

Remark 2.2. For µv = 0, (2.13) is a Dirichlet boundary condition for the incoming
Riemann invariant. For µv = 1, it is a Dirichlet boundary condition for the velocity.

3. The observed system (S), the observer system (R) and the error sys-
tem (diff). In this section we state the observed system, we introduce the observer
system and state the system that is satisfied by the observation error.

For e ∈ E, let νe = 1
8θ
e be given and define

(3.1) σe(Re+, R
e
−) = νe

∣∣Re+ −Re−
∣∣ (Re+ −Re−).

Define ∆̂e(R+, R−) as the diagonal 2 × 2 matrix that contains the eigenvalues λ+
and λ− corresponding to the edge e ∈ E. In terms of the Riemann invariants, the
quasilinear system (1.1) has the diagonal form

(3.2) ∂t

(
Re+
Re−

)
+ ∆̂e(R+, R−) ∂x

(
Re+
Re−

)
= σe(Re+, R

e
−)

(
−1
1

)
.

This system is independent of R0. Hence the 3 × 3 system (1.3) can be solved by
solving the 2 × 2 system (3.2) first and then in a second step the equation for R0

with the given values for (R+, R−). This approach is possible since also the node
conditions for (R+.R−) are independent of R0.
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Define ∆e(R+, R−) as the diagonal 3×3 matrix that contains the eigenvalues λ+,
λ− and λ0 corresponding to the edge e ∈ E. The quasilinear model with hydrogen
blending has the following form:

(S)



Seι (0, x) = yeι (x), ι ∈ {+, −, 0}, x ∈ (0, Le), e ∈ E,

Seout(t, x
e(v)) = (1− µv)uvσ(t) + µvSein(t, x

e(v)), t ∈ (0, T ),
if e ∈ E0(v) and |E0(v)| = 1;
Se0(t, x

e(v)) = ue0(t), t ∈ (0, T ),
if e ∈ E0(v), |E0(v)| = 1 and e ̸∈ Ein(v, t);

Seout(t, x
e(v)) = Kv,e

σ (S+, S−, t), t ∈ (0, T ),
if e ∈ E0(v) and |E0(v)| ⩾ 2;
Se0(t, x

e(v)) = Kv,e
0 (S0, S+, S−, t)

if e ∈ E0(v), |E0(v)| ⩾ 2 and e ̸∈ Ein(v, t);

∂t

 Se+
Se−
Se0

+∆e(S+, S−) ∂x

 Se+
Se−
Se0

 = σe(Se+, S
e
−)

 −1
1
0


on [0, T ]× [0, Le], e ∈ E.

Now we introduce the observer system (R) that depends on numbers µv ∈ [0, 1]
that are given for all v ∈ V and control the flow of information from the original
system to the observer system. For an interior node with µv = 0, the values at the
node v in the observer system are fully determined by the information from the system
(S). For µv = 1, no data from (S) are used at the node. We study the case that for
the data from (S) we have perturbations that is smoothed to give a C1-function of
time Z = (Z+, Z−, Z0) for all v ∈ V , e ∈ E0(v) at the points xe(v). The observer
(R) is defined as follows:

(R)



Reι (0, x) = zeι (x), ι ∈ {+, −, 0}, x ∈ (0, Le), e ∈ E,

Reout(t, x
e(v)) = (1− µv)[uvσ(t) + Zeout(t, x

e(v))] + µv Rein(t, x
e(v)),

t ∈ (0, T ), if e ∈ E0(v) and |E0(v)| = 1;
Re0(t, x

e(v)) = [ue0(t) + Ze0(t, x
e(v))],

t ∈ (0, T ), if e ∈ E0(v), |E0(v)| = 1 and e ̸∈ Ein(v, t);

Reout(t, x
e(v)) =

µvKv,e
σ (R+, R−, t) + (1− µv) [Seout(t, x

e(v)) + Zeout(t, x
e(v))],

t ∈ (0, T ), if e ∈ E0(v) and |E0(v)| ⩾ 2;
Re0(t, x

e(v)) =
µvKv,e

0 (R0, R+, R−, t) + (1− µv) [Se0(t, x
e(v)) + Ze0(t, x

e(v))],
t ∈ (0, T ), if e ∈ E0(v), |E0(v)| ⩾ 2 and e ̸∈ Ein(v, t);

∂t

Re+Re−
Re0

+∆e(R+, R−) ∂x

Re+Re−
Re0

 = σe(Re+, R
e
−)

−1
1
0


on [0, T ]× [0, Le], e ∈ E.

The initial state (ze+, z
e
−, z

e
0) is an approximation of the initial state of the original

system. The data from the original system (S) enters the system state through the
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node conditions. Indeed, for µv = 0, the Riemann invariants of the observer coincide
with the Riemann invariants of the observed system up to the perturbations. In
contrast, for µv = 1 the observer (R) satisfies the same coupling conditions as (S)
and no measurement information is inserted.

To investigate the exponential synchronization, we consider the difference

δ := R− S

between the state R that is generated by the observer (R) and the original state S.
For the difference δ we have the system

(Diff)



δeι (0, x) = zeι (x)− yeι (x), ι ∈ {+, −, 0}, x ∈ (0, Le), e ∈ E,

δeout(t, x
e(v)) = (1− µv)Zeout(t, x

e(v)) + µv δein(t, x
e(v)),

t ∈ (0, T ), if e ∈ E0(v) and |E0(v)| = 1,
δe0(t, x

e(v)) = Ze0(t, x
e(v)),

t ∈ (0, T ), if e ∈ E0(v), |E0(v)| = 1 and e ̸∈ Ein(v, t);

δeout(t, x
e(v)) = µvKv,e

σ (δ+, δ−, t) + (1− µv)Zeout(t, x
e(v)),

t ∈ (0, T ), if e ∈ E0(v) and |E0(v)| ⩾ 2,
δe0(t, x

e(v)) = (1− µv)Zv0 (t)
+µv [Kv

0 (S0 + δ0, S+ + δ+, S− + δ−, t)−Kv
0 (S0, S+, S−, t)]

t ∈ (0, T ), if e ∈ E0(v), |E0(v)| ⩾ 2 and e ̸∈ Ein(v, t)

∂t

 δe+
δe−
δe0

+∆e(S + δ) ∂x

 δe+
δe−
δe0

+ [∆e(S + δ)−∆e(S)] ∂x

 Se+
Se−
Se0


=

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, S

e
−)

]  −1
1
0


on [0, T ]× [0, Le], e ∈ E.

4. A well–posedness result. Our system allows to apply a result about the
existence of classical semi-global solutions for quasilinear hyperbolic systems as stated
in [20], [22]. The solutions are constructed using integral equations along the char-
acteristic curves whose slopes are given by the eigenvalues. A similar analysis of
Lipschitz solutions for the 2 × 2 system is given in [15]. These results do not only
provide the existence of a classical solution on a given finite time interval [0, T ] for
sufficiently small initial data that are C1-compatible with the boundary conditions
but also give a priori bounds for the C1 norm of the solutions that are proportional to
the C1-norms of the initial data. Solutions of this type have been studied by Ta-Tsien
Li and his group in depth, see for example [21].

In the quasilinear model that we consider, the eigenvalues in the diagonal system
matrix define three families of characteristics. But it is a particular feature of the
system that all the eigenvalues only depend on R+ and R−. This allows to assert the
well-posedness for the 2 × 2 system (3.2) since the node conditions for R+, R− are
also independent of R0. The proof for the 2 × 2 systems with the node conditions
from (S), (R) and (Diff) is very similar to the analysis presented in [15]. In fact,
the only difference are the particular node conditions stated in (R) and (Diff). Note
however that the construction in [15] does not yield classical solutions but less regular
solutions that are Lipschitz continuous with respect to space. Due to the results from
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[22], we also obtain the existence of classical solutions for the 2× 2 system. This part
of the system also completely determines the characteristic curves with slope λ0. The
Riemann invariant R0 is constant along these curves.

Under suitable assumptions our initial data generate R+, R− such that |λ0| > 0
everywhere. Then the sets Ein(v, t) do not depend on t and the node conditions for
R0 uniquely determine the values along the characteristic λ0-curves. The following
result is stated in a C1-neighbourhood of a steady reference state that is a classical
solution of (S). Steady states in gas networks are discussed in detail in [14], [12].

Theorem 4.1. Let T > 0, a steady state (Je(x))e∈E that is a classical solution
of (S) and a number M > 0 be given. Assume that for all e ∈ E we have

(4.1) λ+(J
e
+, J

e
−) > 0, λ−(J

e
+, J

e
−) < 0

and

(4.2) |Je+ − Je−| > 0,

i.e. there is no point on the network with velocity zero. Then there exists a number
ε(T, M) > 0 such that for initial data yeι ∈ C1(0, Le) (ι ∈ {+, −, 0}, e ∈ E) such
that

∥ye± − Je±∥C1(0, Le) ⩽ ε(T, M), ∥ye0 − Je0∥C1(0, Le) ⩽ ε(T, M),

and control functions uvσ, u
e
0 ∈ C1(0, T ) (e ∈ E) such that

(4.3) ∥(1− µv)uvσ − Jeout(x
e(v)) + µvJein(x

e(v))∥C1(0,T ) ⩽ ε(T, M),

(4.4) ∥ue0 − Je0 (x
e(v))∥C1(0,T ) ⩽ ε(T, M)

that satisfy the C1-compatibility conditions for (S) at the vertices v ∈ V for t = 0
there exists a unique classical solution of (S) such that for all e ∈ E we have

(4.5) ∥Se± − Je±∥C1((0, T )×(0, Le)) ⩽M,

(4.6) ∥Se0 − Je0∥C1((0, T )×(0, Le)) ⩽M

(4.7) |Se+ − Se−| > 0.

Proof. In order to prove the result, we consider new variables αe± = ye± − J . Then
αe± = 0, αe0 = 0 yields a constant stationary solution on the network that corresponds
to a physical state with zero flow, constant pressure and no hydrogen. Moreover, for
α = 0 the source term in the PDE in (S) vanishes.

We normalize the lengths Le of all the pipes to 1 without changing the signs of
the eigenvalues. Then the state on each pipe corresponds to three components on the
interval [0, 1]. Thus the state is given by a function with 3|E| components defined
on [0, 1]. After this transformation all the node conditions on the graph G reduce
to boundary conditions on the transformed space interval [0, 1]. If ε(T, M) > 0 is
sufficiently small, we have λ+(S

e
+, S

e
−) > 0 and λ+(S

e
+, S

e
−) < 0. Hence the boundary

conditions for S+ and S− give the values for the incoming Riemann invariants as
functions of the outgoing Riemann invariants with an additive C1-term. Hence we
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can apply Theorem 2.5 in [22] (see also Lemma 1.1. in [19]) which yield the existence
of a unique semi-global C1-solution of the 2×2 system (3.2) that satisfies the a-priori
bound (4.5) for S+ and S−.

By choosing ε(T, M) > 0 sufficiently small the a priori bound for S+ and S−
implies that we can even obtain a solution such that

|Se+ − Je+|+ |Se− − Je−| < |Je+ − Je−|.

Hence due to (4.2) we can obtain a solution of the 2× 2 system (3.2) that satisfies

|Se+ − Se−| = |Se+ − Je+ + Je+ − Je− + Je− − Se−| > 0

and thus (4.7). Then we have |λ0(S+, S−)| > 0. This implies that for all t ∈ [0, T ] we
have Ein(v, t) = Ein(v, 0). Hence due to our construction the boundary conditions
for S0 give the necessary values for the Riemann invariant R0. Hence we can apply
Theorem 2.5 in [22] (see also Lemma 1.1. in [19]) to the 3× 3 system which yield the
existence of a unique semi-global C1-solution that satisfies (4.6).

Remark 4.2. We have discussed the well–posedness of (S). A similar result can
be stated for the observer system (R) with the additional assumption on the functions
Zeι (t, xe(v)) ∈ C1(0, T ) (v ∈ V , e ∈ E0(v), ι ∈ {+, −, 0}) that should be added to uvσ,
uv0 in (4.3) and (4.4) and should also satisfy the C1-compatibility conditions at the
nodes, i.e. the Zeι and their derivatives need to vanish for t ↘ 0. These two results
also imply the existence of a unique classical solution of the error system (Diff).

In [15] a result about the existence of solutions with the slightly weaker W 1,∞

regularity is shown. The existence result for solutions with higher H2-regularity (to
be precise in the space ×e∈EC([0, T ], H2(0, Le))) for quasilinear systems given in
[3] requires C2-regularity of the source term. In our case, the source term only has
C1-regularity. Therefore, the result from [3] cannot be applied.

5. An L2–Lyapunov function for (δ+, δ−) on the network. Squared L2-
norms with exponential weights have been used successfully as Lyapunov functions
to show exponential boundary feedback stabilization, see for example [3]. We will
use a Lyapunov function of this type to show the exponential synchronization of
the observer system. As a first step, we will show the exponential synchronization
of (R+, R−) and (S+, S−) that are governed by the corresponding decoupled 2 × 2
system. Later, in a second step we will also show the exponential synchronization of
R0 and S0 with an appropriate Lyapunov function.

For a given real parameter ψ ⩾ 0 and e ∈ E we introduce the weighting functions

(5.1) he+(x) = Be+ exp(−ψ x), he−(x) = Be− exp( ψ x)

where Be+, B
e
− are real numbers in (0, ∞). For e ∈ E, define the Lyapunov function

Eeσ(t) :=
∫ Le

0

he+(x) |δe+(t, x)|2 + he−(x) |δe−(t, x)|2 dx.

We have

Eeσ(t) =
∫ Le

0

(
he+(x)
he−(x)

)⊤ (
|δe+(t, x)|2
|δe−(t, x)|2

)
dx.

Note that Eeσ(t) is equivalent to the squared L2-norm of δe. Assume that on the
time-interval [0, T ], a semi-global classical solution of (Diff) is given. Then for the
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time-derivative of Eeσ(t) we have

d

dt
Eeσ(t) = 2

∫ Le

0

(
he+(x)
he−(x)

)⊤ (
δe+(t, x) ∂tδ

e
+(t, x)

δe−(t, x) ∂tδ
e
−(t, x)

)
dx.

Using the partial differential equation from (Diff), we will show in the proof of
Theorem 5.2 that the network Lyapunov function

Eσ(t) :=
∑
e∈E

Eeσ(t)

satisfies a differential inequality of the form

d

dt
Eσ(t) ⩽ −χ Eσ(t)−Q(t)

with a positive real number χ > 0 and

(5.2) Q(t) =
∑
e∈E

[
he+(x)λ

e
+(S + δ) |δe+|2(t, x) + he−(x)λ

e
−(S + δ) |δe−|2(t, x)

]
|L

e

x=0.

If we have an inequality of the form −Q(t) ⩽ η with a real number η, this yields the
exponential decay of Eσ(t) up to the level of perturbations with the following version
of Gronwall’s Lemma:

Lemma 5.1. Let χ > 0, η ⩾ 0 and a function E(t) that is absolutely contiuous on
[0, T ] be given. Assume that for t ∈ [0, T ] almost everywhere we have

E ′(t) ⩽ −χ E(t) + η.

Then for all t ∈ [0, T ] we have

(5.3) E(t) ⩽ E(0) exp(−χ t) + η

χ
[1− exp(−χ t)] .

Proof. Define H(t) = exp(χ t)
[
E(t)− η

χ

]
. The product rule yields

H′(t) = χ exp(χ t)

[
E(t)− η

χ

]
+ exp(χ t) E ′(t)

⩽ exp(χ t)

[
χ

[
E(t)− η

χ

]
− χ E(t) + η

]
= 0

for t almost everywhere in [0, T ]. We get H(t) ⩽ H(0). Hence due to the definition

of H we obtain E(t)− η
µ ⩽

[
E(0)− η

µ

]
exp(−χ t). Thus we have shown Lemma 5.1.

In order to study the properties of Q(t) we reorder the sum in terms of the vertices
of the graph and obtain

(5.4) Q(t) =
∑
v∈V

∑
e∈E0(v):xe(v)=Le

(
he+(L

e)
he−(L

e)

)⊤ (
λe+(S + δ)|δe+|2(t, Le)|
λe−(S + δ)|δe−|2(t, Le)|

)

−
∑

e∈E0(v):xe(v)=0

(
he+(0)
he−(0)

)⊤ (
λe+(S + δ)|δe+|2(t, 0)|
λe−(S + δ)|δe−|2(t, 0)|

)
.
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Define IL(v) = {e ∈ E0(v) : x
e(v) = Le} and I0(v) = {e ∈ E0(v) : x

e(v) = 0}. Using
the term for the nodal coupling in the definition of (Diff) with the parameter µv this
yields

(5.5) Q(t) =
∑
v∈V

[ ∑
e∈IL(v)

[
he+(L

e)λe+(S + δ)(t, Le) |δein(t, Le)|2

+ he−(L
e)λe−(S + δ)(t, Le) |µvKv,e

σ (δ+, δ−, t) + (1− µv)Zeout(t, L
e)|2

]
−

∑
e∈I0(v)

[
he+(0)λ

e
+(S + δ)(t, 0) |µvKv,e

σ (δ+, δ−, t) + (1− µv)Zeout(t, 0)|
2

+ he−(0)λ
e
−(S + δ)(t, 0) |δein(t, 0)|2

]
.

]
We define

Cv(t) := min{ min
e∈IL(v)

he+(L
e)λe+(S + δ)(t, Le), min

e∈I0(v)
he−(0) |λe−(S + δ)(t, 0)|}

C
v
(t) := max{ max

e∈IL(v)
he−(L

e) |λe−(S + δ)(t, Le)|, max
e∈I0(v)

he+(0)λ
e
+(S + δ)(t, 0)}.

and observe that Cv(t) > 0. Note that Kv,e
σ (·, ·, t) is a linear map and there exist a

constant Ĉv such that

∥Kv,e
σ (δ+, δ−, t)∥ ⩽ Ĉv ∥δvin(t)∥.

Then we have

Q(t) ⩾
∑
v∈V

[
Cv(t)− 2C

v
(t) Ĉv|µv|2

]
∥δvin(t)∥2 − 2|1− µv|2 ∥Zvout(t)∥2.

If for a given value of ψ (which influences the values of he±(0) and he±(L
e)) the

nodal parameter µv is chosen in such a way that |µv| is sufficiently small, we have

(5.6) Cv(t)− 2C
v
(t) Ĉv|µv|2 ⩾ 0

and thus

(5.7) Q(t) ⩾
∑
v∈V

−2|1− µv|2 ∥Zvout(t)∥2.

For all e ∈ E, define the number

(5.8) κe; = max
z∈[0, Le]

{
he+(z)

he−(z)
,
he−(z)

he+(z)

}
⩾ 1.

The following Theorem contains our result about the exponential synchronization of
(R+, R−) and (S+, S−). Similar to Theorem 4.1 it is stated in some neighbourhood
of a steady reference state that is a classical solution of the first two components of
(S). The results in [14], [12] imply that for sufficiently small gas velocities the norms
of the derivative in the steady state become arbitrarily small. To be precise, we can
choose the steady state in such a way that (Je+, J

e
−) is arbitrarily close to a constant

function of the form (C,C) for all e ∈ E.
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Theorem 5.2. Let M > 0 and a classical steady state (Je+, J
e
−)e∈E of (S) that

satisfies the conditions in Theorem 4.1 be given. Assume that for all e ∈ E we have

(5.9) |Je+ − Je−| ⩽M.

Let T > 0 be given. For all e ∈ E, let initial states ye+, y
e
−, z

e
+, z

e
− ∈ C1(0, Le)

be given such that at all nodes v ∈ V the C1-compatibility conditions are satisfied.
Assume that the first two components of (S) and (R) have classical solutions on [0, T ]
such that (4.5) and the following a-priori bounds (5.10), (5.11) and (5.12) hold:

There exists numbers M̂ > 0, c > 0 and ε0 > 0 such that

(5.10) |∂xSe±| ⩽ M̂,

(5.11)
3

4
c ⩽ λe+(R) ⩽

5

4
c, −5

4
c ⩽ λe−(R) ⩽ −3

4
c,

(5.12) |∂x
(
λe±(R)

)
| ⩽ ε0.

Assume that we have a nonempty compact convex set U ⊂ R2 that contains the
function values of the solutions Se and Re and a number β > 0 such that

(5.13) max
R̃∈U

{∣∣∣∂R+λ
e
±(R̃)

∣∣∣ , ∣∣∣∂R−λ
e
±(R̃)

∣∣∣} ⩽ β.

Then on [0, T ] there exists a classical solution (δ+, δ−) of the first two components
of system (Diff).
Let ψ ∈ (0, ∞) be given such that for all e ∈ E we have (with κe as defined in (5.8))

(5.14) ε0 + (12 νeM + 4β M̂)κe <
3

4
ψ c.

Assume that for each node v ∈ V the number µv ∈ [0, 1] is sufficiently small in the
sense that for all t ∈ [0, T ] inequality (5.6) holds. Assume that the perturbations are
bounded from above by ησ, in the sense that for all t ∈ [0, T ] we have

(5.15)
∑
v∈V

5

2
c exp(ψ Le) |Zvout(t)|2 ⩽ ησ.

Then the solution of (Diff) decays exponentially fast up to the perturbation level in
the sense that there exist constants C1 > 0, χ > 0 such that for all t ∈ [0, T ] we have

(5.16)
∑
e∈E

∫ Le

0

∣∣δe+(t, x)∣∣2 + ∣∣δe−(t, x)∣∣2 dx
⩽ C1 exp(−χ t)

∑
e∈E

∫ Le

0

∣∣δe+(0, x)∣∣2 + ∣∣δe−(0, x)∣∣2 dx+ C1
ησ
χ
.

Hence the L2-norm of the error δ between the state R of the observer and the state S
of the original system decays exponentially fast up to the perturbation level.
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Remark 5.3. We want to emphasize that the inequalities (5.9) (5.10), (5.11),
(5.12) hold on the time interval [0, T ] for all e ∈ E on the intervals [0, Le].

Inequality (5.10) is satisfied if the steady reference state satisfies |∂xJe±| ⩽ M̂/2

and M ⩽ M̂/2 which yields |∂x(Se± − Je±)| ⩽ M̂/2. Analogously, we can find ε0 > 0
such that (5.12) holds. Due to (4.1), we can find c > 0 such that (5.11) is satisfied.

Inequality (5.14) is satisfied if ε0, M and M̂ are sufficiently small. This can be
achieved in a neighbourhood of the steady state (Je+, J

e
−) if it is sufficiently close to a

constant function. This is the case if the values of νe > 0 are sufficiently small or if
the flow rates are sufficiently small.

For the synchronization result for (δ+, δ−) it is not necessary that the steady
reference state satisfies (4.2). The assertion of Theorem 5.2 also holds for steady
states of the form (Je+, J

e
−) = (C,C) for all e ∈ E. This means that the 2×2 observer

system for (δ+, δ−) can also determine the direction of the flow. Equation (4.2) is
only necessary for the analysis of the synchronization of δ0 that is presented below.

Proof. Since R := S + δ, (5.11) and (5.12) can also be seen as conditions on δ.
Define

(5.17) F e(S, δ) :=
(
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, S

e
−)

)( −1
1

)
−
[
∆̂e(S + δ)− ∆̂e(S)

]( ∂x S
e
+

∂x S
e
−

)
.

The first two components of the partial differential equation in (Diff) can be stated
as

∂t

(
δe+
δe−

)
+

(
λ+(S

e
+ + δe+, S

e
− + δe−) 0

0 λ−(S
e
+ + δe+, S

e
− + δe−)

)
∂x

(
δe+
δe−

)
=

(
F e
+(S, δ)

F e
−(S, δ)

)
.

Since the PDE is in diagonal form this yields

(5.18)
d

dt
Eeσ(t) = 2

∫ Le

0

(
he+(x)
he−(x)

)⊤ [
−
(
λe+(S + δ) δe+ ∂xδ

e
+

λe−(S + δ) δe− ∂xδ
e
−

)
+

(
δe+ F

e
+(S, δ)

δe− F
e
−(S, δ)

)]
dx

=

∫ Le

0

(
he+(x)
he−(x)

)⊤ [
−
(
λe+(S + δ) ∂x(δ

e
+)

2

λe−(S + δ) ∂x(δ
e
−)

2

)
+ 2

(
δe+ F

e
+(S, δ)

δe− F
e
−(S, δ)

)]
dx.

Using integration by parts we obtain

(5.19)
d

dt
Eeσ(t) =

∫ Le

0

(
∂x

[
he+(x)λ

e
+(S + δ)

]
∂x

[
he−(x)λ

e
−(S + δ)

])⊤ (
(δe+)

2

(δe−)
2

)
dx

−
(
he+(x)λ

e
+(S + δ)

he−(x)λ
e
−(S + δ)

)⊤ (
(δe+)

2

(δe−)
2

)∣∣∣∣∣
Le

x=0

+ 2

∫ Le

0

(
he+(x)
he−(x)

)⊤ (
δe+ F

e
+(S, δ)

δe− F
e
−(S, δ)

)
dx.

We have

∂x
(
he±(x)λ

e
±(S + δ)

)
= he±(x)

(
∓ψ λe±(S + δ) + ∂x(λ

e
±(S + δ))

)
.

Due to (5.11) and (5.12) we have

∂x
(
he±(x)λ

e
±(S + δ)

)
⩽ −he±(x)

(
ψ

3

4
c− ε0

)
.
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This yields the inequality

(5.20)

∫ Le

0

∂x

(
he+(x)λ

e
+(S + δ)

he−(x)λ
e
−(S + δ)

)⊤ (
|δe+|2
|δe−|2

)
dx ⩽ −

(
3

4
ψ c− ε0

)
Eeσ(t).

Since the right-hand side of the inequality is negative, it is a suitable start to derive
a differential inequality that can be used to apply Gronwall’s lemma. It remains to
derive bounds for the other terms that appear in d

dtE
e
σ(t). We have

(5.21) 2

∫ Le

0

(
he+(x)
he−(x)

)⊤ (
δe+ F

e
+(S, δ)

δe− F
e
−(S, δ)

)
dx

= 2

∫ Le

0

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, S

e
−)

](he+(x)
he−(x)

)⊤ (
−δe+
δe−

)
dx

− 2

∫ Le

0

(
he+(x) δ

e
+

he−(x) δ
e
−

)⊤ [
∆̂e(S + δ)− ∆̂e(S)

] (
∂x S

e
+

∂x S
e
−

)
dx.

Let us define the term that is connected with the source term that models the friction
at the pipe walls

Ie1 := 2

∫ Le

0

[
σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, S

e
−)

](he+(x)
he−(x)

)⊤ (
−δe+
δe−

)
dx.

Moreover, we define

Ie2 := −2

∫ Le

0

(
he+(x) δ

e
+

he−(x) δ
e
−

)⊤ [
∆̂e(S + δ)− ∆̂e(S)

](
∂x S

e
+

∂x S
e
−

)
dx.

Now we derive an upper bound for |Ie1 |. Since the function z 7→ νe z |z| is differ-
entiable with the derivative z 7→ 2 νe |z|, definition (3.1) of the function σe, the mean
value theorem, (5.9) and (4.5) yield∣∣σe(δe+ + Se+, δ

e
− + Se−)− σe(Se+, S

e
−)

∣∣ ⩽ 2 νe (3M)|δe+ − δe−|.

Hence we have

(5.22) |Ie1 | ⩽ 6 νeM

∫ Le

0

[
he+(x)

∣∣δe+∣∣+ he−(x)
∣∣δe−∣∣] ∣∣δe+ − δe−

∣∣ dx
⩽ 6 νeM

∫ Le

0

[
he+(x)

∣∣δe+∣∣+ he−(x)
∣∣δe−∣∣] [∣∣δe+∣∣+ ∣∣δe−∣∣] dx

= 6 νeM

∫ Le

0

[
he+(x)

∣∣δe+∣∣2 + he−(x)
∣∣δe−∣∣2]+ [he+(x) + he−(x)]

∣∣δe+δe−∣∣ dx
⩽ 6 νeM

∫ Le

0

[
3

2
he+(x) +

1

2
he−(x)

] ∣∣δe+∣∣2 + [
1

2
he+(x) +

3

2
he−(x)

] ∣∣δe−∣∣2 dx.
Since he±(x) =

he
±(x)

he
∓(x) h

e
∓(x), we have he±(x) ⩽ κe he∓(x). Thus we have the bound

|Ie1 | ⩽ 6 νeM2κe Eeσ(t).



AN OBSERVER FOR PIPELINE FLOW WITH HYDROGEN BLENDING 15

It remains to derive a bound for the term |Ie2 | that comes from the variations of
the eigenvalues of the system matrix. Due to (5.10) and (5.13) we have

(5.23) |Ie2 | ⩽ 2

∫ Le

0

[he+(x) |δe+|+ he−(x) |δe−|]β [|δe+|+ |δe−|]M̂ dx

= 2β M̂

∫ Le

0

he+(x) |δe+|2 + he−(x) |δe−|2 + [he+(x) + he−(x)] |δe+ δe−|] dx.

Similarly as for Ie1 we obtain the inequality

(5.24) |Ie2 | ⩽ 2β M̂

∫ Le

0

[
3

2
he+(x) +

1

2
he−(x)

] ∣∣δe+∣∣2
+

[
1

2
he+(x) +

3

2
he−(x)

] ∣∣δe−∣∣2 dx ⩽ 2β M̂ 2κe Eeσ(t).

We have 2
∫ Le

0

(
he+(x)
he−(x)

)⊤ (
δe+ F

e
+(S, δ)

δe− F
e
−(S, δ)

)
dx = Ie1 + Ie2 .

Hence (5.20) and the bounds for |Ie1 | and |Ie2 | yield the differential inequality

d

dt
Eeσ(t) ⩽

[
−3

4
ψ c+ ε0 + (6 νeM + 2β M̂)2κe

]
Eeσ(t)

−
[
he+(x)λ

e
+(S + δ) |δe+(t, x)|2 + he−(x)λ

e
−(S + δ) |δe−(t, x)|2

]
|L

e

x=0.

We define the number

χ := min
e∈E

3

4
ψ c− ε0 − (6 νeM + 2β M̂)2κe.

Then (5.14) implies χ > 0. For the network Lyapunov function we obtain

d

dt
Eσ(t) ⩽ −χ Eσ(t)−Q(t)

with Q(t) as defined in (5.2). Since (5.6) holds, due to (5.15) we obtain

d

dt
Eσ(t) ⩽ −χ Eσ(t) + ησ.

Now Lemma 5.1 implies (5.3). Since Eσ(t) is equivalent to the L2-norm, we obtain
(5.16).

6. An L2–Lyapunov function for δ0 on the network. In order to complete
our analysis for the case of hydrogen blending in this section we discuss a Lyapunov
function for δ0. Note that in order to show the exponential decay of δ0, we use the
exponential decay of (δ+, δ−) that we have shown in the previous section. For our
analysis, we use the following version of Gronwall’s Lemma:

Lemma 6.1. Let χ0 > 0, χ > 0, η0 ⩾ 0, η ⩾ 0, D0 > 0 and a function E(t) that
is absolutely contiuous on [0, T ] be given. Assume that

(6.1) E ′(t) ⩽ −χ0 E(t) +D0

[√
E(t)

√
exp(−χ t) + η + exp(−χ t) + η

]
+ η0
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for t ∈ [0, T ] almost everywhere. Then for all ζ < χ0, ζ ̸= χ and t ∈ [0, T ] we have
(6.2)

E(t) ⩽ E(0) e−ζ t + η0
ζ

+

[
D2

0

4(χ0 − ζ)

1

(ζ − χ)
+D0

] [
e−χ t − e−ζ t

ζ − χ
+
η

ζ

(
1− e−ζ t

)]
.

Proof. Let ζ < χ0 be given. Young’s inequality implies

√
E(t)

√
2(χ0 − ζ)√
2(χ0 − ζ)

D0

√
exp(−χ t) + η ⩽ E(t)(χ0 − ζ) +

D2
0

4(χ0 − ζ)
[exp(−χ t) + η] .

Thus we have E ′(t) ⩽ −ζ E(t) +
[

D2
0

4(χ0−ζ) +D0

]
[exp(−χ t) + η] + η0 .

Define H(t) = exp(ζ t)
[
E(t)− η0

ζ

]
. The product rule yields

H′(t) = ζ exp(ζ t)

[
E(t)− η0

ζ

]
+ exp(ζ t) E ′(t)

⩽ exp(ζ t)

[
ζ

[
E(t)− η0

ζ

]
− ζ E(t) + η0 +

[
D2

0

4(χ0 − ζ)
+D0

]
[exp(−χ t) + η]

]
=

[
D2

0

4(χ0 − ζ)
+D0

]
[exp ((ζ − χ) t) + η exp(ζ t)]

for t ∈ [0, T ] almost everywhere. This yields

H(t) ⩽ H(0) +

[
D2

0

4(χ0 − ζ)
+D0

] [
exp((ζ − χ) t)− 1

ζ − χ
+
η

ζ
(exp(ζ t)− 1)

]
.

Hence due to the definition of H we have

E(t)− η

ζ
⩽

[
E(0)− η

ζ

]
e−ζ t +

[
D2

0

4(χ0 − ζ)
+D0

] [
e−χ t − e−ζ t

ζ − χ
+
η

ζ

(
1− e−ζ t

)]
and (6.2) follows. Thus we have proved Lemma 6.1.

In order to analyze the exponential decay of δ0, we assume that the first two
components (δ+, δ−) of the solution of (Diff) are given and that for all e ∈ E, x ∈
[0, Le] and t ∈ [0, T ] we have

(6.3) |λ0(Se+ + δe+, S
e
− + δe−)(t, x))| > 0.

Due to (4.7) in Theorem 4.1 we know that this assumption holds in a C1-neighborhood
of a steady state that has non-zero velocity everywhere. We use the standard notation
sign(x) = 1 if x > 0, sign(x) = −1 if x < 0 and sign(0) = 0. Due to (6.3) for e ∈ E
the number

se := sign(λ0(S
e
+ + δe+, S

e
− + δe−)(t, x)))

is well-defined.
Let ψ0 ⩾ 0 denote a real parameter. For e ∈ E define

(6.4) Ee0 (t) =
∫ Le

0

e−s
e ψ0 x |δe0(t, x)|2 dx.

We will use Ee0 (t) as a Lypunov function to show the following theorem about the
synchronization of δ0:
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Theorem 6.2. Let M > 0 and a classical steady state (Je+, J
e
−, J

e
0 )e∈E of (S)

that satisfies the conditions in Theorem 4.1 be given. Assume that for all e ∈ E we
have (5.9). Let T > 0 be given. For all e ∈ E, let initial states ye+, y

e
−, y

e
0, z

e
+, z

e
−,

ze0 ∈ C1(0, Le) be given such that at all nodes v ∈ V the C1-compatibility conditions
are satisfied. Assume that (S) and (R) have classical solutions on [0, T ] such that
(4.5) and the following a-priori bounds hold: There exists a numbers M̂ > 0, c > 0
and ε0 > 0 such that (5.10), (5.11), (5.12) hold and

(6.5) |∂x (λe0(R)) | ⩽ ε0.

Assume that there is a nonempty compact convex set U ⊂ R2 that contains the
function values of the solutions (Se+, S

e
−) and (Re+, R

e
−) and a number β > 0 such

that (5.13) holds and we have

(6.6) max
R̃∈U

{∣∣∣∂R+
λe0(R̃)

∣∣∣ , ∣∣∣∂R−λ
e
0(R̃)

∣∣∣} ⩽ β.

Assume that there exist numbers v > 0, v > 0, such that for all e ∈ E

(6.7) v ⩽ |λ0(Re+, Re−)| ⩽ v.

Then on [0, T ] there exists a classical solution (δ+, δ−, δ0) of system (Diff).
Let ψ ∈ (0, ∞) be given such that for all e ∈ E we have (5.14) (with κe as defined in
(5.8)) and

Assume that for each node v ∈ V the number µv ∈ [0, 1] is sufficiently small in
the sense that for all t ∈ [0, T ] inequality (5.6) holds. Assume that the perturbations
are bounded above by η0, in the sense that for all t ∈ [0, T ] we have (5.15) and

(6.8) 3
∑
v∈V

∑
e ̸∈Ein(v,t)

exp(−se ψ0 x
e(v)) |λe0(S + δ)|(t, xe(v))(1− µv) |Zv0 (t)|

2 ⩽ η0.

Then the solution of (Diff) decays exponentially fast up to the perturbation level in
the sense that there exist constants C0 > 0, χ0 > 0 such that for all t ∈ [0, T ] we have

(6.9)
∑
e∈E

∫ Le

0

|δe0(t, x)|
2
dx ⩽ C0 exp(−χ0 t)

∑
e∈E

∫ Le

0

|δe0(0, x)|
2
+ C0 [η0 + ησ] .

Hence the L2-norm of the error δ0 between the state R0 of the observer and the state
S0 of the original system decays exponentially fast up to the perturbation level.

Proof. Due to (4.2) Theorem 4.1 implies that (6.3) holds and we have

se = sign(λ0(J
e
+, J

e
−)(x)) = sign(λ0(S

e
+, S

e
−)(t, x)).

In particular, se is independent of t and x. We use the notation

W e(S + δ)(t, x) = λ0(S
e
+ + δe+, S

e
− + δe−)(t, x)).

For all e ∈ E we have (δe0)t +W e(S + δ)(δe0)x = −[W e(S + δ)−W e(S)]Sex.
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With integration by parts this yields d
dtE

e
0 (t)

=

∫ Le

0

2 exp(−se ψ0 x) δ
e
0 ∂tδ

e
0 dx

= −
∫ Le

0

2 exp(−se ψ0 x) δ
e
0W

e(S + δ) ∂xδ
e
0 + 2 exp(−se ψ0 x)δ

e
0 [W (Se + δe)−W (Se)](Se)x dx

= −
∫ Le

0

exp(−se ψ0 x)W
e(S + δ)

(
|δe0|2

)
x
+ 2 exp(−se ψ0 x)δ

e
0 [W (Se + δe)−W (Se)](Se)x dx

= −e−s
e ψ0 xW e(S + δ)|δe0(t, x)|2|L

e

x=0 +

Le∫
0

[−ψ0 |W e(S + δ)|+W e
x(S + δ)] e−s

e ψ0 x|δe0|2

+2 exp(−se ψ0 x)δ
e
0 [W (Se + δe)−W (Se)] (Se)x dx.

With (6.6) we obtain |W (Se+ δe)−W (Se)| ⩽ β
(
|δe+|+ |δe−|

)
. Using (6.7), (6.5) and

(5.10) this yields the inequality

d

dt
Ee0 (t) ⩽ [−ψ0 v+ ε0] Ee0 (t) + 2

√
2 exp(ψ Le)β M̂

Le∫
0

|δ00 |[(δe+)2 + (δe−)
2]1/2 dx

− exp(−se ψ0 x)W
e(S + δ)(t, x)|δe0(t, x)|2|L

e

x=0

⩽ [−ψ0 v+ ε0] Ee0 (t) + 2
√
2 exp(ψ Le)β M̂ [

Le∫
0

|δ00 |2 dx]
1
2 [

Le∫
0

(δe+)
2 + (δe−)

2 dx]
1
2

− exp(−se ψ0 x)W
e(S + δ)(t, x)|δe0(t, x)|2|L

e

x=0.

Define χ0 := ψ0 v− ε0, E0(t) :=
∑
e∈E Ee0 (t) and

Q0(t) :=
∑
e∈E

exp(−se ψ0 x)W
e(S + δ)(t, x)|δe0(t, x)|2|L

e

x=0.

Then with D0 = 2
√
2 exp((ψ + ψ0)L

e)β M̂ we have

(6.10)
d

dt
E0(t) ⩽ −χ0E0(t) +D0

√
E0(t)

∑
e∈E

Le∫
0

(δe+)
2 + (δe−)

2 dx


1
2

+Q0(t).

To finish the proof, a detailed analysis of the nodal term Q0(t) is necessary. Due
to (6.7) for all v ∈ V the sets e ∈ Ein(v, t) are independent of t. Hence we have
Ein(v, t) = Ein(v, 0). We have

(6.11) Q0(t) =
∑
v∈V

[ ∑
e∈Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))|δe0(t, x)|2

−
∑

e∈E(v)\Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))|δe0(t, x)|2.

]
Note that the coupling condition for δ0 in (Diff) can be expressed as

(6.12) δe0(t, x
e(v)) = (1− µv)Zv0 (t) + µvKv

0 (δ0, S+ + δ+, S− + δ−, t)

+ µv [Kv
0 (S0, S+ + δ+, S− + δ−, t)−Kv

0 (S0, S+, S−, t)]
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since Kv
0 is linear in its first component. Inserting (6.12) into (6.11) yields

Q0(t) ⩾
∑
v∈V

[ ∑
e∈Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))|δe0(t, x)|2

−
∑

e∈E(v)\Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))

×
{∣∣∣(1− µv)Zv0 (t) + µvKv

0 (δ0, S+ + δ+, S− + δ−, t)

+ µv [Kv
0 (S0, S+ + δ+, S− + δ−, t)−Kv

0 (S0, S+, S−, t)]
∣∣∣2}].

(6.13)

For v ∈ V we define

Xv
1 := 3

∑
e∈E(v)\Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))

× |µvKv
0 (δ0, S+ + δ+, S− + δ−, t)|2 ,

Xv
2 := 3

∑
e∈E(v)\Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))

× |µv [Kv
0 (S0, S+ + δ+, S− + δ−, t)−Kv

0 (S0, S+, S−, t)]|2 ,

Xv
3 := 3

∑
e∈E(v)\Ein(v,0)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))(1− µv) |Zv0 (t)|

2
.

Since for any x1, x2, x3 ∈ R we have (x1 + x2 + x3)
2 ⩽ 3x31 + 3x22 + 3x23 this yields

Q0(t) ⩾
∑
v∈V

∑
e∈Ein(v,0)

e−s
e ψ0 x

e(v) |W e(S + δ)|(t, xe(v))|δe0(t, x)|2 −Xv
1 −Xv

2 −Xv
3 .

The definition of Kv
0 (δ0, S+ + δ+, S− + δ−, t) implies that similarly as for Qσ for

µv sufficiently small, we have∑
v∈V

∑
e∈Ein(t)

exp(−se ψ0 x
e(v)) |W e(S + δ)|(t, xe(v))|δe0(t, x)|2 −Xv

1 ⩾ 0.

Hence Q0(t) is bounded below by a term that is determined by
∑
v∈V

Xv
2 and

∑
v∈V

Xv
3 .

Due to (6.8) we have
∑
v∈V X

v
3 ⩽ η0. In Theorem 5.2 it is stated that (δ+, δ−) decays

exponentially fast and thus can be bounded above by an exponential decaying term
and a term of the order O(ησ). The bound (4.7) implies that there is no pipe with
zero velocity. Hence due to (2.2), Ein(v, 0) is not empty and (6.7) implies∑

g∈Ein(v,0)
(Dg)2|λg0(t, xg(v))| ⩾ v ming∈E0(v) |Dg|2.

Hence the denominators that appear in λfR(t) in the definition (2.11) of Kv
0 can

be strictly bounded away from zero. Thus we obtain a bound for
∑
v∈V X

v
2 of the

same order O(exp(−χ t) + ησ). Hence by further increasing the number D0 > 0 if
necessary due to (5.16) and (6.10) we have

d

dt
E0(t) ⩽ −χ0 E0(t) +D0

√
E0(t)

√
exp(−χ t) + ησ −Q0(t)

⩽ −χ0 E0(t) +D0

√
E0(t)

√
exp(−χ t) + ησ +D0(ησ + exp(−χ t)) + η0.

Therefore (6.1) holds with η = ησ. Then Lemma 6.1 implies the assertion.
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7. Conclusion. We have defined an observer system for the gas flow through
a pipeline network that is governed by a quasilinear model. The system allows for
hydrogen blending in the natural gas flow. As input into the observer system, mea-
surement data that is obtained at the nodes of the network is used. We have allowed
for a certain measurement error with the assumption that is is smoothed to have C1

regularity.
We have shown that under suitable regularity conditions for the solution the

observation error decays exponentially fast up to the level of the measurement error.
In the proofs of our results appropriately chosen Lyapunov functions with exponential
weights play an essential role. Our result requires smallness assumptions on the initial
error. To be precise, the initial data of both the original and the observer system need
to be close to a given steady reference state. It remains a challenge for future studies
to find results that allow for large initial errors.
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