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Abstract

In the software industry many metamodel-based tools and approaches have been developed to support the creation of programming and especially domain specific languages (DSLs). An example of these tools is Eclipse Xtext, which has gained much popularity in the Model-Driven Software Engineering (MDSE) community. In this article we investigate whether Xtext and related metamodel-based approaches can also be used to implement the ASN.1 specification that was standardized by the ITU-T. The metamodel-based approach for the implementation of the ASN.1 specification allows to treat ASN.1 documents as software models, so that these ASN.1 models can be interrelated with other models (e.g., state machines). Our results show that relatively little efforts are required to create a basic implementation of this standard with good tool support. However, some details of the implementation are quite difficult to realize because they touch the limits of feasibility. This concerns in particular the parser generator and the complex metamodel.

Zusammenfassung


I. INTRODUCTION

In software engineering small languages for different domains were gaining popularity during the last years. These small languages are also referred to as Domain Specific Languages (DSLs) and are promoted by the Model-Driven Software Engineering (MDSE) community. On the other hand the Unified Modeling Language (UML) (OMG, formal/2011-08-06, 2.4.1), (OMG, formal/2011-08-05, 2.4.1) was specified by the Object Management Group (OMG) to unify various graphical diagrams for the description of software systems. The development of UML has also led to the specification of the Meta Object Facility (MOF) (OMG, formal/2011-08-07, 2.4.1) by the OMG. The extensibility mechanism of UML, which is called UML profiles, can also be used to develop domain specific modeling languages (Selic 2007). Selic (Selic 2012) also remarked that an alternative for developing DSLs is MOF, which has, however, only a few implementations (Scheidgen 2006). The most popular implementation of MOF is the Eclipse Modeling Framework (EMF) (Steinberg et al. 2009). Many metamodell-based tools for EMF have been developed to support the creation of DSLs and the corresponding domain-specific workbench.

Eclipse Xtext (Xtext Project Website) and JetBrains MPS (Meta Programming System) (MPS (Meta Programming System) project website) are two mature metamodell-based technologies for the development of DSLs and surrounding tool support (Text editor, Parsers, Syntax highlighting, Code completion and generation, etc.). Andova (Andova et al. 2012) and Völter (Völter 2011) provide a good introduction into the detailed concepts of Xtext and MPS as well as related tools and approaches. An advantage of Xtext is that it uses EMF as the basis for its metamodels. Therefore it can be easily integrated with other EMF-based tools.

Besides the growing popularity of DSLs, especially in the context of MDSE, there already exist many DSLs in different software domains, of which the database query language SQL is one popular example. The domain of protocol engineering, which is prescient for MDSE, also takes advantage of several DSLs. The most important is the Abstract Syntax Notation One (ASN.1) (ITU, X.680, 11/2008), a DSL for the description of data types and data structures together with their corresponding encoding rules. ASN.1 was standardized by the ITU-T. In protocol engineering, ASN.1 is used to describe...
the messages that are exchanged between two communicating nodes.

In this article we investigate, how a metamodel-based editor for ASN.1 can be developed with the Eclipse Xtext framework. Furthermore, we analyze of how the created ASN.1 metamodel can be used for code generation. These steps mentioned have very much in common with traditional compiler construction. The research question of this article is whether the new MDSE tools around Eclipse Xtext can be used for the development of a compiler for a relatively complex language like ASN.1. The intention for the use of a metamodel-based approach for the implementation of the ASN.1 specification is that it allows to treat ASN.1 documents as regular software models. The advantage of this approach is that these ASN.1 models then can be interrelated with other software models - e.g. state machines (Kistel 2012).

The remainder of this article is structured as follows: In section 2 we discuss related approaches for the implementation of an ASN.1 compiler, in section 3 we present the result of our preliminary solution, in section 4 we conclude this paper.

II. RELATED WORK

The original developments of ASN.1 were already done in the 1980ies, where ASN.1 was used to describe data structures for most OSI application protocols (Bochmann et al. 2010). Therefore there already exist many ASN.1 compilers from open source or commercial vendors of which the most important ones are listed on the ASN.1 project site of the ITU (ITU ASN.1 Tools). To the very best knowledge of the authors there is currently no implementation of the ASN.1 specification with a metamodel-based approach that allows the integration with other existing MDSE tools. However, there is some related work, which addresses similar aspects compared to our implementation.

In the context of models and UML, Ek (Ek 24/11/2002) proposed an UML profile for ASN.1. UML profiles are a lightweight mechanism to refine or extend the UML language with specific notations. However, a UML profile for ASN.1 is basically a mapping to a UML class diagram, which allows modelers to specify ASN.1 descriptions with UML tools. The question is, how these text-based descriptions can be effectively created and maintained with existing UML tools or how UML profiles can be combined with declarative approaches to specify UML diagrams (Spinellis 2003, Torchiano et al. 2005). More importantly with UML profiles is that it is currently not easy to determine whether a particular specialization of a UML concept is semantically aligned with the base concept of UML, so that UML tools will treat it correctly (Selic 2012). This particularly applies to the evaluation of expressions of ASN.1 data types, which need to analyze their semantics.

Another issue, which has many influences on the compiler implementation, concerns the parser technology that is used to read an ASN.1 document and to create the syntax tree. As we will see in section 3.1 the parser technology of the Xtext framework is ANTLR (ANother Tool for Language Recognition) (ANTLR website). Different implementations of the ASN.1 specification with ANTLR can be found on the grammar list page of the project website of ANTLR (ANTLR website). All these implementations only target parts of the ASN.1 specification. Furthermore, these implementations only provide lexing and parsing capabilities for ASN.1 documents. They are not integrated into editors, metamodels or code generation tools.

An implementation of an ASN.1 compiler with the Xtext framework was already done in a master thesis (Wendlandt 2010) at Wildau University of Applied Sciences in 2010. This implementation is based on an older version of Xtext (0.7) and also uses the Xpand framework (Xpand project website) for code generation. The present work can be seen as a re-implementation of the work in the master thesis.

III. SOLUTION

3.1. Parsing and validation

The corner stone of implementing a language with the Xtext framework is to define an EBNF-like grammar file. Xtext uses this grammar file to generate Parser, Lexer, EMF Ecore meta model, Editor and other Eclipse workbench functions. The underlying parser/lexer technology of Xtext is ANTLR (ANTLR website; Parr op. 2007), which creates the concrete syntax of the language. The Xtext framework translates the Xtext grammar file, into a grammar description of ANTLR. Then the lexer and parser are generated from ANTLR grammar file. ANTLR is a two phase LL(*) parser. This has many influences on the implementation of the grammar, because the LL(*) parser does not allow left recursions and the ASN.1 specification (ITU, X.680, 11/2008) in contrast is highly left recursive. Therefore all left recursions have to be “left-factorized” to remove them. At the time of writing this article we have implemented a huge part of the ASN.1 specification, which allows for parsing many ASN.1 protocol specifications. The left refactoring of the ASN.1 rules guarantees that the implementation of the Xtext grammar does not need the use of the ANTLR syntactic predicates or backtracking options. However, the current implementation does not cover all parts of the Tags, Constraints and Value Assignments of ASN.1.
Fig. 1) ASN.1 editor with tool support

Besides lexing and parsing, i.e. the transformation of tokens into an abstract syntax tree (sentences), another important step in the frontend phase of a compiler is the semantic analysis of the language. In the Xtext framework this can be done by validation rules. We have implemented only some simple validation rules for the ASN.1 language (e.g. check of case sensitivity in type names). Moreover, we have integrated the ASN.1 Syntax Checker tool by OSS Nokalva Inc (http://www.oss.com/asn1/products/asn1-syntax-checker/asn1-syntax-checker.html). This allows validating the complete syntax of an ASN.1 document in the background and reporting syntax errors and warnings to the user. This solution allows for parsing and validation of almost any ASN.1 file.

3.2. ASN.1 metamodel
The Xtext framework not only generates a parser and lexer through ANTLR, it also generates an EMF metamodel, which describes the abstract syntax of the language. Xtext basically has two implementation strategies for the abstract syntax: 1) create the Xtext grammar file and generate the abstract syntax (i.e. EMF metamodel) from it; 2) create the abstract syntax (i.e. EMF metamodel) first and refer the model elements in the Xtext grammar file. In our implementation the we have chosen the first strategy, because we are implementing an existing language that is specified in an ITU recommendation (ITU, X.680, 11/2008). In contrast to our strategy it could be useful to first define the abstract syntax and then the concrete syntax through the grammar file, when one is implementing a new language. Nevertheless, in both strategies, there is always a one-to-one mapping between abstract and concrete syntax in Xtext. This means that every parser rule (except terminal and data type rules) of the concrete syntax is represented in the abstract syntax. The opposite, every element of the abstract syntax is represented in the concrete syntax, is not true.

Regarding our implementation, Figure 2 shows the model hierarchy of the BuildinTypes of the ASN.1 specification. In our compiler implementation we have introduced a distinction of BuildinTypes. The model element SimpleType was introduced for types that do not contain other types. In contrast, ContainerType was introduced for types that do contain other types (see Figure 3).

3.3. Code generation
Code generation is part of the backend phase of a compiler, which usually creates machine or interpreter code. In our implementation the code generation phase creates a higher level programming language (e.g. imperative, object oriented language like Java). In MDSE terms, code generation is also referred to as a model to text (M2T) transformation (Flores Beltran et al. 2007), because generally a M2T generator may not only create programming code, but also other artifacts like configurations, database or user-interface scripts.

In our implementation of the ASN.1 compiler we use the Xtend2 language (Xtend project website), which is now
the default generator language of the recent version (2.3) of the Xtext framework. The source of our code generation is an EMF model instance, the target language is Java7 (The Java™ Language Specification 2012). Generally different implementation subjects for the code generation have to be distinguished. These subjects are 1) the internal behavior of the generator and 2) the output configuration of the generated code.

During the code generation, the Xbase model is inferred to a JVM types model, from which Java code is generated.

It is also possible to create a different intermediate model than the JVM types model, where necessary. In our ASN.1 compiler implementation we have done a direct conversion of the EMF model to Java code. This is possible, because the ASN.1 syntax has a strict type and naming (type reference) convention. Each ASN.1 typereference is translated into a Java class or field name and each ASN.1 type is translated into a Java class or field type. A problematic issue in the code generation is the complex traverse of the model. A simpler model would be helpful for the code generation.

The other subject (2) concerns the output configuration. In traditional compiler implementations these are options that control the runtime behavior or memory usage of the generated code. These options are also valid for code generation. The generated programming code can also be optimized for performance issues or memory management. The latter one also implies whether the generated code depends on a runtime library the generated code depends on. Traditional implementations of ASN.1 compilers for Java always use a runtime library (jar-file) which defines Java classes for the standard ASN.1 types and their encoding rules. For those ASN.1 compilers the generated type classes inherit from the ASN.1 library classes. This approach has the advantage, that every generated ASN.1 type class is explicitly defined and has a strict semantics according to the super class or its interface definition. But this approach has also some drawbacks. The most important are 1) the library also defines classes and methods that may not be required or should not be used in the target environment and 2) the inheritance reduces the flexibility of the generated classes.
Our implementation of the ASN.1 code generator includes generation of Java classes for ASN.1 type assignments. Library classes and functions are copied into the target package as needed. This reduces the amount of the target code, because no runtime library is needed. Besides simple type assignments we also generate code for Constraints. Currently we generate size constraints and value ranges to Java Annotations that are attached to the corresponding Java field. These Annotations are then validated in their equivalent setter and read methods. Figure 5 shows this concept in a simple example for an ASN.1 Sequence type. The sequence type AbsoluteTime that is part of the ASN.1 protocol specification of (ISO/IEC, 11073-20601, 2010) is generated into a Java class, the child elements of the sequence type become field members of this Java class.

**Fig. 5** Example of the code generation for an ASN.1 Sequence type

```java
/**
 * This is a generated data type class for the ASN.1 type AbsoluteTime
 */

import java.util.

public class AbsoluteTime {
    private int centu;
    private int minu;
    private int sec;
    private int fracs;
    public AbsoluteTime(int centu,
                          int minu,
                          int sec,
                          int fracs) {
        this.centu = centu;
        this.minu = minu;
        this.sec = sec;
        this.fracs = fracs;
    }
    public int getCentury() {
        return this.centu;
    }
    public void setCentury(int value) {
        this.centu = value;
    }
    @ValueConstraint(min=0, max=255)
    private int century;
    @ValueConstraint(min=0, max=255)
    private int minute;
    @ValueConstraint(min=0, max=255)
    private int second;
    @ValueConstraint(min=0, max=255)
    private int fraction;
    public static void main(String[] args) {
        AbsoluteTime time = new AbsoluteTime(5, 6, 7, 8);
        System.out.println(time.getCentury());
    }
}
```

> **IV. CONCLUSIONS**

In this article we have discussed the different aspects on implementing an ASN.1 editor and compiler. To achieve this we have used the Eclipse projects Xtext and Xtend2. With these frameworks we have implemented a huge part of the ASN.1 specification. We have proved this implementation on the ASN.1 data type description of the IEEE 11073-20601 standard (ISO/IEC, 11073-20601, 2010), which defines an exchange protocol for personal health device communication.

Our results show that the ITU recommendation ASN.1 can be implemented with the metamodel-based tools Xtext and Xtend2. With relatively little effort the implementation provides a sophisticated IDE support, i.e. an editor with syntax highlighting, code completion, formatting and integration into the Eclipse workbench. A drawback of this approach is the strict coupling between Xtext and the LL(*) parser generator ANTLR. This requires a complex rewriting of the grammar rules to be conforming to LL grammars. An optional replacement of the parser generator, like the possible replacement of the code generator Xtend2 through Xpand, Acceleo (both Eclipse projects on http://www.eclipse.org/modeling/m2t) or others, would be helpful for this issue.

In future we plan to extend the grammar implementation of the ASN.1 specification and to extend the code generator to support different encoding rules (e.g. MDER Schrenker, Todd 2001 and BER).
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