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Abstract. Indoor localization is still a challenge today. Conventional methods based on satellite navigation, like
GPS, can only be used outdoors. On the other hand, radio signal architectures, like WiFi or NFC, require high
cost infrastructure to be installed inside the building. In collaboration with ixellence GmbH, the research group
for telematics at Wildau University of Applied Sciences is developing a new inexpensive solution based on the
camera of a mobile device. This approach only requires the availability of multiple identifiable landmarks that
can be installed cost-efficiently in an indoor environment. Our investigations show that this method is very
accurate and can produce repeatable, robust results.

Figure 1. Indoor navigation with a tablet using the proposed
method

1 Indoor localization today and related
problems

Modern mobile devices typically have a sensor for satellite
navigation, mostly GPS. This allows spatial outdoor track-
ing with an accuracy of one or a few meters, depending on
the conditions of the signal transmission. Since this type of
detection is based on the reception of the very weak satel-
lite signals that are available only outside of buildings, an
indoor localization is not possible.

Therefore, other methods have been developed for in-
door positioning, based on the fact that the mobile device
receives a number of signals from a special infrastructure
installed in the building (e.g. WiFi or infrared transmitters)
and uses them for calculating its location, e.g. by triangu-
lation. Apart from the relatively high infrastructure costs,
this approach has further disadvantages. Firstly, the accu-
racy is affected due to reflections of the signals on walls
and objects in the room. Using calibration methods these
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errors can indeed be partially compensated, but such meth-
ods are complex and expensive. Secondly, the positioning
using radio signals is not very robust, as they can be dis-
rupted in an unpredictable way related to moving objects
(such as people, furniture, shopping carts). For the above
reasons, indoor positioning methods based on radio infras-
tructure could not prevail in broad so far.

The presented method in this article dispenses with an
elaborate infrastructure and uses - besides ordinary mobile
devices - only simple and inexpensive landmarks and 2D
codes. The application field for such indoor positioning
ranges from navigation solutions for large buildings or lo-
calized advertising at the point-of-sale through to location-
based value-added services, offered to the user on the mo-
bile device depending on his position [1].

Figure 2. Processing steps of localization

2 Architecture of our optical indoor
localization

The basic architecture of the system consists of the land-
mark infrastructure, a mobile device such as a tablet or



mobile phone that will be located, and an optional server
for data storage. The building in which to place the local-
ization system must be equipped with landmarks. Land-
marks can be two-dimensional (e.g. a print on a wall) or
three-dimensional (e.g. sphere, cube, cuboid, hexagonal
shapes). In our first approach we use datamatrix codes on
a two dimensional robust cardboard with a colored rect-
angle. For reading datamatrix codes ixellence GmbH pro-
vides a quick (real time) and reliable decoder (ixMAT) for
mobile devices which is optimized for long distance scan-
ning. In general the landmarks should be optically promi-
nent (e.g. cubes with colored edges) so that they can be
identified easily. Each landmark has to be positioned in a
way that it is clearly visible from as many positions in the
area as possible. If a landmark has several outer surfaces
facing in different directions of the area, it is advantageous
if each of these surfaces has an individual marking in order
to be distinguishable, and so the viewing direction can be
determined reliably. The size, the number and spatial den-
sity of landmarks to be installed depend on the site area
and the desired spatial resolution of the location.

The localization itself is done in two steps (Fig. 2).
One step is the image processing part that detects the land-
marks in the digital image that is received from the cam-
era of the mobile device. The second step is computing
the position of the device and consequently of the per-
son using it. For this the research group for telematics at
Wildau University of Applied Science developed an algo-
rithm that processes both steps in real time on the mobile
device. The relative position and orientation of the mo-
bile device with respect to the landmarks is determined
based on the size of the visible landmarks, their positions
in the image and their perspective distortion by estimat-
ing the camera pose from 3D-2D point correspondences.
From the relative position of the mobile device with re-
spect to the landmarks and the known absolute position of
these landmarks as well as their orientation the absolute
position and orientation of the mobile device can be cal-
culated. The absolute positions of the landmarks and their
orientation can be stored either in the mobile device itself
or on a server with a database to which the mobile device
can connect wirelessly and download required data.

Figure 3. Detection of edges with Canny algorithm

3 Landmark detection

The layout of our landmark contains a datamatrix code
with an identifier for the position of the landmark in the
database and a surrounding rectangle.

Figure 4. Candidates of landmark images

The detection process of the landmarks in the cam-
era image is done in a two-stage procedure. In the first
stage all rectangles are detected. Because of the mor-
phologic characteristics rectangles are easy to detect in
a camera image of an environment. The rectangles fur-
ther allow computing the transformation matrix to get an
undistorted rectangle that may contain a datamatrix bar-
code. The computation of the undistorted rectangle is a
pre-processing step that simplifies and increases robust-
ness of further image processing steps (e.g. decoding of
the datamatrix label). The detection of rectangles is im-
plemented with an edge detection filter on a grey-image
using the well-known Canny algorithm [2]. The result of
the Canny algorithm is a binary image containing only two
color values, black and white. White pixel values belong
to an edge (Fig. 3). Within the binary image, we are look-
ing for those points that approximate closed polygons with
only four edges using topological structural analysis and
curve approximation. From this polygon approximation
we get a list of sub-images that may contain possible land-
marks – see Fig. 4 for positions of possible landmarks in
the source image.

The last pre-processing step is dewarping the perspec-
tive of each sub-image of a landmark candidate. The per-
spective of the landmark is transformed to a central per-
spective to make it orthogonal to the camera viewpoint,
like the camera would be positioned directly in front of the
landmark. As mentioned, this transformation increases the
robustness of the decoding of the datamatrix code within
the rectangle.

The second stage deals with the decoding of the data-
matrix codes in our landmarks. All possible landmarks
are processed by the ixMAT library [3, 4] from ixellence
GmbH. As a result we get the identifier of the landmark in
our database where the known absolute position is stored
and additionally the position in the camera image. False
positive landmarks (rectangles containing no barcode) are
filtered out, when the decoder cannot identify them as



datamatrix codes. The decoding is parallelized for speed-
ing up the real time detection.

4 Position calculation

The position calculation can be performed now. The in-
puts are the absolute 3D positions of the landmarks stored
in a database and the relative (2D) positions of the detected
landmarks computed in the preceding step. We calculate
the position of the camera (i.e. the user position) from the
2D-3D correspondence of the absolute landmark positions
in the real world and the relative landmark positions in the
source image. The calculation of the 2D-3D correspon-
dence is called a Perspective-n-Point (PnP) problem. With
solving the PnP problem the position and orientation of a
calibrated camera can be determined. We use the iterative
Levenberg-Marquardt algorithm [5] that provides an accu-
rate solution to the PnP-Problem. The result of the compu-
tation process is a translation vector (t) and a rotation ma-
trix (R). With t and R it is now possible to transform points
from 2D space (R2) to 3D space (R3) and vice versa. This
is based on the pinhole camera model described in Hartley
and Zissermann [6]. The 3D space is the coordinate sys-
tem of the real world with the known absolute positions
of the landmarks. The 2D space is a plane (i.e. the im-
age plane) within the camera coordinate system (R3). The
distance between the image plane and the camera posi-
tion is called focal length. The focal length belongs to the
set of intrinsic camera parameters and is determined by a
pre-processed calibration procedure for the camera of the
mobile device.

Between 2D space and 3D space, the following coor-
dinate transformation equation can be used: x
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(x,y,f) is the position on the image plane, i.e. camera
coordinate system, which is computed with the rotation
matrix R, the 3D space point (X,Y,Z) and the translation
vector (tx,ty,tz). The equation above can also be written as
follows:

pcamera = R · Pworld + t . (2)

Now we want to determine the camera position in 3D
space. We know the position of the camera in the camera
coordinate system which is exactly the centre C:

Pcamera = C =

 0
0
0

 . (3)

This can be translated to the 3D space with the relation
derived from eq. 2 above:

−Pworld = R−1 · t . (4)

The result −Pworld is the absolute camera position in
3D space with the coordinates (X, Y, Z). These coordinates

can be displayed to the user or visualized graphically as his
position in the building (see Fig. 1).

The results of our validation procedure in the lab-
oratory of computer vision are relatively robust. We
compared different positions in 3D space measured
manually with the results of our indoor location method.
The relative error for the x- and y-coordinates was about
3.5 − 3.8%, which corresponds to an absolute deviation of
10-12 cm.

5 Conclusion and future work

We have implemented our method in a prototype running
on an Android tablet device with a dual core A15 ARM
processor. With this kind of processor type it is possible
to obtain a frame rate of 10 frames per seconds. Com-
pared to other approaches, the method is very precise and
robust with respect to changes in the environment. A
major advantage of this technique lies in the fact that –
apart from the inexpensive landmarks – it does not need
any additional components or equipment but can be im-
plemented by simply using commercially available smart-
phones. This ensures low investment costs and makes the
method interesting for the growing market of indoor track-
ing solutions. Our future work will be focused on includ-
ing additional sensors of the mobile device like acceler-
ation and / or gyroscope sensors. These sensors can be
used to improve the accuracy of the position. Further-
more, a tracking component with a dead reckoning compo-
nent could be realized. With these technologies the mobile
device can be tracked without permanently having land-
marks visible from the camera. Beyond determination of
the absolute position other content can be shown on the
display of the device. Key point for that is the integration
of location-based content for the user (e.g. advertising in a
supermarket). A next step could be the integration of aug-
mented reality scenarios to the user. Augmented reality
can enrich the real live images of the camera with addi-
tional information on the user interface.
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