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A B S T R A C T   

Despite the progress of Artificial Intelligence (AI) and its contribution to the advancement of human society, the 
prioritization of ethical principles from the viewpoint of its users has not yet received much attention and 
empirical investigations. This is important to develop appropriate safeguards and increase the acceptance of AI- 
mediated technologies among all members of society. 

In this research, we collected, integrated, and prioritized ethical principles for AI systems with respect to their 
relevance in different real-life application scenarios. 

First, an overview of ethical principles for AI was systematically derived from various academic and non- 
academic sources. Our results clearly show that transparency, justice and fairness, non-maleficence, re-
sponsibility, and privacy are most frequently mentioned in this corpus of documents. 

Next, an empirical survey to systematically identify users’ priorities was designed and conducted in the 
context of selected scenarios: AI-mediated recruitment (human resources), predictive policing, autonomous 
vehicles, and hospital robots. 

We anticipate that the resulting ranking can serve as a valuable basis for formulating requirements for AI- 
mediated solutions and creating AI algorithms that prioritize user’s needs. Our target audience includes 
everyone who will be affected by AI systems, e.g., policy makers, algorithm developers, and system managers as 
our ranking clearly depicts user’s awareness regarding AI ethics.   

1. Introduction 

Artificial intelligence (AI) systems nowadays contribute to people’s 
daily lives and have both positive as well as negative consequences for 
individuals and society as a whole (Mirbabaie et al., 2022), (Sengupta 
et al., 2020), (Bingley et al., 2023), (Oppermann et al., 2019). Concrete 
application examples encompass various fields. For example, AI systems 
are used for fraud detection, to support predictive and prescriptive an-
alytics, for image processing in medicine, for recommender systems, 
connecting people and providing entertainment in many ways (Sen-
gupta et al., 2020), (Willis, 2018), (Plummer). Additionally, talking 
devices, digital assistants, and autonomous driving vehicles have 
become possible and widespread (Mirbabaie et al., 2022). However, 

these contributions are also accompanied by a growing number of 
negative examples where harm has resulted from technology that is not 
advanced (e.g., bias and discrimination, credit denial and medical 
misdiagnosis) (Burrell & Fourcade, 2021), (Scheuerman et al., 2020), 
(Svaldi), (Soper) and from the misuse of technology (e.g., user manip-
ulation, facial recognition surveillance, mass data collection without 
consent, etc.) (Kazim & Koshiyama, 2021). This gives rise to a variety of 
new ethical, legal, and social challenges that can have serious negative 
consequences if not handled appropriately (El Khattabi et al., 2018), 
(King et al., 2020), (Floridi & Cowls, 2019), (Thiebes et al., 2021). 

Civil organizations, research centers, private companies and 
governmental agencies made their commitments and insights public and 
contributed to the formulation of overarching ethical principle for the 
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development and implementation of AI. As a result, a whole body of 
ethical guidelines has been developed in recent years, which are col-
lecting principles to control the development of AI applications 
(Hagendorff, 2020). Institutions that use ethical AI principles are ex-
pected to gain the support and loyalty of the majority of users (Kaur 
et al., 2022). However, these ethical guidelines tend to focus on abstract 
concepts and thus can be difficult to implement in practice (Shneider-
man, 2021), (Kiritchenko & Mohammad, 2017). Thus, this work sets out 
to shine light on that issue from the viewpoint of prioritization. The 
pertinent question arises as to what ethical principles should be priori-
tized when development resources are limited in the operating envi-
ronment. Therefore, this work focuses on two research questions: (1) 
What is the current development of ethical principles for AI applica-
tions? (2) How do (potential) users prioritize these principles in the 
context of various application scenarios? 

Our first contribution is a systematic and structured analysis of 
current ethical principles and guidelines in soft law and academic 
publications. Then, the results were used to create an empirical survey to 
prioritize these principles in various application scenarios to get a better 
understanding of which ethical aspects need to be integrated into AI 
algorithms in the future as to serve user’s needs appropriately. 

This article is organized as follows. Section two reviews the current 
literature on ethics and AI. Section three presents the methodological 
steps underlying this work. Section four presents the results, and section 
five provides a discussion, implications for future research, and limita-
tions of this work. 

2. Ethics and AI 

The technological development and growing application of AI sys-
tems are making a significant contribution to many people’s lives all 
over the world in various situations ranging from personal to profes-
sional settings (Li et al., 2019). The complexity and capability of what AI 
is already capable of make its usage unique and controversial at the 
same time. AI may cause mass unemployment, make independent de-
cisions that people cannot control or understand, lead to wealth redis-
tribution, and replace unique human tasks eventually (Wang & Siau, 
2018). 

Since the concept of machine ethics was proposed (Anderson et al., 
2006), the ethical issues of AI have mostly been discussed by scholars. 
Compared to its global attention and the investment in AI technology, 
the consideration of AI ethics and morality is just at its beginning. Some 
argue that there is no rush to consider ethical problems related to 
technology since there still is a long way for AI to be comparable to 
humans and have consciousness. Yet many researchers believe that 
ethics and morality issues must be considered as soon as possible before 
these issues related to AI become importunate (Wang & Siau, 2018), 
since within half a decade machine learning applications have pro-
gressively spread their roots into most aspects of our daily lives (Prates 
et al., 2018). 

However, while most studies concur that AI brings many benefits, 
there are also many examples that highlight ethical concerns which need 
to be dealt with. AI could pose risks to personal data protection and 
privacy issues, a risk of discrimination when algorithms are used for 
profiling purposes or to resolve situations in criminal justice (Madiega, 
2019). For example, facial recognition software has gained popularity in 
the last years and is nowadays commonplace, from organizing the pic-
tures on our phones to predicting criminal suspects. The ethical validity 
of these technologies was questioned by the recent discovery of the 
phenomenon of machine bias: the process by which personal pre-
conceptions of AI engineers find their way into projects in which they 
are involved The list of ethical concerns and resulting challenges of 
immediate or future relevance faced by AI researchers is extensive 
(Prates et al., 2018). 

Ethical dilemmas refer to situations in which any available choice 
leads to the infringement of some ethical principle while a decision must 

still be made (Kirkpatrick, 2015). The AI research community realizes 
that machine ethics is a determining factor to the extent autonomous 
systems are permitted to interact with human beings (Yu et al., 2018). 
Ethical issues emerge whenever a decision or an action may affect the 
well-being of an individual or a group of people. Dilemma situations 
arise because competing moral values or conflicting factors become 
relevant due to the absence of universally accepted decision-making 
criteria or outcome preferences (Martinsons & Ma, 2009). 

Ethics is commonly referred to as the study of morality. In this work, 
morality is understood as a system of rules and values for guiding human 
behavior, actions, and principles for evaluating those rules. Conse-
quently, ethical behavior does not necessarily mean good behavior, but 
it indicates compliance with specific values. These values are commonly 
accepted as being part of human nature (protection of human life, 
freedom and dignity) or as a moral expectation characterizing beliefs 
and convictions of specific groups of people (e.g., religious rules) (Walz 
& Firth-Butterfield, 2019). 

Moral expectations may be of individual nature and therefore differ 
among two people, regardless of if they share the same cultural and 
moral values or not. This broad definition is used here as the intention of 
this work is not to approach AI from a specific normative perspective 
and therefore to contribute to the discussion on the determination of 
appropriate regulatory means to implement ethics into AI. In addition, 
the benefit of this neutral definition of ethics is that it addresses the issue 
of ethical diversity from a regulatory and policy-making perspective 
(Walz & Firth-Butterfield, 2019). 

As has been acknowledged by (Whittlestone et al., 2019), principles 
should be seen as a starting point from which standards and eventually 
regulations can be developed, but it is necessary to look at specific use 
cases of AI and evaluate tensions between values. For principles to be 
practical useful, they need to be able to guide action in concrete situa-
tions. Already back in 2004, (Dancy, 2004) has argued to focus on 
specific cases entirely. (Jakesch et al., 2022) argue that a more diverse 
ethical judgement must be incorporated into the AI development process 
and that little is known about the priorities of values of different 
stakeholders. 

3. Methodology 

3.1. Introduction: elicitation, analysis, and prioritization 

The methodology of this study is divided into three separately per-
formed phases to ensure a structural and analytical approach. The steps 
build onto each other and in combination comprise the methodological 
base of this research. Phases one and two control each other’s results and 
thus ensure that the data used in phase three, where the empirical study 
is performed, is comprehensive. 

The first phase consists of a scoping review of documents containing 
soft-law or non-legal norms issued by organizations and institutions, 
including grey literature containing principles and guidelines for ethics 
in AI, with academic and legal sources excluded. Due to the absence of a 
database consisting of ethical principles for AI, (Jobin et al., 2019) 
invented the modified PRISMA approach, which was slightly adapted 
and applied in this research step. This protocol was adapted from the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) framework, which was developed to ensure transparent and 
complete reporting of systematic reviews (Liberati et al., 2009). Because 
of the vast number of non-academic sources containing ethical princi-
ples and guidelines for AI it was necessary to systematically review these 
documents and compare them with the results coming from academic 
and legal sources. 

The second phase consists of a comprehensive review of literature on 
ethical principles in AI applications and settings. A systematic and 
structured literature review approach was applied, following the 
guidelines of (Brocke et al., 2009), (Webster & Watson, 2002). The 
approach presented by (Webster & Watson, 2002) is regarded by many 
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as the quasi-standard approach for a systematic literature review in in-
formation systems research (Müller-Bloch & Kranz, 2015), (Wolfswinkel 
et al., 2013). Additionally, (Brocke et al., 2009) extensively highlighted 
the importance of applying rigor in documenting the literature search 
process. In combination, these guidelines provide a systematic and 
transparent approach to performing a comprehensive literature review. 

The third phase aims at the prioritization of the ethical principles 
retrieved in phases one and two. An online survey was conducted and 
evaluated based on the BWS method (Finn & Louviere, 1992).  

1) Best-worst-scaling (BWS): 

The best-worst scaling (BWS) method or maximum difference scaling 
method can be described as an extension of Random Utility Theory 
(Thurstone, 1927) for comparison judgements of pairs. It was first 
introduced by (Finn & Louviere, 1992) to measure preferences of in-
dividuals and thus allow for a comprehensive ranking of measured op-
tions (Cohen, 2009), (Marley & Louviere, 2005). It attempts to create 
trade-off choice situations which are easy to handle for respondents. 
Within multiple rounds the respondents are required to choose the best 
and the worst option for various choice sets, including combinations of 
options from a larger list of choices (Finn & Louviere, 1992)– (Marley & 
Louviere, 2005). 

Best-worst-scaling (BWS) enables the disclosure of participant’s 
preferences regarding the ethical principles and does not require fine- 
grained distinctions (Finn & Louviere, 1992)– (Cohen, 2003). It gives 
a more informative and accurate prioritization, in contrast to a numer-
ical assignment technique (Cohen, 2003). The BWS-method is a 
straightforward and effective approach to find out how respondents 
rank a list of items by having to choose the top and bottom items for a 
given question. It aims at better understanding choice processes of 
participants. 

Two underlying models of the best-worst choices are the MaxDiff 
model and the sequential choice model (Marley & Louviere, 2005), 
(Flynn et al., 2007). In the MaxDiff model, the differences in utilities for 
all possible best-worst pairs per set are calculated. The best-worst pair 
which provides the biggest difference in the utility or other continuum 
of interest will then be chosen (Finn & Louviere, 1992), (Flynn et al., 
2007). In the sequential choice model, the most preferred option will be 
chosen first. Then, the least preferred alternative in the subset will be 
pointed out (Marley & Louviere, 2005). Both models provide a notion 
about how the B–W discrete choices of the respondents are made and 
provide consistent results. 

Initially, the BWS method was applied by (Finn & Louviere, 1992) to 
investigate public concerns with respect to food safety. (Auger & 
Devinney, 2007) used BWS to examine people’s attitude towards social 
and ethical issues. Further, (Cohen, 2009) conducted a survey based on 
BWS to investigate the customers’ preferences with respect to wine at-
tributes. In cloud computing, BWS was applied to evaluate the relative 
importance of certifications. However, the present study is the first one 
to apply the BWS to collect data on ethical principles for AI. 

BWS is expected to provide better and more reliable estimates, since 
it is less vulnerable to potential biases, changes in means and variances 
(Lee et al., 2007), (Baumgartner & Steenkamp, 2001). Since the BWS 
approach is scale-free, respondents are not able to constantly use certain 
parts of the rating scale (Lee et al., 2007), (Cohen, 2003). Furthermore, 
people must make trade-offs and discriminate between options, because 
respondents need to consider only the best and respectively worst 
choices only. 

In the field of ethical principles for AI, this is particularly helpful. 
People may easily tend to identify all ethical principles as most impor-
tant. Moreover, the BWS method has certain advantages to be used for 
cross-cultural studies. It avoids translation problems of verbal scales to 
various languages, and it does not need to face the problems that are 
typical for numerical scales, e.g., other meanings of numbers in different 
cultures. Additionally, the data collected within the BWS framework is 

expected to deliver the maximum amount of information including the 
most preferred requirement, the least preferred requirement, individual 
and aggregated preference rankings of requirements (Marley & Lou-
viere, 2005). Additionally, collected data is easy to analyze and a full 
rank of requirements can be easily obtained by calculating simple 
best-worst scores, choice probabilities or estimations based on condi-
tional logistic regression (Cohen, 2009), (Marley & Louviere, 2005), 
(Louviere et al., 2015). 

Out of several alternatives, the BWS method has evolved as the most 
useful and straightforward ranking methodology to find out about 
ethical principle’s prioritization for AI. 

In the remainder of this chapter, the applied systematic steps of the 
PRISMA framework, the literature review process, as well as the BWS- 
framework to prioritize the resulting principles will be explained in 
more detail. 

3.2. First phase: PRISMA framework 

The PRISMA framework (Jobin et al., 2019) was used to structurally 
find, screen, and analyze non-academic documents dealing with ethical 
principles for AI. So called soft-law efforts by governments and organi-
zations contributing with advanced research on AI principles have risen 
drastically in recent years and create a need for these research efforts to 
be analyzed and taken seriously by the academic research community 
(Zhang et al., 2021). The following chapters explain the review and 
search process.  

1) Scope of the review 

The focus of the review was to find the relevant non-academic doc-
uments dealing with ethical principles for AI and its applications. The 
main goal is to screen the available corpus of literature, synthesize it and 
subsequently map and summarize it. The challenge was the necessity of 
including the mostly available grey literature containing guidelines for 
ethics in AI, e.g., government reports or policy statements by organi-
zations. A scoping review is considered particularly suitable for heter-
ogenous areas of research (Arksey & O’Malley, 2005), (Pham et al., 
2014). The absence of a unified database for ethical principles for AI led 
to the creation of the adapted PRISMA framework (Jobin et al., 2019), 
which was adapted and subsequently applied in this research.  

2) Search steps 

Before data collection, the protocol was pilot tested on various search 
terms and calibrated to function properly. By following well working 
practices for grey literature retrieval, a multi-stage screening strategy 
was applied that guaranteed a systematic and transparent approach. 
First, inductive screening via the search engine Google was conducted. 
The second step consisted of deductive identification of relevant entities 
with associated websites and online collections containing ethical 
principles for AI. To ensure comprehensiveness, relevant documents 
were selected by applying three sequential search strategies. 

To begin with, a manual search of six link hub webpages was per-
formed. 43 sources were retrieved, out of which 21 were eligible (15 
after removing duplicates). As a second step, a keyword-based web 
search on the Google search engine was performed in private-browsing 
mode, including logging out from all personal accounts and subse-
quently erasing web cookies and search history. The search was per-
formed using the following keywords: ‘AI principles’, ‘artificial 
intelligence principles’, ‘AI guidelines’, ‘artificial intelligence guide-
lines’, ‘ethical AI’, ‘ethical principles AI’, ‘ethical principles artificial 
intelligence’ and ‘ethical artificial intelligence’. Each link in the first 30 
search results was followed and screened for ethical AI principles, 
resulting in 8 more sources after removing duplicates, as well as for 
articles mentioning AI principles. This led to the identification of 4 
additional non-duplicate sources. The remaining results up to the 200th 
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hit for each Google search were followed and screened for ethical 
principles for AI only. 

These additional 615 links resulted in 18 new non-duplicate docu-
ments. After the identification of relevant documents through the two 
prior described processes, citation chaining was performed to manually 
screen the full document texts and references of all eligible sources. 
Seventeen additionally relevant documents were identified in this step. 
The literature monitoring was continued until December 31, 2020 in 
parallel with the data analysis of the existing corpus of documents. 
Twelve new sources resulted out of this extended time frame search. The 
process of citation chaining was performed until theoretical saturation 
with the given time frame. 

Based on specified inclusion/exclusion criteria, documents 
(including principles, guidelines, and institutional reports) included in 
the final synthesis were published in English or German. These were 
issued by institutions and organizations from both the private and the 
public sectors. The final list of relevant documents consisted of 43 
documents that were included in the final synthesis.  

3) Screening and coding 

The manual screening procedure was performed based on the codes 
adapted from the analysis performed by (Jobin et al., 2019). A thorough 
content analysis of the 43 sources was conducted manually and the re-
sults were synthesized with the relevant academic literature found in 
phase two. During the manual coding of the sources, all relevant texts 
were analyzed based on whether they contained the prior defined codes. 
To ensure eligible results, the mentioned processes were performed 
independently. The results of both individually performed tasks were 
compared and consolidated. Mentions of ethical principles through their 
respective codes were counted and aggregated based on each principle. 

The PRISMA analysis resulted in a list of 43 documents containing 
ethical principles or guidelines for AI. Combined with the results from 
the previous study performed by (Jobin et al., 2019). 127 documents 
were taken into consideration. Based on the previous study, eleven 
high-level ethical principles have emerged from the research that were 
ready to be synthesized with the relevant academic findings resulting 
from phase two. 

3.3. Second phase: literature review  

1) Scope of the review 

The focus of the literature review lies on studies in the broad context 
of ethical principles for AI and its applications. Information Systems, 
Computer Science as well as studies coming from a more philosophical 
or respectively ethical background were taken into consideration. The 
available academic studies searched for have been published in 2010 or 
after since the topic of ethics in AI has gained wider attention only in 
recent times. Following the work of (Levy & Ellis, 2006) from 2006, 
relevant search queries as well as publication outlets and databases were 
identified which are going to be mentioned in the following chapters. 
During the review process, a neutral position was taken, and only aca-
demic results were derived. Relevant non-academic sources were taken 
into consideration during the subsequent PRISMA framework search.  

2) Literature search and analysis 

The literature search was conducted systematically and in line with 
the framework by (Brocke et al., 2009) and (Brendel et al., 2020). As an 
initial step, publications included in relevant previous literature review 
studies such as the one from (Jobin et al., 2019) or from (Hagendorff, 
2020) provided the first set of publications. Subsequently, the list of 
references of previous relevant literature review publications gave the 
first indications of appropriate literature and keywords as proposed in 
(Larsen et al., 2018). 

During the first review of publications, the first 30 sources for each 
search term were screened based on their title. The resulting list of 
publications for each search term was subsequently analyzed based on 
their abstracts. The lists for every search term were now consolidated 
and checked for duplicates. After duplicate removal, the content of the 
remaining documents has been analyzed in completion (Brendel et al., 
2020), (Braccini & Federici, 2013). 

The search process covered two main areas: database search and 
backward/forward search. The journal selection was based on the AIS 
World MIS Journal Ranking which covers many management journals, 
information systems journals and conference proceedings. For the sake 
of completeness, additional sources have been searched for in the 
following databases: IEEE Xplore, Emerald, ScienceDirect, AISeL, 
Springer, ACM Digital Library and Proquest. To make sure that the re-
view results are relevant and up to date, the time frame was limited to 
the last ten years (2010–2020) as proposed by (Leukel et al., 2014). 

The keywords used during the literature search are the main terms in 
the context of ethical principles for AI. The following terms and their 
possible combinations were used: AI principles, artificial intelligence 
principles, AI ethical guidelines, ethical principles AI, artificial intelli-
gence guidelines, artificial intelligence ethical guidelines, ethical AI, 
ethical artificial intelligence. Subsequently, a backward and forward 
search was conducted based on the approach mentioned by (Webster & 
Watson, 2002). 

Finally, out of 24.134 hits, 26 studies were temporarily classified as 
relevant for further search and analysis. 24.008 studies were rejected 
because they were either off topic or did not clearly specify ethical 
principles for AI. Additionally, to the 26 relevant studies from the 
database search, 9 sources based on the backward and forward search 
were added. In total, a final list of 35 studies was formed and these 
contributed to the ethical principles’ elicitation for AI. The synthesis 
between the results from phases one and two served as the basis for the 
construction of the empirical survey. The AI-related scenarios as well as 
the final explanatory sentences for each principle were based on the 
research conducted in both steps. 

3.4. Third phase: prioritization of principles 

The third step of the methodology consists of the BWS approach to 
prioritize the requirements defined in the prior phases. Additionally, a 
description of the design of the online survey based on the BWS 
approach will be presented. 

3.5. Empirical part 

3.5.1. AI-related scenario elicitation 
To enable respondents to express their true preferences in relation to 

real rather than fictional situations, we derived scenarios in which AI is 
already being used or can be used. In doing so, the scenarios were 
carefully reviewed in terms of their societal relevance. Furthermore, 
based on the generally accepted concepts of weak and strong AI (Bos-
trom & Yudkowsky, 2018), we decided to use a mixture of both forms of 
AI algorithms for this purpose. The chosen scenarios are generally 
agreed to raise several ethical issues and are based on current literature 
in each field. 

3.5.1.1. Usage of AI in human resources (Karnouskos, 2018). One might 
use machine learning to find “good” employees to hire, but the meaning 
of “good” is not self-evident. Given the difficulty of answering this 
question, employers might prefer a definition that focuses on sales 
numbers, as these are easier for them to monitor. In this way, the hiring 
problem is framed as being about predicting the sales numbers of ap-
plicants, rather than simply identifying “good” employees (Passi & 
Barocas, 2019). Amazon’s hiring algorithm has been found to be sexist 
(Dastin, 2022). 
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3.5.1.2. Usage of AI for predictive police work (Asaro, 2019), (Ferguson, 
2017). Predicting when and where criminal events are more likely to 
occur can help law enforcement agencies appropriately plan and allo-
cate resources (Borges et al., 2018)– (Wang & Yuan, 2019) and help 
citizens and travelers avoid unsafe locations (Wang & Yuan, 2019). This 
applies to criminal events of varying severity, including crime in cities, 
terrorist attacks, cybercrime, and fraud (Saidi & Zeki, 2019). Previous 
research has proposed several sophisticated predictive policing models 
(Borges et al., 2018), (Boldt et al., 2018)– (Zheng et al., 2011) and 
implementations such as Crime Prevention Decision Support System 
(CreP-DSS) (Retnowardhani & Triana, 2016) and web-based crime 
analysis toolkits (Calhoun et al., 2008)– (Molcho et al., 2014), for 
example, WebCAT (Calhoun et al., 2008), CAPER (Molcho et al., 2014), 
and PAVED (Godé et al., 2020). 

Indeed, crime prevention strategies implemented on the basis of 
predictive policing can lead to a remarkable decrease in crime rates 
(Vandeviver & Bernasco, 2017). However, the advent of predictive 
policing technology should ensure that its use enables police de-
partments to adequately serve the public, not the other way around 
(Hirsh, 2016). 

Indeed, the CalGang database, a criminal database used to predict 
violent gang-related crimes, was extremely skewed and rife with errors 
leading to bias and injustice (Crawford, 2021). The recidivism algorithm 
being used in U.S. courts to predict the likelihood of recidivism was 
biased against blacks (Angwin et al., 2016). Over the past year, a debate 
has erupted over the use of data science in criminal justice, where courts 
rely on risk assessments to decide who should be released from prison 
while awaiting trial. The stakes are high: Those released on bail are more 
likely to keep their jobs, homes, children and spouses (Barocas & Boyd, 
2017). 

3.5.1.3. Usage of AI in autonomous vehicles. The American Association 
of Electrical and Electronic Engineering (IEEE) estimates that 75% of 
vehicles will be self-driving by 2040 (Feng et al. 2019). The five levels of 
automation in autonomous driving vehicles defined by the Society of 
Automotive Engineers (SAE) and the German Association of the Auto-
motive Industry (VDA) include (Luetge, 2017): Level 1 (assisted driving) 
and Level 2 (partially automated driving), where the driver is assisted 
with steering or controlling braking and acceleration; Level 3 (highly 
automated driving), where the driver is assisted in monitoring the 
vehicle or the surroundings. Level 4 systems (fully automated driving) 
steer the vehicle and control braking and acceleration, while still 
allowing the driver to take control of the vehicle. A level 5 system 
(driverless driving) has complete control of the vehicle. 

In this paper, we consider the highest level of automation. 
Autonomous driving vehicles pose challenges to the automotive in-

dustry (Brenner et al., 2018) and to transportation policy makers 
(Bagloee et al., 2016). Crucial to their successful introduction are 
technological maturity, regulation (Lackes et al., 2020), (Sternberg 
et al., 2020), and road safety (Wiefel, 2021). 

Indeed, passengers’ concerns relate to the physical and psychological 
risks of riding in an autonomous driving vehicle. Owners’ concerns 
relate to liability when acquiring an autonomous driving vehicle. They 
are also unsure who to allow to use their vehicle and are contemplating 
legal consequences if something happens to go wrong (David et al., 
2019). Trust plays an integral role in forming individual attitudes to-
ward autonomous driving vehicles (Lackes et al., 2020), intention to use 
them (Bruckes et al., 2019), and their adoption (Lackes et al., 2020). 

Companies involved in autonomous driving vehicles are aware of 
and committed to ethical aspects (Martinho et al., 2021). 

3.5.1.4. Usage of AI in automated delivery robots for hospitals. Demand 
for professional caregivers far exceeds supply. The aging population 
worldwide will further increase the demand for help with elder care. 
Artificial intelligence (AI), particularly through the use of robots, could 

help, especially in caring for the elderly, increasing their independence 
and potentially reducing the harmful effects of social isolation (2019 
Edelman AI survey, 2019). 

3.5.2. Structure and design of the survey 
The online survey consisted of the following parts. 

3.5.2.1. Introduction. The introductory part is intended to create a 
common understanding of the survey’s purpose and the topic of AI in 
general. Participants were given a brief explanation of how AI algo-
rithms work to ensure that each participant was able to understand the 
importance of ethical principles for AI. 

3.5.2.2. AI scenario introduction. Next, participants were randomly 
assigned one of four AI application scenarios and presented with a short 
textual as well as graphical explanation of the application of AI in the 
given scenario. 

3.5.2.3. The survey: BWS ranking. Participants were briefly told how to 
answer the best or worst choice question. They were instructed to always 
select one most and one least preferred principle per set of two ques-
tions. To avoid errors (e.g., missing answers or indicating more than one 
requirement as most or least preferred), the online survey was pro-
grammed so that respondents could not select more than one answer for 
each question. The survey portion consisted of 22 questions related to 11 
question sets. After respondents completed all best/worst answers, they 
were asked to freely express their views on ethical principles for AI. 

3.5.3. Preparation 

3.5.3.1. Pre-testing and calibration. To arrive at the final version dis-
played to respondents, two separate pre-tests were performed with a 
small section of 8 participants each that did not take part in the public 
survey. Each scenario was pre-tested with 4 respondents. The resulting 
feedback was then collected in one-on-one interviews and summarized 
accordingly. To receive structured feedback, the test respondents were 
asked to fill out a short questionnaire about comprehension of principles 
as well as scenarios and demographical questions. 

3.5.3.2. Principle items. The preparation of the final policy statements 
presented to survey participants had to be done carefully and consid-
erately due to the complexity of explaining ethical principles in a short 
and concise manner. Based on the ethical principles from the first part of 
the methodology, related original items from the IS literature were 
analyzed and then categorized based on related constructs. Items were 
clustered for each underlying ethical principle. Then, the list of items for 
each cluster was consistently narrowed down in a stepwise process to 
obtain a list of candidate items. These candidate items were then rean-
alyzed and compared with each other to obtain the final list of items for 
the empirical survey. 

Following the recommendations (Rupp et al., 2005), (Sommerville & 
Sawyer, 1997), the principle definitions were formulated informally and 
in a natural language to be easily understandable. 

The elicitation of the final items used for the survey is exemplified for 
the ethical principles of transparency and responsibility in the following. 

3.5.3.3. Transparency.  

1) Cluster items (exemplary):  
• The reasoning process of an AI system should be transparent.  
• The criteria for decision making of an AI system should be 

transparent.  
• The reasoning process of an AI system should be understandable.  
• The input data to an AI system should be transparent, valid, 

correctly labeled and interpreted. 
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• The data transformations and hyper parameters used in training 
the AI system should be transparent.   

2) Candidate item 
• The criteria for decision making of an AI system should be trans-

parent and understandable. An AI system should provide trans-
parency of current and future usage of personal data and provide 
users with control over their data.   

3) Final item  
• The decision-making process of an AI system should be transparent 

and understandable. 

3.5.3.4. Responsibility.  

1) Cluster items (exemplary):  
• There should be an audit process and governance of an AI system 

to identify and mitigate errors, assess the impact of the system on 
its environment and to address unexpected results.  

• An AI system should be reliable.  
• Developers of an AI system need to understand ethical norms and 

best practices and should be aware of their ethical responsibility.  
• There should be clear responsibility and accountability for all roles 

in the design and implementation lifecycle of an AI system.  
• An advanced AI system should be treated as a moral agent, and it 

should adopt responsibility for its acts.  
• There should be human control over the development and the 

decision of an AI system.   

2) Candidate item:  
• There should be clear responsibility and accountability for all roles 

in the design and implementation lifecycle of an AI system. 
Furthermore, there should be human control over the development 
and the decision of an AI system.   

3) Final item:  
• Responsibility for an AI system should be borne by its vendors and 

implementers, and they should bear the consequences in case of a 
mistake. 

3.5.3.5. Balanced incomplete block design (BIBD). During the main part 
of the survey, the respondents faced the same best-worst choices, but 
were introduced to various scenarios, as mentioned before. The 
considered principles were organized into choice sets according to the 
balanced incomplete block design (BIBD) that is commonly used to 
design BWS experiments. Following the textbook on experimental 
design by (Cochran & Cox, 1992), BIBD based on eleven choice sets was 
applied (11 ethical principles resulted from phases one and two). In line 
with best practice, every choice set consisted of five items and each of 
them appeared only twice with another one. 

To account for order effects, the order appearance of the principles in 
the framing part, within the blocks, as well as of the blocks themselves 
was randomized. 

A balanced incomplete block design is a design with v treatment 
labels, each occurring r times, and with bk experimental units grouped 
into b blocks of size k < v in such a way that the units within a block are 
alike and units in blocks are substantially different. 

3.5.3.6. The plan of the design satisfies the following conditions.  

(i) Each treatment label appears either once or not at all in a block 
(that is, the design is binary).   

(ii) Each pair of labels appears together in λ blocks, where λ is a fixed 
integer. 

3.5.3.7. There are three necessary conditions for the existence of a 
balanced incomplete block design.  

1. vr = bk,   

2. r (k − 1) = λ(v − 1),   

3. b ≥ v. 

The order of the BIBD is explained in Table 1. 
Best-Worst-Scaling has been applied because it provides consistent 

and high-quality results for data annotation and has been shown to 
outperform the widely used method of rating scales (Kiritchenko & 
Mohammad, 2017). Further, it has been successfully applied to assess 
user’s ethical beliefs (Auger et al., 2007). 

4. Results 

This chapter describes the results of the elicitation and prioritization 
process conducted in this study. The literature-driven elicitation deliv-
ered a total set of eleven principles for AI regarding ethical aspects, e.g., 
transparency, fairness, or privacy. The empirical analysis of the survey 
data delivered interesting insights about the ethical priorities of how to 
incorporate ethical behavior into algorithms of respondents with respect 
to various AI-related scenarios. 

4.1. Literature review results 

The performed PRISMA analysis resulted in a list of 43 documents 
containing ethical principles or guidelines for AI published in 2019 and 
2020. 

Combined with the results from the previous study performed by 
(Jobin et al., 2019), 127 documents were taken into consideration. 
Based on the main study, eleven high-level ethical principles combining 
various ethical codes have emerged. 

Each document has been coded subsequently based on whether it 
explicitly mentions and explains each ethical principle. The results of the 
coding process are shown in Table 2. 

The individual ethical principles were mentioned with varying fre-
quency in the two studies. In the current study, each principle was 
mentioned more frequently overall. Compared to the 2019 literature 
base, trust was mentioned 46% more often in the literature base of the 
current study, followed by sustainability with 41% growth. The middle 
field is composed of privacy (25%), non-maleficence (22%), freedom 
and autonomy (18%), dignity (18%), responsibility (17%), beneficence 
(16%). Transparency (8%), solidarity (7%), and justice and fairness 
(5%) show a rather slight increase in the percentage of mentions. 
Interestingly, there was no principle commonly mentioned in all the 
documents analyzed, neither in the main study, nor in the performed 
research of this work. 

Transparency was mentioned most often in both individually 

Table 1 
Balanced incomplete block design (BIBD).  

Block/Question Ethical Principles 

1 1 2 3 5 8 
2 8 9 10 1 4 
3 4 5 6 8 11 
4 10 11 1 3 6 
5 2 3 4 6 9 
6 9 10 11 2 5 
7 11 1 2 4 7 
8 6 7 8 10 2 
9 7 8 9 11 3 
10 5 6 7 9 1 
11 3 4 5 7 10  
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performed studies, in 87% and 95% of sources, respectively. The overall 
results clearly indicate that transparency, justice and fairness, non- 
maleficence, responsibility, and privacy were mentioned most often in 
the overall corpus of documents, with over 55% and 80% of mentions, 
respectively, in the sources of the two studies. We decided to concentrate 
on them in the present study. 

The synthesis of the 35 additionally identified academic literature 
review results with the above-mentioned sources from the applied 
PRISMA approach needed to be done in a strictly structured and concise 
way. As pointed out in the methodology section, IS literature-based 
items were searched for according to the codes from the research of 
(Jobin et al., 2019). It took 9 individual steps to arrive at the final list of 
principle items representing the underlying ethical guidelines found 
prior. 

In step three, the constructed items have been consistently catego-
rized into seven clusters, namely transparency, justice & fairness, re-
sponsibility, non-maleficence, privacy, dignity, and trust. The 
subsequent two steps narrowed these seven clusters down into 5 
mutually exclusive ones. They were based on the most important high- 
level principles groups being mentioned among the 127 documents 
analyzed according to the PRISMA framework. 

The final clusters identified based on both reviews were trans-
parency, justice and fairness, responsibility, non-maleficence, and pri-
vacy. In the remaining steps, the items in each cluster have been refined 
and rephrased, as shown in Table 3. 

4.2. Empirical prioritization results 

This section presents the findings of the survey data analysis on the 
respondents’ prioritization of ethical principles for AI applications in 
life. 

4.2.1. Data collection and sample 

4.2.1.1. Demographical data. The survey data was collected in Germany 
during two separate periods of four months and respectively 3 months 
from January 2021 until the end of April 2021, as well as from 
September until November 2021. The data is depicted in Table 4. Re-
spondents who participated in the survey were recruited via social 
networks such as LinkedIn and Facebook, as well as through university 
networks mainly at Humboldt University of Berlin. We were able to 
recruit 457 people to start the survey, and 225 participants completed it 
in full. 

First, respondents were given a clear and concise overview the 
research topic and its importance, among other things, to encourage 
them to participate in the survey. Next, participants were randomly 

assigned to one of four possible scenarios. Scenario one deals with AI in 
human resources. Scenario two is about predictive policing. Scenario 
three addresses autonomous vehicles and scenario four delivery robots 
in hospitals. Most participants that finished the survey were assigned to 
scenario three (30.67%), while the remaining participants were simi-
larly equally distributed across the remaining three scenarios one, two, 
and four (20.44%, 25.33%, and 23.56, respectively). 

Of the 225 participants, 52% were male and 41% female. Six re-
spondents preferred not to indicate their gender, 2% of individuals 
indicated “other” as their gender, and 5% chose not to indicate their 
gender. Most of the participants (71%) are between 18 and 39 years old, 
which is not surprising given that the study is mainly aimed at students 
and people of the same age. 

Most respondents (56%) named a university degree (bachelor and/or 
master’s degree) as their highest educational qualification. Another 
third (32%) of participants have a high school diploma and around 7% 
do have a doctoral degree or habilitation. In line with this, most par-
ticipants are students in their current employment status (57%), 

Table 2 
Ethical Principles based on (Jobin et al., 2019).  

Ethical principle Jobin et al. (2019) ( 
Jobin et al., 2019) 

This 
research 

Aggre- 
gated 

Exemplary References 

1. Transparency 87% 95% 90% (Li et al., 2019), (Balakrishnan et al., 2019)– (Sokol, 2019) 
2. Justice and 

fairness 
81% 86% 83% (Balakrishnan et al., 2019), (Rothenberger et al., 2019)– (Yapo & Weiss, 2018) 

3. Non-maleficence 71% 93% 79% (Gómez-González et al., 2020), (Rothenberger et al., 2019), (Siau & Wang, 2020), (LaBrie & Steinke, 
2019), (Dobbe et al., 2020)– (Maas, 2018) 

4. Responsibility 71% 88% 77% (Feng et al., 2019), (Balakrishnan et al., 2019), (Gómez-González et al., 2020), (Rothenberger et al., 
2019), (Siau & Wang, 2020), (Seymour, 2018) 

5. Privacy 56% 81% 65% (Li et al., 2019), (Balakrishnan et al., 2019), (Gómez-González et al., 2020), (Rothenberger et al., 
2019), (Siau & Wang, 2020), (Li & Zhang, 2017), (Weibel et al., 2017) 

6. Beneficence 49% 65% 54% (Hooker & Kim, 2018), (Siau & Wang, 2020) 
7. Freedom & 

autonomy 
40% 58% 46% (Hooker & Kim, 2018), (Siau & Wang, 2020), (Susser, 2019) 

8. Trust 33% 79% 49% (Gómez-González et al., 2020), (Siau & Wang, 2020), (Li & Zhang, 2017), (Susser, 2019), (Giattino 
et al., 2019) 

9. Sustainability 17% 58% 31% (Li et al., 2019), (Rothenberger et al., 2019) 
10. Dignity 15% 33% 21% (Rothenberger et al., 2019), (Siau & Wang, 2020) 
11. Solidarity 7% 14% 9% (Li et al., 2019), (Gómez-González et al., 2020), (Siau & Wang, 2020), (Cruz, 2019)  

Table 3 
Item overview.  

Item for the survey Ethical principle/ 
cluster 

An AI system should respect human safety; in particular, it 
should not harm human beings, or watch human beings 
suffer danger and ignore it. 

Non-maleficence 

An AI system should be secure; in particular, attacks on the 
system and unauthorized system use should be prevented. 

Non-maleficence 

The decision of an AI system should be fair, unbiased and free 
of discrimination against individuals and groups. 

Justice & Fairness 

There should be audit processes applied for identifying and 
mitigating limitations and errors of an AI system. 

Responsibility 

There should be clear traceability of errors and accountability 
for the lifecycle of an AI system. 

Transparency 

An AI system should respect human privacy; in particular, 
humans should be able to control their personal data used 
in the system, and misuse of personal data should be 
prevented. 

Privacy 

The data used for training the model and the decision-making 
process of an AI system should be correct and complete. 

Transparency 

A human being should have the control over executing the 
decision of an AI system. 

Responsibility 

The decision-making process of an AI system should be 
transparent and understandable. 

Transparency 

Responsibility for an AI system should be borne by its vendors 
and implementers, and they should bear the consequences 
in case of a mistake. 

Responsibility 

The fact that an AI system is applied should be made clear to 
the end user. 

Transparency  
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followed by around 22% employees. 
In terms of experience with data science or information systems, 

most respondents (64%) had less than one year of relevant experience, 
while 27% reported having between one and ten years of experience. 
25% had between one and five years of relevant experience. 

4.2.1.2. Rank orders. The BWS method offers several procedures to 
analyze respondents’ preferences and provides a tool to obtain a rank 
order of principles in terms of their relative importance (Cohen, 2009), 
(Marley & Louviere, 2005). Even though the procedure based on 
counting provides results that are a close approximation of a conditional 
logistic regression (Marley & Louviere, 2005), both methods are applied 
for the sake of completeness. The second method is chosen to verify 
whether it delivers consistent results in comparison with the main 
method. In addition, the square root method is applied to allow for 
further analysis. Finally, the level of agreement among the respondents 
on the obtained rankings is calculated. For the numerical and statistical 
analysis of the survey data, an Excel spreadsheet has been applied. 

4.2.1.3. Overall rankings based on counting analysis. In contrast to a 
conditional logistic regression, the counting procedure applied here is 
less complicated and easier to perform no matter which MNL model (e. 
g., MaxDiff or sequential model) better fits the data (Marley & Louviere, 
2005). By counting the number of times, a principle was chosen to be the 
most (best) and least (worst) important, based on the proposed meth-
odology by (Finn & Louviere, 1992), the M-L scores are calculated at the 
aggregate level by subtracting the number of times a principle was 
identified as least important from the number of times it was chosen as 

most important. The average M-L scores are calculated for every 
requirement by dividing the aggregate M-L scores by the number of 
overall respondents (225) and the number of times every single principle 
appeared in the choice sets in total (5). Finally, the M-L scores and the 
average M-L scores allow to create a rank order of the ethical principles 
(Cohen, 2009). The obtained first results given in Table 5 provide first 
insights on the ethical principles priorities of the survey respondents. 

The first two columns include the underlying ethical principle or 
cluster and the item used in the survey. Columns three and four show the 
number of times an item is chosen as most or least important. The item 
containing human safety (non-maleficence) is most frequently chosen as 
most important, while the item about transparency to the end-user 
(transparency) most often identified as least important. The positive 
values of the M-L scores (column 5) indicate that the considered 
requirement was chosen more frequently as most than least important. 

The negative M-L scores indicate that these requirements are more 
often marked as least than most important. The average M-L scores 
(column 6) take on values between − 1 and 1 and provide equivalent 
results to the simple M-L scores. Thus, a higher average M-L score level 
indicates higher level of importance (Cohen, 2009). Based on the M-L 
scores and the average M-L scores, the requirements are assigned to 
ranks from 1 to 11 (last column). While rank 1 is most important, rank 
11 is least important at the aggregate level. 

The overall ranking clearly indicates that respondents rate high-level 
ethical principles such as non-maleficence and justice & fairness as most 
important. Human safety, non-bias and the prevention of unauthorized 
usage are most important to most people participating in the survey. 
Transparency and responsibility are of great importance to respondents 
as well, reflected in items describing accountability in case of a mistake 
and traceability of errors in such cases. Privacy in terms of personal data 
usage is seen as important as well. Items describing the internal aspects 
behind an applied AI, as well as more theoretical descriptions of how the 
underlying algorithms work, receive less ratings as important by the 
survey participants. Overall, it can be concluded that those items 
describing actual applications and practical usage of AI have been rated 
as most important more often than those items describing the more 
theoretical side of AI. 

4.2.1.4. Rankings per scenario based on counting analysis. To analyze the 
data further, the applied counting method has been broken down into 
the data for each of the four scenarios. For clarification, the scenario 
contents will be repeated. Scenario one deals with human resources, 
scenario two focuses on predictive policing, while scenarios three and 
four deal with autonomous vehicles and hospital robots respectively. As 
for the items rated as most important, there is no substantial difference 
to the overall ranking (for comparative reasons displayed in the last 
column). The same counts for the items rated as least important. 

Overall, both ends (most and least) of the scale have been consis-
tently chosen as most or least important overall, regardless of the 
various applied scenarios. Items ranked as important overall, such as 
personal privacy, differ among the individual scenarios. Respondents 
rated it as less important in the predictive policing scenario than in the 
overall results. Respectively, privacy has been rated as far more 
important in the human resources scenario than in the overall results. 
Respondents have shown a deeper understanding of the functionality of 
AI algorithms regarding the item describing that training data should be 
correct and complete by rating it significantly higher in the predictive 
policing scenario than overall. Interestingly, the individual results also 
show that it does not seem to bother respondents whether they know if 
AI is applied or not, regardless of the four use cases (see Table 6). 

A square root analysis is applied to allow for further insights into 
respondents’ preferences with respect to ethical principles for AI (see 
Table 7). 

M
(L + 0.5)

Table 4 
Demographics.  

Scenario 1 2 3 4 Total 

Number 46 57 69 53 225 
Gender 
Male 48% 51% 61% 45% 52% 
Female 48% 44% 32% 43% 41% 
N/A 4% 2% 6% 7% 5% 
Other 0% 3% 1% 4% 2% 
Age 
0–17 0% 0% 2% 0% 1% 
18–24 37% 46% 36% 32% 38% 
25–39 39% 37% 36% 43% 39% 
40–59 13% 12% 16% 17% 15% 
60–79 7% 2% 3% 4% 4% 
N/A 4% 2% 7% 4% 4% 
Highest educational degree 
Secondary school diploma 2% 2% 3% 2% 2% 
High school diploma 37% 28% 33% 28% 32% 
Master’s degree 26% 33% 22% 24% 26% 
Bachelor’s degree 21% 32% 36% 30% 30% 
Doctoral degree (Ph.D.) 4% 2% 3% 7% 4% 
Habilitation 4% 2% 3% 4% 3% 
N/A 4% 2% 0% 4% 2% 
Current employment status 
Student 46% 67% 62% 49% 57% 
Employee 35% 21% 15% 23% 22% 
Official 6% 2% 7% 13% 7% 
Unemployed 0% 4% 4% 0% 2% 
N/A 4% 2% 6% 4% 4% 
Self-employed 2% 2% 0% 6% 2% 
Retired 0% 2% 1% 2% 1% 
Other 0% 2% 1% 2% 1% 
CEO 7% 0% 3% 0% 2% 
Apprentice 0% 0% 0% 2% 0% 
Data Science experience 
Less than 1 year 71% 68% 58% 59% 64% 
1 year–5 years 24% 21% 28% 26% 25% 
6 years–10 years 0% 2% 3% 2% 2% 
11 years–15 years 0% 0% 1% 6% 2% 
More than 15 years 0% 5% 6% 2% 4% 
N/A 4% 3% 4% 5% 4%  
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The calculated square roots estimate the choice probability of each 
principle in per cent and put them in relation to the most important one 
(i.e., with the highest sq root) (Cohen et al., 2009). 

Table 8 compares the square root for each scenario with the overall 
result. In total, the results of the square root analysis support the 
counting analysis results. The rankings are similar with only the most 
important two items being switched in the square root results. As for 
each individual scenario the findings support the counting analysis’ 
outcome. Table 9 shows the overall ranking. 

5. Discussion 

This research applied a systematic reviewing procedure and subse-
quent prioritization of AI ethical principles by means of an empirical 
study. It contributes to the evaluation of how AI should be designed and 
applied among four areas of societal life to serve its users’ needs. 

The systematic approach has been conducted according to a rigorous 
procedure that is documented and fully reproducible for further analysis 
in the same or other contexts (cultural background, different scenarios). 

The first objective of this work was to apply a structured systematic 
literature review for both non-academic and academic resources to 
identify relevant ethical guidelines or principles for AI applications. So 
called soft-law efforts by governments and organizations contributing 
with advanced research on AI principles have risen drastically in recent 
years and created a need for these research efforts to be analyzed and 
taken seriously by the academic research community (Liberati et al., 
2009). By following the adapted PRISMA approach introduced by (Jobin 
et al., 2019), non-academic resources have been collected, analyzed, 
coded, and synthesized with the academic findings resulting from the 
second phase of this research as well as the findings from the previous 
performed study in 2019. The overall results clearly indicate that 
transparency, justice and fairness, non-maleficence, responsibility, and 
privacy were mentioned most often in the overall corpus of documents, 
with over 55% and 80% of mentions, respectively, in the sources of the 
two studies. 

The PRISMA research method resulted in a comprehensive list of 43 
documents that were fully analyzed and coded based on eleven ethical 
principles clusters that emerged from the previous study. 

Table 5 
M-L ranking.  

Ethical principle/ 
Cluster 

Item Most 
counts 

Least 
counts 

M-L 
score 

Avg. M-L 
score 

Rank 

Responsibility Responsibility for an AI system should be borne by its vendors and implementers, and they should 
bear the consequences in case of a mistake. 

118 286 − 168 − 0,15 10 

Transparency The data used for training the model and the decision-making process of an AI system should be 
correct and complete. 

201 209 − 8 − 0,01 6 

Transparency The decision-making process of an AI system should be transparent and understandable. 140 291 − 151 − 0,13 9 
Transparency The fact that an AI system is applied should be made clear to the end user. 64 652 − 588 − 0,52 11 
Responsibility There should be audit processes applied for identifying and mitigating limitations and errors of 

an AI system. 
191 150 41 0,04 4 

Non-maleficence An AI system should be secure; in particular, attacks on the system and unauthorized system use 
should be prevented. 

315 44 271 0,24 2 

Non-maleficence An AI system should respect human safety; in particular, it should not harm human beings, or 
watch human beings suffer danger and ignore it. 

373 56 317 0,28 1 

Justice & Fairness The decision of an AI system should be fair, unbiased and free of discrimination against different 
individuals and groups. 

261 141 120 0,11 3 

Responsibility A human being should have the control over executing the decision of an AI system. 224 255 − 31 − 0,03 8 
Privacy An AI system should respect human privacy; in particular, humans should be able to control their 

personal data used in the system, and misuse of personal data should be prevented. 
134 143 − 9 − 0,01 7 

Transparency There should be clear traceability of errors and accountability for the lifecycle of an AI system. 186 155 31 0,03 5  

Table 6 
Ranking per each scenario.  

Ethical principle/ 
Cluster 

Item Ranking 
(Scenario 1) 

Ranking 
(Scenario 2) 

Ranking 
(Scenario 3) 

Ranking 
(Scenario 4) 

Ranking 
(Overall) 

Responsibility Responsibility for an AI system should be borne by its vendors and 
implementers, and they should bear the consequences in case of a 
mistake. 

10 10 7 9 10 

Transparency The data used for training the model and the decision-making process of 
an AI system should be correct and complete. 

9 6 5 6 6 

Transparency The decision-making process of an AI system should be transparent and 
understandable. 

6 9 9 10 9 

Transparency The fact that an AI system is applied should be made clear to the end 
user. 

11 11 11 11 11 

Responsibility There should be audit processes applied for identifying and mitigating 
limitations and errors of an AI system. 

7 5 4 4 4 

Non-maleficence An AI system should be secure; in particular, attacks on the system and 
unauthorized system use should be prevented. 

1 2 2 2 1 

Non-maleficence An AI system should respect human safety; in particular, it should not 
harm human beings, or watch human beings suffer danger and ignore it. 

2 1 1 1 2 

Justice & 
Fairness 

The decision of an AI system should be fair, unbiased and free of 
discrimination against different individuals and groups. 

3 3 6 3 3 

Responsibility A human being should have the control over executing the decision of an 
AI system. 

5 4 10 5 8 

Privacy An AI system should respect human privacy; in particular, humans 
should be able to control their personal data used in the system, and 
misuse of personal data should be prevented. 

4 8 8 7 7 

Transparency There should be clear traceability of errors and accountability for the 
lifecycle of an AI system. 

8 7 3 8 5  
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Subsequently, a structured literature review combining the ap-
proaches of (Brocke et al., 2009) and (Webster & Watson, 2002) has 
been conducted separately to synthesize the softlaw findings with aca-
demic resources. 35 publications have been retrieved and fully analyzed 
based on the codes from (Jobin et al., 2019). The body of literature was 
then used to create items for the empirical survey, as well as provide 
insights into the construction of AI application scenarios. The item 
construction has been a difficult and time intensive task due to the 
complexity of explaining ethical principles in a short, 
easy-to-understand, and concise manner. The eleven ethical principles 
have been narrowed down into the five most important overall clusters 
based on the results from the literature review. Based on the clusters, 
eleven items (i.e., descriptions) have been constructed that comprise the 
most important ethical principles and were used subsequently to iden-
tify participants’ priorities about ethical AI applications. 

(Whittlestone et al., 2019) pointed out that principles need to be 
ultimately formalized through certain standards or regulations. These 
can only be effective if clear guidance exists on how underlying values 
should be prioritized in different scenarios or cases. In our work, we set 
out to explore stakeholders’ priorities in detail. Principles alone are 
naturally limited because they are likely to be interpreted differently by 
different groups of people or stakeholders. Additionally, they are highly 
general and theoretical. In practice, they come into conflict with one 
another. Prioritizing ethical values in different scenarios is an important 
step among others, such as clearly highlighting value tensions and 
finding ways how to resolve them (Whittlestone et al., 2019). Sanderson 
et al. (Sanderson et al., 2023) highlighted tensions between different 
ethical aspects as they interact with one another. Different to (Whittle-
stone et al., 2019), they focus on three-sided interactions instead of the 
more common two-sided point of view to look at it. Typical AI ethical 
principles have a common set of underlying aspects and to operation-
alize AI ethics, it is important to study the interactions between these 
aspects and prioritize them. With our work, we hope to contribute to 
raising awareness about the interaction of ethical aspects and foster the 
operationalization of AI ethics. Jakesch et al. (Jakesch et al., 2022) 
explain that different ethical guidelines for responsible AI focus on a 
specific set of values, while little is known about the priorities of a 
representative public. They conducted an empirical study similar to our 
survey but focused on three different groups and highlighted the dif-
ferences between the public and AI practitioners. More diverse ethical 
judgement is needed because priorities of different groups differ greatly. 
It is important to pay attention to who gets to define what ethical AI 
means. Our results aim to increase the sensitivity for context when 
trying to define a set of AI ethical principles. 

5.1. Prioritization findings 

In the prioritization part it has been differentiated between princi-
ples’ items that were selected as most important more frequently than as 
least important and those principles that were chosen as least important 
more frequently than as most important. 

On the principles description level, the first group contained non- 
maleficence in terms of human safety and security of the AI system, 

Table 7 
Rank (BWS).  

Ethical 
principle/ 
Cluster 

Item Sqrt 
(M/ 
L) 

Relative 
importance 

Rank 
(Sqrt) 

Rank 
(BWS) 

Responsibility Responsibility for 
an AI system should 
be borne by its 
vendors and 
implementers, and 
they should bear the 
consequences in 
case of a mistake. 

0,64 24% 10 10 

Transparency The data used for 
training the model 
and the decision- 
making process of 
an AI system should 
be correct and 
complete. 

0,98 37% 6 6 

Transparency The decision- 
making process of 
an AI system should 
be transparent and 
understandable. 

0,69 26% 9 9 

Transparency The fact that an AI 
system is applied 
should be made 
clear to the end 
user. 

0,31 12% 11 11 

Responsibility There should be 
audit processes 
applied for 
identifying and 
mitigating 
limitations and 
errors of an AI 
system. 

1,13 42% 4 4 

Non- 
maleficence 

An AI system should 
be secure; in 
particular, attacks 
on the system and 
unauthorized 
system use should 
be prevented. 

2,66 100% 1 2 

Non- 
maleficence 

An AI system should 
respect human 
safety; in particular, 
it should not harm 
human beings, or 
watch human 
beings suffer danger 
and ignore it. 

2,57 97% 2 1 

Justice & 
Fairness 

The decision of an 
AI system should be 
fair, unbiased and 
free of 
discrimination 
against different 
individuals and 
groups. 

1,36 51% 3 3 

Responsibility A human being 
should have the 
control over 
executing the 
decision of an AI 
system. 

0,94 35% 8 8 

Privacy An AI system should 
respect human 
privacy; in 
particular, humans 
should be able to 
control their 
personal data used 
in the system, and 
misuse of personal 

0,97 36% 7 7  

Table 7 (continued ) 

Ethical 
principle/ 
Cluster 

Item Sqrt 
(M/ 
L) 

Relative 
importance 

Rank 
(Sqrt) 

Rank 
(BWS) 

data should be 
prevented. 

Transparency There should be 
clear traceability of 
errors and 
accountability for 
the lifecycle of an AI 
system. 

1,09 41% 5 5  
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justice, and fairness (no bias or discrimination), responsibility, trans-
parency (accountability, traceability), and personal data privacy. 

The second group contained correct and complete training data 
(transparency), human control (responsibility), understandability of the 
underlying algorithm, responsibility in case of a mistake, and whether it 
is made clear to the end user if AI is being applied. 

The overall results of the survey clearly show that respondents view 
the safety of AI applications (“An AI system should respect human safety; in 
particular, it should not harm human beings, or watch human beings suffer 
danger and ignore it.” and “An AI system should be secure; in particular, 
attacks on the system and unauthorized system use should be prevented.“) 
above all other ethical principles. The human bias towards the safety of 
AI systems is also evident in other studies. In one study, the majority of 
respondents favored cars with utilitarian controls (with the maximized 
aggregate total benefit, i.e., sum of the well-being of all concerned) for 
all other road users if possible, but they themselves would prefer a 
vehicle in which passengers are protected at all costs (Millard-Ball, 
2018). In another series of studies, respondents favored autonomous 
driving vehicles that sacrifice their passengers for the greater good and 
that others should buy, but they themselves would ride in a vehicle in 
which passengers are safe at all costs (Bonnefon et al., 2016). 

Fairness in terms of not being prone to potential bias (“The decision of 
an AI system should be fair, unbiased and free of discrimination against in-
dividuals and groups.“) is ranked third for scenarios involving predictive 
policing and automated delivery robots for hospitals, fourth for the 
human resources scenario, and sixth for the autonomous vehicles sce-
nario. In line with our findings, research in the context of the autono-
mous vehicles scenario shows that reaction time (Wolff et al., 2019), 
emotional state (van Berkel et al., 2022) including perceived stress 
(Wolff et al., 2019), moral preferences, individual characteristics (Awad 
et al., 2018), (Rhim et al., 2021), and culture (van Berkel et al., 2022), 
(Awad et al., 2018) can be crucial in such decisions. 

Clear traceability and responsibility are rated as important as well. 
Participants have clearly focused on the outcomes of AI application and 
put the direct implications for human beings at the forefront of their 
prioritization. This can also be validated by analysing the results for 
each scenario independently. In general, they resemble the overall 
findings, but there are a few interesting insights that were noticed. In the 
predictive policing scenario, privacy, and the usage of correct data for 
training the algorithm were highlighted as far more important than 

overall. A general understanding of how AI algorithms work can be 
expected since respondents clearly prioritized the usage of correct and 
complete training data in the predictive policing scenario. This supports 
the overall prioritization of non-maleficence (human safety). In the AI 
introductory part of the survey, participants were informed about how 
AI algorithms learn and improve their performance in an easy-to- 
understand description. The individual results for the human resources 
scenario show that privacy and the correct usage of personal data have 
been rated as more important than overall, which makes sense in the 
context. 

The principle of responsibility in case of a mistake (“Responsibility for 
an AI system should be borne by its vendors and implementers, and they 
should bear the consequences in case of a mistake.“) landed in one of the 
back places. In an empirically formed ranking of ethical guidelines for 
AI, responsibility got the most votes in terms of relevance, leaving pri-
vacy, transparency, robustness, minimizing bias, and usefulness of AI in 
the background. The participating experts and the participants in the 
online survey found it most important to have someone with whom 
responsibility for actions of an AI system and especially for its conse-
quences should be sought (Rothenberger et al., 2019). The slight 
contradiction may be due to the lack of consensus on the distribution of 
responsibility (Martin, 2017), (Rochel & Evéquoz, 2021), as noted in a 
recent literature review (Selter et al., 2022). 

The overall results indicate that participants do not place greater 
importance on whether they are informed in the given scenarios that 
they are dealing with an AI application and not a human (“The fact that 
an AI system is applied should be made clear to the end user.”). The corre-
sponding item was consistently rated as least important in all four sce-
narios. This may well be positive. It has been shown that moral judgment 
about the decision to donate a kidney to a patient can be influenced by 
AI feedback, even when that feedback is generated completely randomly 
(Chan et al., 2020). However, there is also the question of whether 
participants were able to understand the intent behind this item. This is 
also worth mentioning in the context that transparency was mentioned 
most frequently in both individual literature reviews. 

The four scenarios were carefully chosen based on heterogeneity, but 
a close connection to the human being involved during the application 
(hospital robot for example). Interestingly, the survey results indicate 
that transparency and understandability regarding the decision-making 
process of the respective AI algorithm are not very important to the 

Table 8 
Relative choice probabilities based on sqrt per each scenario.  

Ethical principle/ 
Cluster 

Item Sqrt 
(Sc. 1) 

Sqrt 
(Sc. 2) 

Sqrt 
(Sc. 3) 

Sqrt 
(Sc. 4) 

Sqrt 
(Overall) 

Rank 
Overall 
(Sqrt) 

Rank 
(BWS) 

Responsibility Responsibility for an AI system should be borne by its vendors and 
implementers, and they should bear the consequences in case of a 
mistake. 

0,47 0,61 0,84 0,65 0,64 10 10 

Transparency The data used for training the model and the decision-making process of 
an AI system should be correct and complete. 

0,62 1,18 1,03 1,05 0,98 6 6 

Transparency The decision-making process of an AI system should be transparent and 
understandable. 

0,98 0,65 0,65 0,54 0,69 9 9 

Transparency The fact that an AI system is applied should be made clear to the end user. 0,58 0,21 0,27 0,21 0,31 11 11 
Responsibility There should be audit processes applied for identifying and mitigating 

limitations and errors of an AI system. 
0,92 1,23 1,14 1,16 1,13 4 4 

Non-maleficence An AI system should be secure; in particular, attacks on the system and 
unauthorized system use should be prevented. 

2,04 2,34 3,06 2,95 2,66 1 2 

Non-maleficence An AI system should respect human safety; in particular, it should not 
harm human beings, or watch human beings suffer danger and ignore it. 

1,61 2,60 2,91 3,37 2,57 2 1 

Justice & 
Fairness 

The decision of an AI system should be fair, unbiased and free of 
discrimination against different individuals and groups. 

1,39 1,51 0,99 1,81 1,36 3 3 

Responsibility A human being should have the control over executing the decision of an 
AI system. 

1,00 1,16 0,63 1,09 0,94 8 8 

Privacy An AI system should respect human privacy; in particular, humans 
should be able to control their personal data used in the system, and 
misuse of personal data should be prevented. 

1,68 0,90 0,77 0,97 0,97 7 7 

Transparency There should be clear traceability of errors and accountability for the 
lifecycle of an AI system. 

0,89 1,10 1,32 0,94 1,09 5 5  
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overall group of participants. Furthermore, the overall results show that 
whether vendors and implementers of AI should bear the consequences 
in case of a mistake was almost consistently viewed as not important. 
Only in the scenario dealing with autonomous vehicles has it been rated 
as more important compared to the overall results. 

Overall, both ends (most and least) of the scale have been consis-
tently chosen as most or least important overall, regardless of the 
various applied scenarios. Items ranked as important overall, such as 
personal privacy, differ among the individual scenarios. Respondents 
rated it as less important in the predictive policing scenario than in the 
overall results. Respectively, privacy has been rated as far more 
important in the human resources scenario than in the overall results. 
Respondents have shown a deeper understanding of the functionality of 
AI algorithms regarding the item describing that training data should be 
correct and complete by rating it significantly higher in the predictive 
policing scenario than overall. Interestingly, the individual results also 
show that it does not seem to bother respondents whether they know if 
AI is applied or not, regardless of the four use cases. 

5.2. Implications for research and practice 

This work has several implications for research and practice. For 
research, a systematic and structured collection and ranking of ethical 
principles for AI applications has been conducted by means of priori-
tizing them from individual’s perspective. The need for this stems from 
the current existence of high-level theoretical ethical principles without 
much practical validity (Hickok, 2021). According to (Paradice et al., 
2018) and (Whittlestone et al., 2019), it is necessary to move from vague 
high-level ethics to more practical research, which this work set out to 
provide. 

Our results indicate that the prioritization of ethical principles in 
terms of AI applications is rather homogenous among various practical 
use cases (four scenarios tested) at both ends of the spectrum (most 
important and least important). Regardless of the application, items 
consisting of human safety and/or security of the system have been 
consistently prioritized as most important. The same counts for justice 
and fairness in terms of eliminating bias and discrimination from applied 
AI. Being informed about whether a person is dealing with AI instead of 
a human being (e.g., human resources application) has been consistently 
prioritized as least important among the scenarios. Respondents have 
not placed greater importance on the understanding of how the algo-
rithm performs its decision-making. Ethical principles descriptions on 
personal data usage (privacy), traceability, accountability in case of a 
mistake, and the usage of correct and complete data for training the 
algorithm have been prioritized more heterogeneously across all four 
scenarios. These principles’ rating has been influenced greater by the 
respective scenario. This research combined non-academic resources 
(such as political or institutional guidelines) and academic works and 
synthesized the individual findings. Clarity seems to exist about what 
ethical principles are most and least important, regardless of most 
application scenarios, as well as academic or non-academic research 
(Hickok, 2021). Nevertheless, certain principles’ prioritization clearly 
depends on its individual use case. To a certain extent, the findings of 
this work might have a degree of generalizability, but more practical 
research among various use cases is certainly necessary. 

Overall, the analysis and prioritization framework developed in this 
research provides a foundation for a further stream of contributions 
aimed at its extension and refinement (e.g., various application sce-
narios, investigating rankings of stakeholder groups such as data sci-
entists, or the extension to various cultural groups) over time with 
further related academic and non-academic theoretical and practical 
advancements (Taeihagh, 2021). The theoretical framework can be 
applied for various contexts as well. 

From a practical perspective, this work provides essential guidelines 
for applying a structured theoretical research method, combining it with 
practical research efforts and thus establishing priorities and guidance 
for subsequent implementation. 

In summary, human safety and security of the applied AI algorithms 
have been consistently rated as very important throughout the survey. 
Fairness and the elimination of various forms of bias or discrimination 
receive a high rating of importance as well. Respondents care for audit 
processes to limit mistakes and the results indicate that traceability and 
accountability are of high importance. Privacy and the protection of 
personal data have been valued as important overall, but as already 
mentioned, received greater attention in independent scenarios. Rated 
as least important were whether a human being has constant control 
over the AI application or whether the user is informed about the fact 
that he or she is dealing with an algorithm instead of a person. 

According to the recommendations (Shneiderman, 2020), (1) the 
reliability of AI systems can be ensured through reliable software engi-
neering practices in teams (e.g., audit logs for failure analysis, software 
engineering workflows, testing for verification and validation, bias 
testing for increased fairness, and explainable user interfaces). (2) The 
safety culture in organizations can be shaped by management strategies 
(e.g., management’s commitment to safety, safety-focused hiring and 

Table 9 
Overall ranking.  

Ethical 
principle/ 
Cluster 

Item/Scenario 1 2 3 4 All 

Non- 
maleficence 

An AI system should respect 
human safety; in particular, it 
should not harm human beings, 
or watch human beings suffer 
danger and ignore it. 

2 1 1 1 1 

Non- 
maleficence 

An AI system should be secure; 
in particular, attacks on the 
system and unauthorized 
system use should be 
prevented. 

1 2 2 2 2 

Justice & 
Fairness 

The decision of an AI system 
should be fair, unbiased and 
free of discrimination against 
individuals and groups. 

3 3 6 3 3 

Responsibility There should be audit processes 
applied for identifying and 
mitigating limitations and 
errors of an AI system. 

7 5 4 4 4 

Transparency There should be clear 
traceability of errors and 
accountability for the lifecycle 
of an AI system. 

8 7 3 8 5 

Transparency The data used for training the 
model and the decision-making 
process of an AI system should 
be correct and complete. 

9 6 5 6 6 

Privacy An AI system should respect 
human privacy; in particular, 
humans should be able to 
control their personal data used 
in the system, and misuse of 
personal data should be 
prevented. 

4 8 8 7 7 

Responsibility A human being should have the 
control over executing the 
decision of an AI system. 

5 4 10 5 8 

Transparency The decision-making process of 
an AI system should be 
transparent and 
understandable. 

6 9 9 10 9 

Responsibility Responsibility for an AI system 
should be borne by its vendors 
and implementers, and they 
should bear the consequences 
in case of a mistake. 

10 10 7 9 10 

Transparency The fact that an AI system is 
applied should be made clear to 
the end user. 

11 11 11 11 11  
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training, extensive reporting of failures and errors, internal review 
committees for issues and plans, and compliance with standard industry 
practices). (3) The trustworthiness certification can occur because of 
industry-wide efforts (e.g., state intervention and regulation, external 
auditing of accounting firms, compensation of insurance companies for 
failures, promotion of design principles by non-governmental and 
community organizations, creation of standards, policies, and new ideas 
by professional organizations and research institutes). 

5.3. Limitations and future work 

First, non-academic, or soft-law documents are grey literature and 
are not indexed in academic databases. The retrieval process is therefore 
less exactly replicable and unbiased in comparison to traditional aca-
demic systematic database searches. This work followed best practices 
of grey literature review and has been extensively tested prior to 
execution. Additionally, the PRISMA framework has been developed 
and applied by (Jobin et al., 2019) prior to this research. 

The second limitation is due to the rapid pace of the publication of 
non-academic resources dealing with ethical AI. It is possible that 
important policy documents were published after the completion of this 
work. However, to minimize this risk, new literature has been manually 
checked, analyzed, and subsequently compared with the results until 
June 30, 2021. As with most empirical studies, this work relied on a 
limited sample size and a study population mainly from one country, i. 
e., Germany. Future work should take other countries or respectively 
cultures into consideration (Floridi & Cowls, 2019). 

Third, by applying the PRISMA framework and building on the 
research foundation created by (Jobin et al., 2019), the literature review 
process has been performed on an overarching level. By building onto 
the here proposed methodology, further research could be done on a 
more detailed level, for example by investigating only certain ethical 
principles in specific scenarios, e.g., human safety in predictive policing 
scenarios, since it was the single most often mentioned principle across 
all four scenarios. 

Some limitations arose because of the applied BWS methodology for 
prioritization. During the careful item construction phase, five over-
arching clusters have been created and items have been subsequently 
chosen based on these clusters. The five clusters were transparency, 
justice & fairness, responsibility, non-maleficence, and privacy. Great 
attention has been paid to the creation of heterogenous items that are as 
independent as possible from each other. 

Having the guiding research questions in mind, future research needs 
to further explicate the foundation built here by deriving specific 
guidelines’ rankings in cultural contexts, such as China (Hickok, 2021). 
The theoretical foundation has been investigated and presented in this 
work, while the conduction of practical research needs to be further 
investigated in future research. 

With a sample size of 225 valid responses, we acknowledge that our 
findings may be limited, in part because they involve four scenarios and 
may include participants from various cultures. The number of partici-
pants is still sufficient to derive initial significant findings in the given 
research area. 

Moreover, most of our respondents were young individuals between 
the ages of 18–39 (71%) and students in their current employment status 
(57%). However, this has the advantage that younger generations are, as 
expected, the intensive users of the technologies, thus proactively 
informing themselves and well considering their attitudes and behaviors 
(Dinev et al., 2009). 

Another limitation of the study is that most participants are either 
German or at least live in Germany. Therefore, our work so far mainly 
reflects the German and Western perspective on the ethics of AI. The 
next important step would therefore be to extend our research to other 
countries to support the development of international and cross-cultural 
standards for AI ethics (van Berkel et al., 2022), (Awad et al., 2018). 

It should be clarified that a quantitative approach like it was 

conducted in our study is not sufficient on its own. It would benefit 
greatly from being enhanced through qualitative small-n investigations 
such as expert interviews or specific focus group sessions. In a similar 
work to ours with a quantitative focus as well it has been stated that no 
normative “should” can be based on a descriptive “is” (Jakesch et al., 
2022), (Musschenga, 2005). Our study should be understood as one part 
in a bigger puzzle that highlights the importance of being sensitive to 
specific contexts when talking about ethical AI decision-making. 

6. Conclusion 

In this paper we approached the evaluation of ethical guidelines for 
artificial intelligence systems from the viewpoint of prioritization. First, 
we reviewed the theoretical foundation (ethical guidelines and princi-
ples) and used the results to create an empirical survey to assess user’s 
views in terms of prioritization. For the theoretical part, we employed a 
rigorous literature review procedure by using a PRISMA framework for 
both non-academic and academic sources and based our study on prior 
work by (Jobin et al., 2019) and (Brocke et al., 2009). In the empirical 
survey, participants were confronted with selected AI application sce-
narios that involve ethical challenges. Subsequently, respondents had to 
choose from a list of ethical principles which ones they considered as 
most and least important respectively. 

The outcomes clearly indicate that participants view human safety 
and security of the AI system as most important regardless of one of the 
four scenarios they were randomly presented. The same holds true for 
items that can be summarized as the overarching principles of justice 
and fairness, i.e., elimination of bias and non-discrimination. Privacy 
and personal data usage have been overall rated as important as well, yet 
there are differences based on the respective scenarios (predictive 
policing and human resources). Respondents consistently answered that 
whether they are informed about dealing with AI or a human being is of 
less importance to them. This also applies for whether the decision- 
making process of AI is transparent and understandable as well. The 
results of our study support the incorporation of ethical values into AI 
applications and provide insightful contributions regarding the priori-
tization of ethical values in various real-life scenarios. 

There is a need for more empirical research in the future that can 
build on the foundations built here to better understand the priorities of 
various individuals as well as societal or cultural groups. We argue that 
the creation of ethical guidelines must be accompanied by a deeper 
understanding of user needs. It is important to mention that most works 
up to date, including ours, only reflect a western perspective on AI ethics 
and it would be beneficial to extend this research to other perspectives 
and cultural contexts to get a more precise picture of how AI algorithms 
should be developed to serve humanity. 
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