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Title 

Artificial Neural Network in Soft HR Performance Management: New Insights from a Large 

Organizational Dataset  

Abstract 

Purpose 

This study investigates whether the artificial neural network approach, when used on a large 

organizational soft HR performance dataset, results in a better (R²/RMSE) model compared 

to the linear regression. With the use of predictive modelling, a more informed base for 

managerial decision making within soft HR performance management is offered.  

Design/methodology/approach 

The study builds on a dataset (n>43k) stemming from an annual employee MNC survey. It 

covers several soft HR performance drivers and outcomes (such as engagement, satisfaction 

and others) that either have evidence of a dual-role nature or non-linear relationships. This 

study applies the framework for artificial neural network analysis in organization research 

(Scarborough & Somers, 2006). 

Findings 

The analysis reveals a substantial artificial neural network model performance (R² > 0.75) 

with an excellent fit statistic (nRMSE < 0.10) and all drivers have the same relative 

importance (RMI [0.102; 0.125]). This predictive analysis revealed that the organization has 

to increase six of the drivers, keep two on the same level and decrease one. 
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Originality 

Up to date, this study uses the largest dataset in soft HR performance management. 

Additionally, the predictive results reveal that specific target values lay below the current 

levels to achieve optimal performance. 

Keywords  
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Introduction 

Most management areas, including human resource management (HRM), have long focused 

on how managerial actions influence firm performance relative to its competitors, as well as 

its development over time (Richard et al., 2009). Modern organizations are interested in the 

contribution that particularly soft (collaborative) HRM can make to the overall performance 

(Caputo et al., 2019). Employees are considered as an added value to the organization (Guest, 

1987). Thus, there is great interest in investigating employee performance drivers that evolve 

around their skills, motivation and work conditions (Becker & Huselid, 1998). 

To study performance drivers and outcomes, organizations, consulting agencies and 

researchers predominantly develop and test causal relationships. They apply simple causality-

based data analysis, such as (multiple/multivariate) linear regression (MMR), path analysis, 

structural equation modeling, or time series analysis (Grznar et al., 2007). Even when dealing 

with large-scale data, the analysis often relies on a linear or polynomial relationship between 

dependent and independent variables (George et al., 2016). The main aim is to identify 

drivers for achieving better performance outcomes. However, such relationships are often 

questioned by researchers because of poor to medium-range correlations and low variance 

explanations (Scarborough & Somers, 2006). Such questionable results are then used by HR 

managers to derive performance enhancing initiatives (Jiang et al., 2012). However, if the 

analysis and the results themselves are questionable, then the contribution of the subsequent 

initiatives may be only a matter of doing-something is better than nothing (Briner 2000).  

It is increasingly evident that HRM practitioners and researchers should use more 

sophisticated methods of analysis. Artificial neural networks (ANNs) have been suggested to 

outperform current statistical methods (Stavrou et al., 2007). These can be used to explain 

complex phenomena more accurately. Unlike regressions, ANNs are a Data Mining 

technique without the need for causal theory and a priori model identification assumptions. 
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Their main strength is the ability to learn and detect non-linear patterns within datasets that 

can then be used for prediction (Kaastra & Boyd, 1996). Thus, such “data-driven” approaches 

can uncover more precise insights into an organization's soft HR performance management 

and produce more accurate decisions. 

Research in the field of soft HRM and related organizational behaviour (OB) topics has used 

the ANN approach since the early 90s (Collins & Clark, 1993) and is currently the second 

most studied methodological approach in the general field of HR (Garg et al., 2022). These 

methods are however rarely employed in practitioner-oriented and evidence-based HRM 

research. Thus, the main contribution of this paper is to show how applying the ANN 

methodology may help practitioners in arriving to a better base for decisions regarding 

subsequent performance enhancing initiatives.  

This study builds on a survey-based dataset with more than 49,000 employees and managers 

provided by a multinational pharmaceutical corporation (MNpC) with international offices in 

more than 100 countries. First, we create an ANN that simultaneously analyses all identified 

soft HR performance drivers and outcomes with evidence of nonlinear relationships (e.g. 

performance – work-life balance, performance – satisfaction). Second, we feed our ANN 

with a hypothetical dataset of all possible solutions, so we can predict the best possible soft 

performance management outcome. We believe ANNs have a unique value for scholars and 

practitioners when used as a predictive tool for context-specific soft performance 

management analyses. We thus pose the following research questions: 

1) Applied to a large organizational soft HR performance dataset, does the ANN produce 

a better (R2/RMSE) model than linear regression? 

2) Compared with the linear regression, what HR management fields of action are 

revealed by the ANN prediction approach?  
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Theoretical Background  

In order to better position the ANN research within the soft HR performance field, we first 

outline studies that discuss non-linear relationships between soft HR performance drivers and 

outcomes. This is a fundamental argument for the use of ANNs instead of the MMR. 

Thereafter, we summarize the existing limitations of the ANN research within the soft HR 

performance field. 

Soft HR Performance Drivers and Outcomes:  Non-linear and Dual-Role Arguments for the 

ANN Approach  

According to this study's soft HRM perspective, employees perform best when they are fully 

engaged with the organization (Truss et al., 1997). Unlike hard objective performance 

measures (e.g. return on investment), soft performance measures tend to be subjective and 

rely on collective employee-based assessments of performance outcomes. These are 

comparable across the organization and often take into account specific organizational 

contexts, such as for example R&D (Kerssens-van Drongelen et al., 2000). Previous 

empirical research has however asserted a close correlation between subjective and objective 

performance measures (Wall et al., 2004).  

In order to investigate individual and organizational performance outcomes, understanding 

the organizational context plays an important role (Den Hartog et al., 2004). Organizations 

strive to create a context and manage drivers that empower employees to have a positive 

experience at work and thus perform better. Linear approaches are more common when 

investigating soft HR performance drivers and outcomes. Table I outlines examples of studies 

using a non-linear perspective. Non-linearity includes curvilinear (continuous) as well as non-

monotonous relationships (Losada & Heaphy, 2004). A sole focus on linear relationships may 

lead to small effect sizes, errors and non-supportive results (de Langhe et al., 2017).  
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With the ANN framework (detailed in the next section), it is possible to identify multiple 

non-linear relationships within datasets, which can then be used for prediction (Kaastra & 

Boyd, 1996). ANNs have been advocated to be a very fitting choice when dealing with large 

datasets that have multiple independent (inputs) and dependent (outputs) variables that 

interact in a linear as well as non-linear manner (Grznar et al., 2007).  

In performance research, a number of constructs are recognized as drivers in some studies 

and outcomes in others (see Table I). Considering these dual-role constructs within one 

model is likely to cause multicollinearity. This can have a detrimental effect on traditional 

linear regression analysis, which makes the results at the very least questionable (Grznar et 

al., 2007). ANNs however have the power to overcome multicollinearity data concerns as 

they use a specific activation function that transforms the data so that the final inputs are 

uncorrelated (Morlini, 2006). 

Using the Document Search function in the Web of Science, Table I presents studies based on 

a co-occurrence of performance and constructs. As well as aiming for a wide range of co-

occurrence frequencies (Min: 655; Max: 46.885; Average: 10.794,6), we also reflected 

whether the constructs have non-linearity and dual roles (see below). 

--- INSERT TABLE I HERE --- 

As evidenced from Table I, employee engagement has been used as an outcome in 

performance studies (Zyman & Brott, 2002) but it is also commonly used as a driver for 

performance (Harter et al., 2002). Work-life balance has also been widely researched as a 

driver for performance (Perry-Smith & Blum, 2000). Other studies evidence that there are 

contextual factors that influence work-life balance (Keeton et al., 2007). Thus, both 

constructs can be considered to have a dual-role nature. 
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Furthermore, Somers and Casal (2009) have shown a (curvilinear) interdependency between 

performance (outcome) and satisfaction as well as commitment and engagement (drivers) 

resulting in a curved 3D surface. There is also evidence that engagement (driver) and 

performance (outcome) support curvilinear logic (Shimazu et al., 2018), as does the 

relationship between customer orientation (driver) and sales performance (outcome) 

(Homburg et al., 2011). Furthermore, there is support for the non-linear relationship (non-

monotonous depending on task complexity) between occupational safety (driver) and 

performance-related outcomes (Wallace et al., 2008). Non-linearity (curvilinear) effects 

between work-life balance (driver) and performance (outcome) have also been discussed, 

particularly in relation to working time and life satisfaction (Drobnic et al., 2010). The theory 

has also indicated an unspecified non-linear perspective on leadership (driver) and innovation 

performance (outcome) (Goldstein et al., 2010).  

In light of the discussed aspects and the benefits of the ANN approach, we now summarize 

the existing ANN studies within the field and current limitations. 

ANN studies in soft HR performance management 

ANNs are “non-linear, complex, and parallel” computing systems or machines that model 

any system according to the neurobiological brain (Haykin, 2005). They have been advocated 

to be a very fitting choice when dealing with large datasets that have multiple independent 

(inputs) and dependent (outputs) variables and interact in a linear as well as non-linear 

manner (Grznar et al., 2007). The general structure of ANNs (see Figure 1) consists of a 

number of given output and input neurons. These are equivalent to the number of 

independent and dependent variables. There is at least one hidden layer between them, which 

has a set number of hidden neurons. Every neuron is interlinked with other neurons on the 

subsequent layer with a defined activation function. 
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--- INSERT FIGURE 1 HERE --- 

Our analysis of the studies outlined in Table II identified three types of limitations that affect 

ANN results and its future application in soft HR performance management: 1) standardized 

ANN framework limitations and updates, 2) sample limitations and 3) prediction limitations. 

--- INSERT TABLE II HERE --- 

First, the ANN approach, which comes from computer science and biology, was rather 

unstructured in its early days in OB / HRM research (e.g. Collins & Clark, 1993). Thus, 

Scarborough and Somers (2006) introduced a standard framework for the application and 

evaluation of ANNs for prediction in organization research. It entails 6 steps.  

--- INSERT FIGURE 2 HERE --- 

It is rather straightforward to select a multilayer perceptron network for OB/HRM rather than 

a convolutional network for image analysis (step 1), define the input/output structure of the 

network based on the number of variables (step 2) and pre-process data with normalization 

and outlier deletion (step 3). As for the quantitative assessment of an ANN, it is compared to 

an ordinary least squares regression model (OLS). This involves examining the root mean 

squared error (RMSE) and explained variance (R2) for the training and test data (step 5). It is 

also straightforward to evaluate qualitatively using a graphical sensitivity analysis as a 3D 

response surface mapping two criteria and one predictor (step 6). 

It is however more challenging to estimate hidden neurons and their activation function in the 

network (see Figure 1) as well as determine the number of input/output neurons (step 2). 

Model performance is affected by the number of hidden nodes on a hidden layer and the 

number of hidden layers in the ANN (step 2). Following the selection of the activation 

function and random initial parameters (step 4), steps 5 and 6 consist of the initial evaluation.  
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In case of a poor evaluation, the researcher can adjust the model design (step 2) and the 

model parameters (step 4). A good model will be identified via this recursive process. It is 

transparent to report parameters changed during the process or at least the final parameters. 

Unfortunately, the framework does not explain how to use the trained model for prediction. 

In Table II, only five of eight articles (62.5%) published since 2006 cited and related their 

method to the framework. Even though the framework gets mentioned, its application is often 

imprecise. Many studies failed to indicate the final ANN used (2 of 8), failed to include 

outlier analysis (7 of 8), failed to display how changes in model parameters affected model 

performance (7 of 8), omitted the RMSE/MSE (4 of 8) or overlooked the response surface 

analysis (2 of 8). 

It has been suggested that step 2 can be enhanced by starting with the Kolmogorov rule [1] 

for hidden neurons instead of a rule-of-thumb [2] and model improvements can be achieved 

by experimentation (stepwise increases/decreases) or genetic algorithms. Step 4 can be 

improved by showing how the hidden nodes and learning rates affect the evaluation (step 5 & 

6). Step 5 can be enhanced by adding regression techniques (e.g. Logistic Regression or 

Robust Regression), adding further criteria (e.g. SSE, F-value, MAPE, CVR, Accuracy), as 

well as performing statistical tests between the different models (via Wilcoxon matched pairs 

signed ranks test, Fisher Z-test, or Student t-test). 

The second limitation deals with sample size. In general, regression methods can cope with 

the sample sizes reported in Table II (average 391.1, median 277). ANNs however, are 

particularly “data hungry”, where a sample size of 740 is just enough for demonstration 

purposes (Shah et al., 2020). There is only one dataset in the table that exceeds the 740 by 

263 (n = 1,003). The main problem of small sample sizes is that ANNs need training and test-

data for validation. In order to test cross-validation, ANNs require at least 10% (Collins & 
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Clark, 1993) of the input data as test data. Based on the studies reviewed, the average test 

sample size was 89.6, leaving 76.6% for the training sample. Unfortunately, the smaller the 

sample, the smaller the test data, and the higher the risk of overfitting. This means that 

although the ANN will learn to replicate the data exactly, it would not be suitable for 

predictive tasks. 

Last limitation pertains to the use of trained ANNs in prediction (Kaastra & Boyd, 1996), 

which is lacking in the reviewed studies. Only Montagno, Sexton and Smith (2002) used the 

trained and tested ANN to predict the best management system: they tested an artificial 

combinatorial input dataset and found the best management system via the trained ANN. 

Unfortunately, the prediction uses dichotomies (Yes/No) instead of a qualitative evaluation 

(e.g. 5-point Likert scale). In all other studies, analysis stopped at comparing training and test 

performance without even attempting prediction. 

We now apply the discussed ANN framework to our dataset. 

Methodological Framework 

We first describe the large dataset at hand, then check for validity and reliability, and conduct 

a congruence analysis (Drost, 2011). Finally, we explain important decisions that were taken 

whilst applying the ANN research framework of Scarborough and Somers (2006). This 

should in turn aid in further standardization of the framework´s application in research and 

practice. 

Dataset 

The data was contributed by the MNpC for research purposes, which had international offices 

in more than 100 countries and approximately 51,500 employees at the time of analysis. The 

HR department of the MNpC collected the data via an annual employee survey that entails 

49,680 managerial and employee responses. This equals to a response rate of 96.4% which is 
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well above the reported average (48%) of HR related studies (Baruch & Holtom, 2008). The 

survey consisted of 82 items pertaining to 9 constructs measured, which is more than four 

million data points. The quota with a minimum of one missing value within all of the 82 

items was 0.92% (i.e., 461 missing values). Thus, the final size of the dataset for further 

analysis amounted to 49,219 as all cases with missing values were excluded.  

Measures 

The annual employee survey itself was designed as a joint project by members of the MNpC, 

a consultancy firm as well as a team of researchers. The scale and item discussion relied on 

numerous contributions in the field of soft HR performance management research. The 

selection of scales, the sub-selection and redesign of items as well as answer styles were 

conducted in a participative HR process. Thus, adjustments have been made based on the 

feedback received from general employees, members of the working council, and from 

managers across all levels and functions.  

At the scale level, all constructs reported above to have a non-linear or dual-role nature in 

soft HR performance research have been included. Two major changes have been made: 

First, the construct of general Job Satisfaction had been split up into specific aspects of the 

job (Spector, 1985), namely Immediate Manager, Pay & Reward System, Individual 

Development and Information Sharing. Second, the MNpC insisted to include Organizational 

Effectiveness as a construct, although we could not identify any evidence about non-linearity 

or a dual-role nature. In line with Richard et al. (2009) the MNpC regarded the Effectiveness 

construct crucial for performance and, thus, wanted it to be part of the study.  

At the item level, Contextual Performance (CP) was covered by ten items linked to the three 

dimensions of interpersonal (e.g. ‘In the teams in which I work, we are held accountable for 

the results we deliver’), organizational (e.g. ‘I fell my ideas are actively considered’) and job-
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task (‘My last performance review discussion helped me improve my job performance‘) 

performance (Johnson, 2001). Customer Orientation (CO) was addressed by eight positive 

items related to the SOCO scale (Saxe & Weitz, 1982), but the items were formulated in 

relation to the team (e.g. ‘Teams in which I work, constantly look for better ways to serve 

their customers’). Employee Engagement (EN) was measured via nine items covering 

emotional (‘I am proud to work for the organization’), behavioural (‘I am willing to put a 

great deal of effort beyond what is normally expected’) and cognitive (‘I believe strongly in 

the organizations future direction’) engagement (Shuck et al., 2017). Measuring Leadership 

(LE) was done by an evaluation of core behavioural leadership competencies (Oyinlade, 

2006), linked to the companies’ leadership model (in total nine, e.g. ‘Senior Leaders make 

effective decisions that drive forward’ or ‘Senior leaders provide a clear direction’). 

Organizational Justice (OJ) focused on procedural (‘I have not encountered any bias or 

discrimination towards myself and/or others’) and relational (‘Managers in my function 

support equal opportunity for all colleagues’) justice with seven items in total (Sweeney & 

McFarlin, 1993). While the safety construct entails several different aspects (Díaz-Cabrera et 

al., 2007), the MNpC measured Organizational Safety (OS) using five items centred around 

the existence of rules and practices (e.g. ‘There are adequate security measures’ and ‘My 

function encourages colleagues to put safety first’). As mentioned above, the general Job 

Satisfaction was split into four constructs; Immediate Manager (IM, in total ten, e.g. ‘My 

immediate manager coaches me to develop my strengths’), Pay & Reward System (PR, in 

total four, e.g. ‘How satisfied are you with your salary’), Individual Development (ID, in total 

four, e.g. ‘I have the opportunity for personal development and growth’) and Information 

Sharing (IS, in total four, e.g. ‘The organization does an excellent job of keeping colleagues 

informed’). Work-Life Balance (WL) was measured with a scale linked to its three major 

indicators (Pichler, 2008), by three corresponding items (e.g. ‘My work schedule allows 
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sufficient flexibility to meet my personal/family needs’). Finally, Organizational 

Effectiveness (EF) was measured on the basis of the employee evaluation of a mix of 

structural (e.g. ‘The organization has reduced the amount of bureaucracy in the last 12 

months’) as well as operational (e.g. ‘Actions that have been agreed are then implemented 

effectively’) aspects, but it did not include any additional financial or attitudinal items 

(Sharma & Reetesh K., 2019). Items were measured using a five-point Likert scale (i.e., 

Agree/…/Neutral/…/Disagree).  

Validity, reliability and congruence analysis 

All participants involved in the development phase agreed that the final survey offered good 

content and face validity. Since Confirmatory Factor Analysis (CFA) does not require 

meeting the distributional data assumption (Kaplan, 2009), we performed it for testing the 

construct validity using statistical software R with lavaan. Ideally, standardized loading 

estimates should be 0.7 or higher with 0.5 as the recommended minimum cut-off value (Hair 

et al., 2006). The findings in Table III reveal that 10 items fall short of the minimum loading 

threshold. These were consequently removed as they did not fit the expected model. 

(INSERT TABLE III ABOUT HERE) 

The reliability analysis was conducted using R with psych package, and Cronbach’s alpha 

statistics are reported in Table IV. The minimum threshold of acceptability lies between 0.95 

and 0.65, values are poor and questionable if between 0.5 and 0.65 (DeVellis, 2012). Most of 

our scales were reliable (alpha statistics were between 0.95 and 0.65).  Two scales were 

questionable (PR, WL) as their alpha statistic did not meet the 0.65 threshold. Nevertheless, 

both scales were above the absolute minimum of 0.5. The MNpC considered these two scales 

particularly important for soft performance, and since the discussed measures (i.e., WL) used 
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in other scholarly work (Sturges & Guest, 2004) also rely on one or two-item scales, we 

cautiously decided to keep the two scales for the subsequent analysis. 

(INSERT TABLE IV ABOUT HERE 

For the final congruence analysis, we mean-centred items to corresponding scales, whereby 

the scales were recoded so that the highest values show agreement. Table V summarizes the 

descriptive statistics with all mean scores (M) close to 4.0, all standard deviations (SD) close 

to 0.8, skewness close to -1.0 and a kurtosis in the range between 0.09 and 1.17. The 

Kolmogorov-Smirnov test (KST) values (Table V) show that all scales are non-normally 

distributed. 

(INSERT TABLE V ABOUT HERE) 

Prior to correlation analysis, the data had been Z-transformed. The correlation matrix in 

Table VI shows significant inter-correlations among the different constructs with one very 

strong correlation coefficient (0.9) and thus implies a high risk of multicollinearity (Dohoo et 

al., 1997). This was confirmed with the |X'X| determinant, the Farrar Chi-Square, and the Red 

indicator tests. However, as mentioned above, ANNs have the power to overcome 

multicollinearity (Morlini, 2006).  

 (INSERT TABLE VI ABOUT HERE)  

Preparations for the ANN Approach 

As introduced above and summarized in Figure 2, within the domain of performance-related 

HR research, there is a standardized framework for the ANN approach given by Scarborough 

and Somers (2006). Their framework is anchored in data mining, which means that no model 

assumptions are required and tested. It calls for several straightforward decisions. Thus, we 

first used the suggested multilayer perceptron network (with a feed-forward, back-

propagation algorithm). Second, we defined the network architecture based on the discussed 
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drivers and outcomes with nine input and five output nodes. To determine the number of 

hidden layers as well as nodes per layer we followed the suggested rule-of-thumb rather than 

the above outlined alternatives, because of a smaller interval for the number of used neurons 

[3]. Third, we normalized the data and did an outlier analysis that resulted in a final sample 

size of 43,567 cases. As introduced in our review above, a cross-validation is done with at 

least 10% of the dataset. Due to the large sample size at hand, we decided to use 20% of the 

data as the training dataset (i.e., 8,707 cases), exceeding the current total sample size with the 

factor k=8, and the rest was used for the test dataset (i.e., 34,860 cases) to evaluate model 

performance. Applying the rule-of-thumb resulted in a maximum of 124 hidden nodes 

((20%*43,567/5)/(9+5)) in one hidden layer, or spread across two. In the fourth step, we went 

with the network parameters that were randomly defined by the software (learning rate 0.7 

and momentum 0.7) and made use of the standard sigmoid activation function.  

The fifth step normally entails the report of results and model parameter adjustments, but as 

covered in the theoretical part some important changes were introduced that have to be 

discussed. First, in order to evaluate the model performance, we report the RMSE and 

variance explained (R²). R² arranges between substantial (>0.75), moderate (>0.5) or weak 

(>0.25) model performance (Hair et al., 2006). Since our data had been normalized in the pre-

processing,  we were able interpret the RMSE outputs as a normalized RMSE [nRMSE] as a 

percentage measure (Loague & Green, 1991). An excellent fit is achieved with nRMSE value 

below 10%, good fit with nRMSE below 20%, and a fair fit with nRMSE below 30% 

(Jamieson et al., 1991). A further check of the model fit entails comparing the similarity of 

the nRMSE between test and training datasets. If the values are similar, then the problem of 

overfitting has been avoided (Rosin & Fierens, 1995). Other criteria, that were previously 

introduced, were not used, because they are either linked to the RMSE (SSE) or they are used 

for classification tasks (F, Accuracy). Second, Scarborough and Somers (2006) suggested an 
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OLS regression for comparing NN results to a base-line model, while the above mentioned 

studies proposed logistic regression (classification) or robust regression (if the non-linear 

function is known). Since our aim is not about classification and the model function is 

unknown, we decided to use the OLS regression as suggested in the framework. These results 

are only useful as a baseline because regression assumptions such as linear relationships, 

multivariate normality and homoscedasticity are violated. Third, the framework was 

enhanced with statistical tests that compare the regression and ANN results. In line with 

Scarborough & Somers (2006), we focus on the measures of R² and RMSE instead of the 

results comparison. In order to obtain more information out of the ANN, we suggest the use 

of the Garsons’ RMI score. It enables the evaluation of the individual factor’s relevance 

within the ANN model (Zhang et al., 2018) and can be interpreted in a similar manner to 

regression coefficients. Starting at 124 hidden nodes and after several runs, our final model 

consisted of 84 nodes on 1 hidden layer and had been run for 137 epochs.  

In step 6, a qualitative 3D surface analysis was conducted without changes to the suggested 

procedure. This analysis step entails the examination of the graphical relationships (Edwards 

& Parry, 1993), with the aim of checking whether the factors analysed follow a flat (non-

curved) or a curved 3D surface. The existence of the latter serves as evidence of a non-linear 

relationship in the data. 

After the outlined six steps, the final step involves the use of the trained network for 

prediction. Following (Montagno et al., 2002), we generated an artificial combinatorial 

dataset for our input variables. This means that, our dataset had to cover 9 input scales, each 

with the same possible spread [1 to 5]. One combination of inputs with positive integers 

would look like [1/5/5/4/2/5/1/1/1] and this procedure results in 5^9=1.9 million 

combinatorial cases.  
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Results 

Table VII summarizes the OLS regression and ANN results. Step 5 results indicate a 

substantial model performance for ANN in terms of the explained variance (R² >0.75) and an 

excellent fit statistic (nRMSE <0.10) for the training and test datasets. The training dataset 

model performance is better than that of the test dataset model, which indicates that 

overfitting has been avoided. The regression results in a poor model fit (nRMSE >0.30) and a 

substantial variance explained (R² >0.75). The R² similarity likely stems from the 

multicollinearity of the variables used. The difference in the nRMSE can be potentially 

rooted in the non-linear relationships among the drivers and outcomes. 

(INSERT TABLE VII ABOUT HERE)  

The qualitative analysis in step 6 (i.e. graphical non-linearity check) would need to cover 360 

[4] combinatorial 3D analyses to show whether curved 3D surfaces are present instead of flat 

(non-curved) ones. To exemplify our results, two of the 360 solutions are presented in Figure 

3. There are clear non-linear relationships in both graphs. On the left side, the relationships 

between Immediate Manager and Contextual Performance are either represented by a solid 

line (i.e. when Work-Life Balance is low) or the dotted line (i.e. when Work-Life Balance is 

high). This provides evidence for different (upward or downward) curving effects. The 

overall 3D surface (grid area) results in the highest R² (0.82) when a polynomial of 3rd 

degree is used. On the right side, the relationships between Engagement and Contextual 

Performance are either represented by a solid line (i.e. when Work-Life Balance is low) or 

the dotted line (i.e. when Work-Life Balance is high). Again, this points to different 

(downward or polynomial) curving effects, with the highest R² (0.62) achieved when a 

polynomial of 4th degree is used. More than 90% of these 3D surfaces have a higher R² in the 

case of a 2nd degree polynomial or higher, which ascertains non-linearity. 
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(INSERT FIGURE 3 ABOUT HERE) 

Within the predictive analysis, we computed the sum of all predicted output variables based 

upon our combinatorial dataset. Then we picked the combination of input values with the 

highest sum for their corresponding outputs. This combination reflects the optimal values of 

performance drivers and outcomes that can then be aspired by the management. For example, 

if the current mean of Individual Development (4.09) is lower than the predicted optimal 

value (5), then management needs to invest organizational resources so that a higher ID score 

is achieved in the next annual survey. Six of the current means of the drivers are below the 

predicted ANN optimal values, 2 are nearly there and 1 is even higher than the predicted 

optimal value. Garsons’ RMI scores attest to highly similar relative importance of all factors 

within the model [0.102; 0.125], which means that all factors need to be considered. These 

will be further addressed in the next section. 

(INSERT TABLE VIII ABOUT HERE) 

Discussion 

In this study, we outline the current state of research on ANNs in the soft HR performance 

field, highlight their advantages when analyzing complex non-linear organizational models 

with multiple dual-role constructs, and showcase their underutilized predictive usage. Using 

the largest known sample size in the soft HR performance field (43,567 cases), we attempted 

to mediate a potentially serious small sample size issue for ANN application and results. 

To address our first research question, we show that the ANN provides a better fit (R2 > 0.75; 

nRMSE < 0.10), leading to more informed managerial decisions than OLS regressions 

(nRMSE > 0.30, R2 > 0.75). We indeed found evidence for nonlinear relationships between 

drivers, such as Work-Life Balance and Satisfaction with Immediate Manager, and 

Contextual Performance outcome. 
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Predictive use of the ANN approach revealed interesting results for research question two. 

The close range of the drivers’ relative importance [0.102; 0.125] showed that the 

organization should pay attention to all performance drivers when deriving soft HRM 

initiatives. According to the predictive analysis, there are several drivers that need be targeted 

in different ways. The following arguments only serve as an example of what these possible 

performance initiatives may look like for our MNpC. Engagement and Leadership should be 

increased for superior Contextual Performance. Increasing Engagement could entail 

rethinking job design and person-environment fit (Attridge, 2009). Despite the current values 

not reaching the highest possible levels, Information Sharing and Satisfaction with Immediate 

Manager have to be maintained. Scientific work is the biggest stimulus for scientists at the 

MNpC, so it may be that they pay less attention to the organizational social conditions (Keller 

et al., 1996). As such, the organization should monitor levels of these drivers. Interestingly, to 

improve performance, the MNpC has to decrease Work-Life Balance. One possible 

explanation may lie in the organizational context of MNpC. Given the complicated and 

uncertain nature of the tasks scientists carry out (Ryan & Hurley, 2007), their work already 

entails a substantial amount of autonomy and thus long working hours. 

Conclusion 

Applying the ANN offers the company’s HR department an evidence-based recipe for 

success in terms of facilitating data-driven decision making in the field of soft HRM 

performance. It is beneficial for HR managers to make use of the predictive ANN approach 

as a tool for more informed decision making (i.e. by identifying the best input combination to 

achieve the highest outcome possible). This way the managers have a better idea which 

performance drivers need to be increased or decreased in line with the employee perception. 

ANN, however, requires a fairly advanced analytical skillset that is rarely available today in 

HR departments and imposes certain organizational costs. Investing in training (current HR 
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employees trained in data analysis methods), recruitment (hire new HR data scientists) or 

external consultants (as specialists in HR or people analytics) is thus required.  

Although our method revolved around the use of the ANN approach and its stepwise 

application for prediction, we acknowledge we cannot rule out that our single-organization 

approach limits generalizability and external validity. These data mining results are valid for 

the analysed organisation. Thus, we recommend that future studies use the ANN approach 

across different organizational settings (e.g., geographies, sizes, or industries), to further 

investigate its predictive function and compare the results with the study at hand. The 

generalizability of such data mining approaches would increase, if different organizational 

datasets were used in independent studies using the same or similar survey instruments. In 

addition, a meta-analysis could provide insights from a comparative perspective. 

Notes 

[1] Number of hidden neurons is equal to (input*2) vs the General approach ((input + output) 

/ 2). 

[2] At least five training examples for every connection in the neural network should be 

available (Scarborough & Somers, 2006). 

[3] See note 2, while the number of connections equals the number of hidden nodes 

multiplied by the sum of inputs and outputs; that is cases/5 = hidden nodes*(inputs+outputs). 

The number of hidden layers shall not exceed two, in case of using backpropagation. 

[4] There are 9*8 possibilities and if two out of nine input variables are selected, the result is 

then combined with one out of five output variables equals to 9*8*5=360. 
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Tables 

Table I – Scholarly evidence for non-linear and dual-role perspective on soft HR performance drivers and outcomes  

Construct 

Frequency of 
Co-occurrence 
(Performance/ 
construct) 

Construct role  
(Performance 
driver/outcome) 

Dual 
role 

Non-linear relationship 
(Performance/driver) 

Contextual Performance (CP)  
(Motowidlo & Van Scotter, 1994) 

- Outcome  No - 

Customer Orientation (CO)  
(Yavas & Babakus, 2010) 

1.130 Outcome No curvilinear (Homburg et al., 2011) 

Employee Engagement (EN) 
(Harter et al., 2002) 

1.144 Driver  
(Harter et al., 2002). 
Outcome  
(Zyman & Brott, 
2002) 

Yes curvilinear (Shimazu et al., 2018) 

Leadership (LE) 
(Ogbonna & Harris, 2000) 

31.951 Driver No non-linear (Goldstein et al., 2010) 

Organizational Justice (OJ) 
(Colquitt, 2001) 

1.290 Driver No 
 

Occupational Safety (OS) 
(Feyer & Williamson, 2004) 

2.462 Driver  No non-linear relationship (non-
monotonous) (Wallace et al., 2008) 

Satisfaction  
(Spector, 1985) 

46.885 Driver No curvilinear (Somers & Casal, 2009)  

Work-life balance (WL) 
(Keeton et al., 2007) 

655 Driver  
(Perry-Smith & 
Blum, 2000). 
Outcome  
(Keeton et al., 2007). 

Yes Curvilinear (Drobnic et al., 2010) 
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Table II – Literature review in the field of soft HR performance management using ANNs for data analysis 

   Limitation 1   Limitation 2  Limitation 3 

Article 
Performance 
Construct  

Framework 
cited Framework Additions  

Sample 
Size 

Sample  
Source 

Train vs. Test;  
Training %  

Prediction 
(step 7) 

(Collins & 
Clark, 1993)  

Job 
Performance  

 
impossible  2) Kolmogorov-Rule (hidden = 

inputs*2) vs. (hidden = 
((inputs+outputs)/2))  

 
81 Mid-Level 

Manager 
54 vs. 27; 
67% 

 
- 

649 Upper-Level 
Managers 

435 vs. 214; 
67% 

- 

(Somers, 
1999) 

Job 
Withdrawal 

 
impossible 2) Hidden Kohonen-layer and 

learning vector quantization  
5) LogReg & Accuracy 

 
577 Nurses 462 vs. 115; 

80% 

 
- 

(Somers, 
2001) 

Job 
Performance 

 
impossible - 

 
232 Nurses  185 vs. 47; 

80% 

 
- 

(Montagno 
et al., 2002) 

Organizational 
Performance 

 
impossible 2/4) Genetic Algorithm for model 

improvement used  
5) Wilcoxon Matched Pairs Signed 
Ranks Test between estimates of 
ANN & OLS 

 
137 Organizations 127 vs. 10; 

93% 

 
Predict 
combinations of 
Improvement 
Categories 

(Grznar et 
al., 2007) 

Team 
Effectiveness 

 
no 2/4) Experimentation (hidden 

neurons, learning rate), h = 30  
3) outliers proportion 0-30% 
5) OLS & LMS Regression, 
MSE/SSE/F value 

 
102 Teams 2/3 vs. 1/3; 

66% 

 
- 

(Somers & 
Casal, 2009) 

Job 
Performance 

 
yes 1) MLP & RBF NN 

2/4) Experimentation (hidden 
neurons), Comparison of 
Performance 
5) OLS & Tobit Regression 

 
176 Nurses & 

Technicians 
134 vs. 39; 
80% 

 
- 
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(Karanika-
Murray & 
Cox, 2010) 

Worn-Out 
 

yes 2) 2 models, 2 hidden layer, hidden 
= each 14 & 9 
5) MAPE, Fisher z test 

 
1,003 Employees of 

5 different 
Organization 

Merged:  
802 vs. 201; 
80% 

 
- 

(Minbashian 
et al., 2010)  

Performance 
 

yes 2) 3 models, hidden = 6, 16, 26 
4) Initial parameters described  
5) CVR 

 
120 University 

Graduates 
2/3 vs. 1/3; 
66% 

 
- 

286 NZ Police 
Recruits 

486 US Bus 
Drivers 

(Ladstätter et 
al., 2014) 

Consequences 
of Burnout 

 
no 5) t-test 

 
268 Nurses 227 vs. 49; 

82% 

 
- 

(Ladstätter et 
al., 2016) 

Consequences 
of Burnout 

 
yes 2) hidden = [70;10] stepwise  

5) t-test 

 
465 Nurses 395 vs. 70; 

85% 

 
- 

(Somers et 
al., 2021) 

Stress, Well-
Being 

 yes -  235 Nurses 178 vs. 57 
75% 

 - 

(Shah et al., 
2020) 

Absenteeism  no 1) DNN 
2) NN (hidden = 100) + DNN 
(hidden = 200, 150, 100, 50, 10, 5) 
5) Accuracy, Precision, Recall, F1, 
Recursive Operating 
Characteristic, Confusion Matrix 

 740 Courier 
Company 

553 vs. 187 
75% 

 - 

Average      391.1  76.6%, 89.6   
Median      277.0  80%, 57   

Notes: * LMS (Least Median Squares), MSE (Mean Squared Error), SSE (Sum of Squared Errors), RBF (Radial Basis Functions), MAPE (Mean 

Absolute Percentage Error), CVR (Cross Validation Coefficient), DNN (Deep ANN~multiple hidden layers).  
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Table III – Results of confirmatory factor analysis 

  CP EN EF LE IM PR ID IS CO OJ OS WL 

Item1 0.456 0.580 0.712 0.428 0.611 0.725 0.601 0.794 0.077 0.532 0.611 0.757 

Item2 0.503 0.815 0.628 0.644 0.726 0.617 0.783 0.809 0.745 0.484 0.592 0.573 

Item3 0.550 0.773 0.748 0.711 0.562 -0.09 0.586 0.623 0.606 0.691 0.732 0.450 

Item4 0.742 0.678 0.676 0.733 0.712 0.325 0.621 0.644 0.788 0.761 0.743   

Item5 0.509 0.692 0.746 0.615 0.606       0.641 0.770 0.729   

Item6 0.728 0.587 0.637 0.361 0.751       0.504 0.705     

Item7 0.688 0.773 0.720 0.734 0.788       0.564 0.607     

Item8 0.659 0.341 0.592 0.673 0.533       0.606 0.644     

Item9 0.724 0.638   0.687 0.403               

Item10 0.706       0.787               
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Notes: Contextual Performance (CP), Employee Engagement (EN), Organizational Effectiveness (EF), Leadership (LE), Immediate Manager 

(IM), Pay & Reward System (PR), Individual Development (ID), Information Sharing (IS), Customer Orientation (CO), Organizational Justice 

(OJ), Occupational Safety (OS), Work-life balance (WL). Values in bold are below the 0.5 suggested limit of acceptable factor loading. Model 

fit indices: N=49,680, degrees of freedom (dF): 3,173, p:<0.0001, comparative fit index (CFI): 0.773, Tucker–Lewis index (TLI): 0.76, 

Standardized Root Mean Square Residual (SRMR): 0.062, root mean square error of approximation (RMSEA): 0.062. 
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Table IV – Reliability analysis 

  CP EN EF LE IM PR ID IS CO OJ OS WL 

Total 0.86 0.88 0.88 0.86 0.88 0.62 0.74 0.81 0.83 0.85 0.81 0.58 

Item1 - 0.87 0.86 - 0.87 0.45 0.70 0.75 / 0.85 0.79 0.41 

Item2 0.86 0.85 0.86 0.85 0.86 0.45 0.64 0.74 0.80 / 0.79 0.41 

Item3 0.86 0.86 0.86 0.84 0.88 / 0.72 0.78 0.82 0.82 0.76 / 

Item4 0.85 0.87 0.86 0.83 0.87 / 0.67 0.78 0.79 0.81 0.76   

Item5 0.86 0.86 0.86 0.85 0.87       0.80 0.83 0.76   

Item6 0.84 0.87 0.87 / 0.86       0.82 0.83     

Item7 0.84 0.85 0.86 0.83 0.86       0.81 0.84     

Item8 0.85 / 0.87 0.83 0.88       0.81 0.84     

Item9 0.84 0.87   0.83 /               

Item10 0.84       0.86               

Notes: Contextual Performance (CP), Employee Engagement (EN), Organizational 

Effectiveness (EF), Leadership (LE), Immediate Manager (IM), Pay & Reward System (PR), 

Individual Development (ID), Information Sharing (IS), Customer Orientation (CO), 

Organizational Justice (OJ), Occupational Safety (OS), Work-life balance (WL). 

Standardized alphas are reported per scale and in terms of changes in std. alpha if item is 

dropped. Fields marked with / have not been calculated due to CFA exclusion. Alpha-values 

in bold are questionable > 0.95 or <0.65. 

  



35 
 

Table V – Descriptive statistics 

  n M SD MIN MAX Skewness Kurtosis KST 

CP 49013 4.05 0.75 1 5 -0.81 0.29 0.10* 

EN 48865 3.89 0.81 1 5 -0.76 0.25 0.08* 

EF 48614 4.11 0.74 1 5 -0.94 0.75 0.11* 

LE 48475 4.08 0.8 1 5 -0.70 0.09 0.09* 

IM 49004 4.1 0.79 1 5 -0.97 0.61 0.12* 

PR 49259 4.09 0.87 1 5 -1.14 1.17 0.20* 

ID 49158 4.05 0.84 1 5 -0.95 0.56 0.12* 

IS 48714 3.95 0.85 1 5 -0.79 0.3 0.11* 

CO 48717 3.97 0.79 1 5 -0.79 0.3 0.09* 

OJ 49134 4.04 0.8 1 5 -0.95 0.58 0.11* 

OS 49149 4.1 0.82 1 5 -1.04 0.77 0.13* 

WL 49519 4.24 0.82 1 5 -1.21 1.27 0.20* 

Notes: Contextual Performance (CP), Employee Engagement (EN), Organizational 

Effectiveness (EF), Leadership (LE), Immediate Manager (IM), Pay & Reward System (PR), 

Individual Development (ID), Information Sharing (IS), Customer Orientation (CO), 

Organizational Justice (OJ), Occupational Safety (OS), Work-life balance (WL), sample size 

without missing values (n), mean (M), standard deviation (SD). Descriptive statistics had 

been calculated before z-transformation; Kolmogorov-Smirnov Test (KST) for normal 
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distribution shows test values that are all significant with p < 0.001 to reject the null 

hypothesis. 
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Table VI – Correlation matrix 

  CP EN EF LE IM PR ID IS CO OJ OR 

EN 0.74           

EF 0.73 0.87          

LE 0.76 0.86 0.85         

IM 0.90 0.70 0.70 0.72        

PR 0.68 0.77 0.76 0.77 0.64       

ID 0.85 0.69 0.68 0.70 0.86 0.63      

IS 0.74 0.84 0.83 0.83 0.71 0.73 0.69     

CO 0.78 0.85 0.83 0.83 0.75 0.78 0.72 0.82    

OJ 0.88 0.73 0.71 0.74 0.88 0.65 0.82 0.73 0.78   

OS 0.87 0.67 0.66 0.69 0.87 0.62 0.82 0.69 0.72 0.85  

WL 0.70 0.70 0.74 0.72 0.69 0.63 0.63 0.65 0.68 0.69 0.63 

Notes: Contextual Performance (CP), Employee Engagement (EN), Organizational 

Effectiveness (EF), Leadership (LE), Immediate Manager (IM), Pay & Reward System (PR), 

Individual Development (ID), Information Sharing (IS), Customer Orientation (CO), 

Organizational Justice (OJ), Occupational Safety (OS), Work-life balance (WL). All 

correlations are significant at p <0.001 
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Table VII – ANN analysis 

Method nRMSE * R² 

MMR (OLS, Train) 0.351812 0.804 

MMR (OLS, Test) 0.353506 0.8052 

ANN (Train) 0.043698 0.87388 

ANN (Test) 0.04375 0.87219 

Notes: Variance Explained (R²). * Only normalized Root Mean Squared Error (nRMSE) is 

reported because it is independent of the unit of the data analysed and it is naturally the result 

of ANN analysis, because normalized data needs to be used. 
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Table VIII – Predictions based on ANN (NN) 

  Current 

means 

MMR optimal 

combination 

NN optimal 

combination 

NN based 

managerial 

decision 

Garson’s RMI  

EN 4.05 5 5 Increase 0.125 

LE 4.11 5 5 Increase 0.103 

IM 4.08 5 4 Keep steady 0.102 

PR 4.1 5 5 Increase 0.106 

ID 4.09 5 5 Increase 0.126 

IS 4.05 5 4 Keep steady 0.106 

OJ 3.97 5 5 Increase 0.119 

OS 4.04 5 5 Increase 0.109 

WL 4.1 5 3 Decrease 0.104 

* Note: Employee Engagement (EN), Leadership (LE), Immediate Manager (IM), Pay & 

Reward System (PR), Individual Development (ID), Information Sharing (IS), Organizational 

Justice (OJ), Occupational Safety (OS), Work-life balance (WL), Relative magnitude of 

factor importance for the ANN outcome (RMI) 
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Figures 

Figure 1 – Simple ANN Model 

 

Notes: Simple ANN Structure adapted and modified from Ladstätter et al (2016) and Somers 

et al (2018). wxy are edge weights for level x [e.g. input to hidden layer =1] and connection y 

[e.g. node 3 on input layer to node 2 on hidden layer], each edge has a corresponding 

activation function (e.g. sigmoid). 
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Figure 2 – ANN framework for organizational research (according to Scarborough and 

Somers, 2006) 

 

  



42 
 

Figure 3 – 3D Surface Analysis Sample 

 

Notes: Immediate Manager (IM) served as an input, Work-Life Balance (WL) and 

Engagement (EN) as dual-role constructs, and Contextual Performance (CP) as an output.  
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