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FOREWORD 

The Applied Research Conference which is held every year at 
another University of Applied Sciences in Bavaria is the main 
event for all students in the Master of Applied Research 
program. They come together to present their work in oral 
presentations and full papers, which are published in the 
proceedings, as well as poster presentations of the students 
after their 1st semester. For sure it is interesting for Professors 
and interested people to see the results of upcoming scientists 
and researchers. 

Due to the Corona pandemic, this year it is not possible to organize the conference as usual in 
presence. We have to refrain from face-to-face discussions, having together a cup of coffee. 

We as Professors at the OTH Regensburg wanted to give our students the chance to finish this 
semester successfully – despite all limitations due to the pandemic situation. Therefore we 
decided to organize the RARC 2020 – Regensburg Applied Research Conference 2020 – for the 
Master of Applied Research students of OTH Regensburg as an online conference. However, for a 
Technical University the situation is rather a challenge than a problem. Using a variety of online 
tools for teaching during this semester, we have enough experience to find a setup for RARC2020.  

We received 28 submissions for full papers, which were peer reviewed and 26 of them were 
accepted – you will find them in this proceedings, and they will be presented orally on July 31st, 
2020. Additionally, there are 22 posters which will be presented on the same day. 

During the Plenary Opening Session, after a welcome by our President Prof. Dr. Wolfgang Baier we 
will have 3 Keynote speakers: 

• Prof. Dr. phil. habil. Karsten Weber: Erkenntnistheorie für Ingenieure 
• Prof. em. Georg Scharfenberg: 11 Years Master of Applied Research Alumnis 
• Veronika Fetzer: Entrepreneurship 

Each session has its own virtual meeting room where the students give their presentations, 
followed by discussions as usual. There are two oral sessions in parallel to a poster session. In the 
poster sessions, a virtual meeting room is preserved for each poster. The authors present their 
posters, waiting for visitors to have discussions about their work. 

Walk around virtually and grab the chance to have interesting discussions with our upcoming 
scientists in our meeting rooms.  

I wish you a pleasant and interesting Applied Research Conference 2020 – stay healthy! 

 

Prof. Dr. Jürgen Mottok 
Conference Chair  
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Abstract— For motion analysis and musculoskeletal 

simulation a realistic model with lifelike anatomical 

structure is important. For measuring muscle moment 

arms frequently the tendon excursion method is used. 

The resulting data often shows a high deviation. The 

aim of this work is to evaluate the sensitivity of the joint 

reaction forces and the muscle activity towards this 

variances of the moment arms. In a first step the 

experimental set up for measuring the moment arms in 

the elbow with the tendon excursion method is 

described. In a second step the moment arms in the 

AnyBody Modeling System™ standing model were 

adjusted to the recorded data. In a second model the 

moment arms are increased to observe the sensitivity of 

the joint reaction forces towards higher changes. The 

results of the adapted, increased and default moment 

arms are compared. The changes between the three 

models are with a variance of maximal 4 N very small, 

except for the proximal-distal forces. The results 

indicate that the variances which occur while measuring 

with the tendon excursion method are acceptable. 

 

Keywords— Elbow joint, Musculoskeletal modelling, Tendon 

excursion method, Moment arms 

I. INTRODUCTION  

An essential part of the musculoskeletal system are 

tendons. They transmit the forces generated by the 

muscles to the skeletal system in order to perform a 

movement. Furthermore they determine the line of 

action. In the interest of a realistic calculation of the 

occurring forces, simulating a correct anatomical 

structure is important. Hence, measuring the exact 

moment arms of the tendons is fundamental. According 

to Spoor et al [1] it is preferable to measure the tendon 

displacement as a function of joint angle instead of 

directly measuring moment arms. Therefore, frequently 

the tendon excursion method is used. Here the moment 

arm r can be brought into connection with the tendon 

excursion E and the joint rotation φ. While the method 

is commonly used, the results often show a big 

deviation.  

The aim of this work is to evaluate the influence of these 

variances of the moment arms and thus the maximal 

muscle activity as well as the joint reaction forces.  

 

II. MATERIALS & METHODS 

In a first step an experiment is performed to calculate 

muscle moment arms along the elbow joint during 

extension/flexion. Therefore a cadaveric left arm (age 

65+, gender unknown) is used which is fixed with 

ethanol and stored at 4°C. Before the experiment it is 

stored at room temperature for one hour to assure full 

flexibility for the measurement. The hand was cut off 

and a 0.7mm aramid string was sewn on the distal end 

of each measured tendon. Then the arm was screwed to 

a board in order to ensure a stable position (see Fig. 1).   

The distal end of the aramid string was attached to a 5 

N weight to ensure a pre-tensioning of the muscles. 

Following muscles are measured:   
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  - extensor carpi radialis brevis (ECRB) 

- extensor carpi ulnaris (ECU) 

- extensor digitorum (ED) 

- flexor carpi radialis (FCR) 

- flexor carpi ulnaris (FCU) 

- palmaris longus  (PM) 

For measuring the excursion of a muscle, its string was 

lead through a pulley which was secured in a vice. The 

vice was attached to the table in a way, so the tendons 

remain in a realistic range of motion. During the 

experiment, the arm was flexed three times in a 

pronating position for each tendon in a range between 

0° and maximum 90°.  In order to measure the tendon 

excursion and the joint angle, a 12 - camera motion 

capture system (Vicon Motion Systems Ltd., Oxford, 

England) and a set of reflecting markers are used (see 

Fig. 2 and 3). The reflecting markers are attached to the 

arm with 1.2x3mm countersunk screws to obtain the 

excursion of the tendon and flexion angle of the elbow 

during the experiment (see Fig. 3). They are also 

attached to the weight in order to calculate the tendon 

excursion. There are three markers each on the weight, 

the upper and lower arm in order to get a determined 

model (see Fig. 4).  

For calculating the joint angle and determining the 

correct joint center location the Vicon Nexus “SCoRe” 

(Symmetrical Center of Rotation Estimation) and 

“SARA” (Symmetrical Axis of Rotation Analysis) 

operations are used. SCoRE is an optimization 

algorithm to estimate the center of point rotation [2].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

With the optimization algorithm SARA the axis of 

rotation can be estimated.  

For the evaluation of the sensitivity the AnyBody 

Modeling System™ v.7.2 ((64-bit version) AnyBody 

Technology A/S, Aalborg, Denmark) AMMR 

(AnyBody Managed Model Repository) Standing 

model is used. The legs and the right arm are omitted in 

order to shorten the calculation time. The arm is 

adjusted to a pronating position in the same way it was 

in the experiment. The wrapping obstacles of the 

muscles are varied as well as the insertion points and 

the via points in order to see the influence on the 

moment arm. The change of the coordinates of the 

insertion and via points are kept small in a range 

between 1mm and 20mm. 

Figure 2: Experimental set-up to obtain the tendon excursion of the 

muscles 

Figure 1: Arm screwed on the board with the aramid string lead through      

the pulley 

Figure 3: Marker with screw to attach to muscle 
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The moment arms were adjusted in a way to match with 

the data from the experiment (see Fig. 6 – 11). In a 

second model the moment arms are increased to 

evaluate the sensitivity of the joint reaction forces 

towards bigger changes. The difference between the 

adapted and the default moment arms is up to 10mm, 

between the adapted and the increased moment arms 

there is a maximum change of 19mm. Afterwards a 

force of 10 N along the gravity is applied on the palm 

and a flexion from 0° to 90° is executed with default, 

increased and adapted moment arms (see. Fig. 5). 

With the resulting differences of the joint reaction 

forces the sensitivity of the calculations towards the 

moment arms can be evaluated. Therewith the issue of 

the high deviation of the tendon excursion method can 

be assessed. 

 

III. RESULTS 

In the appendix in Figure 6 to 11 there are the moment 

arms of the different adjustments for ECRB, ECU, ED, 

FCR, FCU and PM. The graphs show the measured data 

of the experiment with the tendon excursion method 

(‘Measure TEM’), the aligned moment arms 

(‘Adapted’), the increased moment arms (‘Increased’) 

and the preset moment arms of the AnyBody™ standing 

model (‘DefaultStandingModel’).  The figures 12 to 17 

show the 

- humeroulnar anterior-posterior force (HUAPF)  

- humeroulnar medio-lateral force (HUMLF) 

- humeroulnar proximal-distal force (HUPDF) 

- radiohumeral proximo-distal force (RHPDF) 

- humeroulnar axial moment (HUAM) 

- humeroulnar lateral moment (HULM) 

 

In the HUAPF, HUMLF, HUAM and HULM the three 

values are all very similar and show no notable change.  

In the HUPDF the adapted moment arms and the default  

moment arms are almost identical. The increased 

moment arms show an increased force of about 10%. In 

the RHPDF also the adapted moment arms and the 

 Default Adapted Increased 

HUAPF 0.7 – 20.0 1.0 – 20.0 4.2 – 20.5 

HUMLF -4.0 – 3.3 -3.3 – 5.3 -6.5 – 3.0 

HUPDF -90.3 – -28.4 -91.6 – -28.1 -77.8 - -16.3 

RHPDF -150.0 – 8.1 -143.1 – 7.4 -185.9 – 7.3 

 Default Adapted Increased 

HUAM -0.08 – 0.39 -0.07 – 0.39 -0.31 – 0.29 

HULM 0.64 – 1.31 0.51 – 1.33 0.44 – 1.16 

Figure 5: AnyBody™ Standing Model with force applied to the palm 

  

Table 1: Values of forces in [N] for the three different models 

Table 2: Values of the axial and lateral moments in [Nm] for the three   
              different models 

Figure 4: Vicon model of the arm and the weight 
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  default moment arms show an identical outcome of the 

force. The increased moment arms show a decrease of 

the force of about 20%. 

Figure 18 shows the maximal muscle activity, which is 

for all three models between 0.22 and 0.24. 

IV. DISCUSSION AND LIMITATIONS 

 

A. Moment arms  

With the experiment moment arms of muscles were 

measured, which were not regarded previously in the 

literature. All of the observed muscles are not main 

flexors of the elbow. Therefore, the maximal muscle 

activity is not affected by a change of the moment arms 

and the changes in the forces are rather small. The 

adapted muscle arms show a large correspondence with 

the default AnyBody™ Standing Model. The increased 

moment arms, which are showing the sensitivity of the 

forces towards higher changes of the moment arms, 

don’t result in a change of the values except for the 

HUPDF and the RHPDF which indicates a small 

influence of these muscle moment arms on the elbow 

joint reaction forces. As the change of the wrapping 

obstacles and the via points did not show a large 

influence of the moment arms, the main adaption of 

them was carried out through the origin points. 

 

B. Limitations of the tendon excursion method 

The movement of the arm was executed manually, so 

the velocity is not steady. As the aramid string is not 

stiff, there might be a movement of the weight, which is 

not based on the flexion or excursion of the arm but for 

example on the rotation of the weight. 

 

C. Fixation 

According to Kim et al. [3] usually the alteration of 

cellular components also affects proteins, the 

membrane and other intracellular structures. So due to 

the fixation with ethanol the mechanical properties of 

the arm have changed. Therefore, the excursion of the 

tendons is different to the in vivo excursion. 

Furthermore, the flexibility of the joints is limited. The 

extensor carpi radialis longus can’t be measured, 

because it ruptured. As there is no surrounding tissue 

the movement of the tendons changes. During the 

extension of the fingers, the tendon loses the contact to 

the bone. Therefore, the tendons are attached to a 5 N 

weight to keep them strained.   

 

D. Measurement of the deep muscles 

As the motion capture system is an optical measurement 

it is not possible to measure the deep muscles as the 

markers would be covered by the superficial muscles.  

 

V. CONCLUSION 

In a next step the observation of the main flexors of the 

arm is interesting as the variances of the joint reaction 

forces are not very notable in this work. The variances 

of the moment arms, which occur while measuring with 

the tendon excursion method, are acceptable regarding 

the presented outcome.  
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Figure 6: Moment arms of the ECRB 

  

Figure 7: Moment arms of the ECU 
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Figure 8: Moment arms of the ED 
  

Figure 9: Moment arms of the FCR 
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Figure 10: Moment arms of the FCU 
  

Figure 11: Moment arms of the PL 
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Figure 12: Humeroulnar anterior-posterior force of the three different models  

Figure 13: Humeroulnar medio-lateral force of the three different models  
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Figure 14: Humeroulnar proximal-distal force of the three different models  

Figure 15: Radiohumeral proximo-distal force of the three different models  
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Figure 16: Humeroulnar axial moment of the three different models  

Figure 17: Humeroulnar lateral moment of the three different models  
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Figure 18: Maximal muscle activity of the three different models  
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Abstract—Electrical Wheel Hub Motors are considered as a 

key component for future mobility. Since space inside of the 

wheel is limited, Wheel Hub Motors are built as permanent-

magnet synchronous motors. In industry Field Oriented Control 

is used to control these machines. The first step in the 

development process of this control is a time-continuous 

simulation. When the machine should also work in high speed 

ranges, the Field weakening operation has to be implemented in 

the simulation.  This paper shows how Field Oriented Control 

can be simulated with Simulink.  

Keywords—Field Oriented Control, Wheel Hub Motor, 

Electromobility, Field weakness, Simulink  

I. INTRODUCTION  

Before an engine control is implemented at the test bench, 
it is advisable to set up a simulation that is as realistic as 
possible. On one hand side, tests can be carried out without 
the risk of destroying mechanical components, and on the 
other hand, different quantities can be displayed over time, 
which cannot be recorded with sensors on the test bench. 

The core of every engine control is the model of the motor. 
In field-oriented control, appropriately transformed input and 
output variables for voltage and current have to be used. In 
drive technology, it is advisable to set up a cascaded control. 
The current control loop is cascaded into the speed control 
loop. 

In order to operate the machine at speeds above the 
nominal speed, the field weakening range must be 
implemented. In addition, other measures can be incorporated 
into the model to improve performance. These include an anti 
wind up measure, a decoupling network and a speed filter. 

II. WHEEL HUB MOTOR  

Since space is very limited inside of the wheel of a vehicle, 
wheel hub drives are usually built in the form of permanent-
magnet synchronous motors. These have a higher power 
density than induction machines. The permanent-magnet 
synchronous machines also have better efficiency in the low 
speed range, which is particularly advantageous for vehicles 
of a lower performance class. The motor considered in this 
paper was developed by E-Motiontech, see Figure 1. It is a 
symmetrical, permanent-magnet synchronous machine, which 
means that the direct and quadrature axis inductance are equal. 
This simplifies the relationship between torque and current. 

 

III. MODELING 

Modeling the controlled system is the first important step. 
This is based on the physical equations of the individual 
components. For the motor, the stator voltage equation,  

𝑢𝑆 = 𝑅𝑆 ∙ 𝑖𝑆 +
𝑑𝜓𝑆

𝑑𝑡
 

(1) 

is first taken and divided into direct and quadrature axis 
components: 

𝑢𝑑 = 𝑅𝑆 ∙ 𝑖𝑑 + 𝐿𝑑
𝑑𝑖𝑑
𝑑𝑡

− 𝜔𝐿𝑞𝑖𝑞 
(2) 

 

𝑢𝑞 = 𝑅𝑆 ∙ 𝑖𝑞 + 𝐿𝑞
𝑑𝑖𝑞

𝑑𝑡
+ 𝜔(𝐿𝑑𝑖𝑑 + 𝜓𝑃𝑀) 

(3) 

If the parts of the two equations linked to the angular 
frequency are omitted, two PT1 terms result, see (4) and (5). 
Then the transfer function of the motor winding for a 
symmetrical machine can be defined, see (6). 

 𝐿1
𝑅𝑆

∙
𝑑𝑖𝑑
𝑑𝑡

+ 𝑖𝑑 =
1

𝑅𝑆
∙ 𝑢𝑑 

(4) 

 𝐿1
𝑅𝑆

∙
𝑑𝑖𝑞

𝑑𝑡
+ 𝑖𝑞 =

1

𝑅𝑆
∙ 𝑢𝑞 

(5) 

 

 Figure 1: Wheel hub motor from E-Motiontech 
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𝐺𝑊(𝑠) =
𝑖𝑜𝑢𝑡
𝑢𝑖𝑛

=
𝑖𝑑

𝑢𝑑 + 𝜔𝐿𝑞𝑖𝑞

=
𝑖𝑞

𝑢𝑞 + (𝜔𝑃𝑀 − 𝜔𝐿𝑑𝑖𝑑)

=
𝐾𝑊

1 + 𝑠 ∙ 𝑇𝑊
 

 

(6) 

𝑇𝑊 =
𝐿1
𝑅𝑆

 
(7) 

𝐾𝑊 =
1

𝑅𝑆
 

(8) 

With a symmetrical machine, the motor torque is directly 
proportional to the quadrature axis current component.[1] 

𝑀𝑖 =
3

2
𝑝 ∙ 𝜓𝑃𝑀 ∙ 𝑖𝑞 

(9) 

With the mechanical equation of motion, the speed can be 
calculated depending on the motor torque, the load torque and 
the total moment of inertia: 

𝑀𝑖 −𝑀𝐿 =
𝐽

𝑝
∙
𝑑𝜔

𝑑𝑡
= 𝐽 ∙ 2𝜋 ∙

𝑑𝑛

𝑑𝑡
 

(10) 

The inverter and the measuring device for the currents can 
approximately be described as a first-order delay element. 
Since the time constants of the two components are very low 
compared to the other system components, these can be 
summarized. [2] 

IV. OPERATION RANGES  

In general, two operating ranges occur in electrical 
machines, the basic speed range and the field weakening 
range. Both are determined by the current and voltage limits. 

A. Current and Voltage Limitation 

The stator current can be represented as a phasor. The 
length can be calculated using the Pytagoras theorem and the 
direct and quadrature axis current. The same applies to the 
voltage: 

|𝑖𝑆| = √𝑖𝑑
2 + 𝑖𝑞

2 ≤ 𝑖𝑆,𝑚𝑎𝑥 
(11) 

|𝑢𝑆| = √𝑢𝑑
2 + 𝑢𝑞

2 ≤ 𝑢𝑆,𝑚𝑎𝑥 
(12) 

 
If you insert (1) and (2) in (12), you get an equation for the 

voltage limitation depending on the current components. If the 
voltage drop across the stator resistor and the time-dependent 
variables are neglected, the following results: 

 

(
𝑢𝑆,𝑚𝑎𝑥

𝜔𝐿1
)
2

= (𝑖𝑑 +
𝜓𝑃𝑀

𝐿1
)
2

+ 𝑖𝑞
2 

(13) 

Equations (11) and (13) can be represented as circles in a 
d,q-coordinate system, see figure 3. The current phasor has to 
remain within both circles in order to maintain both the current 
and the voltage limitation. 

B. Rated speed range 

The voltage limitation is irrelevant in the nominal speed 
range. Since the direct axis current component does not matter 
in a symmetrical machine, only a quadrature axis current 
component is impressed. How large this proportion of current 
should be, depending on the desired torque, can be calculated 
using (9). The limit for the torque is finally determined by the 
current limit according to (11). This torque control method is 
called Maximum Torque per Ampere Control (MTPA). [3] 

C. Field weakenening area 

 In the field weakening range, both the current and voltage 
limits have to be taken into account. The angular frequency 
from which on the field weakening has to be implemented can 
be calculated with (14). [4] The field must be weakened in 
order to be able to further increase the speed when the nominal 
speed is reached. This can be achieved by impressing a 
negative direct axis current component. However, the 
maximum possible quadrature axis current component is also 
reduced, see (11). The equation (15) can be used to calculate 
how large the required direct axis current component is as a 
function of the speed. This torque control method is called 
Maximum Power Control (MP). [3] 

  
Figure 2: Model of the motor in Simulink 

Figure 3: Limitation of current and voltage represented as circles 
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𝜔𝑛 =
𝑢𝑆,𝑚𝑎𝑥

√(𝐿𝑑𝑖𝑑 + 𝜓𝑃𝑀)
2 + (𝐿𝑞|𝑖𝑞|)

2

 
(14) 

𝑖𝑑 =
−𝑖𝑆,𝑚𝑎𝑥

2 ∙ 𝐿1 −
𝜓𝑃𝑀
2

𝐿1
+
𝑢𝑆,𝑚𝑎𝑥
2

𝜔2 ∙ 𝐿1
2𝜓𝑃𝑀

 

 

(15) 

In some cases, a third torque control procedure is 
necessary. This is called Maximum Torque per Voltage 
Control (MTPV). It is required if the condition in (16) is 
fulfilled. [3] There are different approaches, from which speed 
to change from MTPA to MTPV and how the direct axis 
current component is calculated. 

 

𝜓𝑃𝑀

𝐿𝑑
= |𝑖𝑆,𝑚𝑎𝑥| 

(16) 

D. Stationary operation 

In stationary operation, the machine is fed with three-
phase voltage of constant frequency and amplitude and a 
constant internal torque is generated at a constant speed. 
Under these circumstances, the voltage equations are 
simplified. [1] With the help of stationary operation, the 
simulation values can be compared rather easily with the 
calculated values.  

V. CONTROLLER DESIGN 

In a cascaded control, the torque control loop is cascaded 
to the speed control loop. 

A. Torque control loop 

Due to the proportionality of torque and current, the torque 
control loop is a current control loop. Since the current in the 
field-oriented control is divided into direct and quadrature axis 
current, two current controllers are required. PI controllers are 
used for this, which are designed according to the avsolute 
optimum. This enables the best possible command action. 

The speed-dependent magnet wheel voltage acts like a 
disturbance variable in the torque control loop. This can be 
almost completely compensated for using a decoupling 
network. 

In addition, a module must be integrated in the chain of 
effects in front of the controllers, which enables operation in 
the field weakening area. This must monitor the speed and, if 
the nominal speed is exceeded, adjust the setpoints for the 
direct and quadrature components. 

A voltage limiter has to be implemented. For this the actual 
DC voltage has to be known. The voltage limiter can be 
implemented by limiting the direct and quadrature axis current 
so that the current pointer remains within the circle, which is 
described by equation (13). In this case the limiter is in the 
signal chain in front of the PI controller. Therefore no anti-
windup measure is required.   

B. Speed control loop 

A PI controller is also used to control the speed. In this 
case, however, this is parameterized according to the 
symmetrical optimum, which causes the best possible 
interference behavior.  

Due to the limited values for current, an anti-windup 
measure has to be implemented in the speed controller. This 
can be achieved by switching off the Integral component of 
the controller when the limit values are exceeded. 

VI. RESULTS OF THE SIMULATION 

The step response analysis is a popular method of 
evaluating control systems. A comparison with literature can 
be made by determining the rise and settling time. You can 
also check the effects of different measures, such as the 
decoupling network. 

A. Torque control loop 

To test the torque control loop, the torque is controlled 
directly. In the case of a step response, see figure 4, the rise 
and settling time and the overshoot can be used as comparison 
values. 

 

 

 

 

Figure 4: Step response of the torque control loop 

Figure 5: System values by increasing the speed 
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To determine the impact of the decoupling network, it 
must be simulated over a longer period. This is particularly 
effective when the speed changes quickly. This is the case if, 
for example, the inertia in the drive system is low. In this case, 
there is a high control deviation in the torque control loop 
without a decoupling network.  

The torque control methods can be tested by specifying a 
maximum torque as a setpoint over a long period of time, see 
figure 3. While the quadrature axis current in the basic speed 
range corresponds to the maximum permitted current and the 
direct current is zero, the direct current according to (15) and 
the quadrature current according to (11) can be reduced 
depending on the speed. This also reduces the machine's 
torque. If the whole works properly, the terminal voltage 
remains constant in the field weakening mode. 

B. Speed control loop 

Relatively large time constants are noticeable in the step 
response of the speed control loop, see figure 6. Also 
noticeable is the large overshoot, which can be reduced by a 
PT1 filter. 

The effect of the anti windup measure can be seen in 
Figure 7. Limiting the current means that the maximum 
possible torque is also limited. If the setpoint for the speed 
changes suddenly, the PI controller wants to set a high torque 
in order to quickly compensate for the control difference. If 
this torque exceeds the limit value, the I component in the 
controller leads to a further increase in the controller output 
signal. Ultimately, this leads to an enormous swing. The anti 
windup measure can prevent this by converting the PI 
controller into a P controller if the limit is exceeded. 

VII. CONCLUSION AND FUTURE OUTLOOK 

 The development of a continuous-time model is the first 
important step in the development of a field-oriented control. 

The model can also be used as the basis for further work. An 
important factor is to first deal with the various components 
and understand the models from the literature. Only when it is 
clear how the system should ideally behave, you can look for 
sources of error. 

In the next step, the model has to be adapted to reality. For 
this, it must be expanded to a time-discrete control model. On 
one hand, the sensors only record their values at certain times 
and, on the other hand, the power electronics and the 
microcontroller also work according to a certain cycle. 
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Abstract—During a product lifecycle the capability to update 

the software of devices is paramount. Thus, new functionalities 

can be introduced, adapted and existing errors can be fixed. But 

by introducing an update capability, new attack vectors 

regarding the system security are introduced. To benefit from the 

advantages of software updates, especially from remote, while 

preventing security vulnerabilities, this paper presents a secure 

update mechanism of a system comprised of multiple controllers. 

This concept leverages cryptography and security relevant 

information to protect the authenticity, integrity and 

confidentiality of updates, while ensuring a fail-safe update to 

ensure the availability of the system. Therefore, digital 

signatures, a secure communication channel and cryptographic 

hashes are utilized.  

Keywords—software update; power grid; it-security; embedded 

systems; cryptography; security gateway 

I.  INTRODUCTION 

The national power grid is regarded as critical infrastructure 
because the availability of energy guarantees public order. 
Without electricity medical services such as hospitals cannot 
operate, there will be a short supply of food as well as basic 
goods and the economy is disrupted due to its digitalization. 
These are just a few of various effects. In Marc Elsberg’s book 
“Blackout” [1] a scenario is depicted where a hack attack takes 
down the electricity supply of a country and with it basic 
supplies. Apart from fiction, governments have crisis scenarios 
in place on the effect of a power outage and guidelines about 
how to respond. The responsible government department 
“Bundesamt für Bevölkerungsschutz und Katastrophenhilfe” 
gives advice on how to deal with such an event [2] alongside 
other authorities [3]. 

Hacking a national electric grid is not a fictional threat but 
reality. In 2015 the Ukrainian power grid partially went offline 
due to a hack attack [4], leaving numerous households and 
institutions without electricity. This incident is not an isolated 
event but part of the foreign policy of nations. As part of 
protection and attack scenarios the United States of America 
have infiltrated foreign power grids in an attempt to hold 
political and military leverage [5]. 

This is why the national power supply has to be protected 
in terms of information security against various threats and 
attackers such as nations, organized crime and other hostile 
actors. The Energy Safe and Secure System Module (ES3M) is 

a system comprised of four microcontrollers with the goal to 
secure the communication within the power grid by ensuring 
the authenticity and confidentiality of messages and commands 
sent between controlling stations and the decentral power 
infrastructure responsible for the generation and distribution of 
electricity. 

In order to keep the functionality of the Secure Module up 
to date, its software has to be updatable. This ensures that 
functionalities can be adapted or added and makes fixing errors 
and security vulnerabilities possible. An important factor is the 
scalability of an update process, because applying an update in 
person is time and cost intensive. Hence, a remote update 
process over the air is required. However, by introducing the 
possibility of remotely updating the software, new attack 
vectors are being created. If an attacker can install a custom 
software, he gains full control over the Secure Module and thus 
over the controlled power station. 

Therefore, this paper aims to develop a concept to securely 
update the Energy Safe and Secure System Module with its 
microcontrollers over the air, which is an important aspect of 
the overall system security. 

II. BACKGROUND AND SYSTEM OVERVIEW 

The ES3M is a module with the purpose of securing the 
communication in the electric grid, where controlling stations 
interact with the decentral infrastructure, responsible for 
operating the electric grid. In order to respond to changing 
power demand, maintenance and status reporting, the 
controlling stations must be able to send control commands and 
other information to the power substations. Furthermore, these 
substations need to send information back to the controlling 
stations, e.g. status information, on which subsequent 
commands depend. According to the received commands, 
power substations adjust their behavior like taking 
subcomponents off the grid or ramping up production. The 
electric grid is very sensitive to adjustments, where changes to 
its behavior have a tremendous impact on the stability of the 
grid and thus on the national power supply. Therefore, it is of 
utmost importance to make sure only authorized entities can 
influence the behavior of the power substations by sending 
commands. Additional requirements are the confidentiality of 
exchanged information and the availability of the substations. 



 Regensburg Applied Research Conference 2020 

 26 

  

 

 

 

Figure 1. Environment – Controlling stations and power 

substations 

 

 

Figure 2. Architecture of Secure Module 

 

The goal of the ES3M is to enforce a secured 
communication between substations and controlling stations. 
This is achieved by utilizing the secure communication 
protocol TLS [6] which encrypts messages sent over a network 
and enables the authentication of the communication partner. 
This ensures only authorized and authentic controlling stations 
can issue commands influencing the power substations. 
Additionally, data sent over a TLS connection can exclusively 
be accessed by authorized and authentic substations and 
controlling stations. 

The secure module is located within the physical perimeter 
of the power substations and acts like a gateway between 
controlling station and controlled power substations. It routes 
all traffic between the controlling station and itself through the 
TLS connection. Thus, no one outside the physical perimeter of 
the substation can access data send over the network or pretend 
to be an authentic operator. The system is depicted in Figure 1. 

The Secure Module consists of four microcontrollers, to 
improve the security by separating the cryptographic protocol 
from the network stack [7] (refer to Figure 2). The crypto 
controller (Crypto), which will be referred to as primary 
controller, and three communication controllers: black 
communication controller (BlackComm), red communication 
controller (RedComm) and diagnosis controller (Diag). These 
will be referred to as secondaries. All microcontrollers are from 
STMicroelectronics and based on the STM32-H7 controller 
family that offer a dual bank flash. 

The BlackComm and diagnosis controller can communicate 
with the controlling stations and forward all TLS packages to 
the crypto controller. The crypto controller is responsible for 
all cryptographic operation, in this case verifying that the 
communication partner is indeed an authentic controlling 
station. After the successful authentication the TLS connection 
is established, and data and commands can be exchanged in an 
encrypted format, where the BlackComm or Diag forward all 
traffic to the Crypto. The Crypto then decrypts the data and 
forwards commands and settings via the RedComm to the 
controlled power substation. 

In an update scenario, every controller must be able to 
receive and apply a software update. Since only the 
cryptographic controller can authenticate and decrypt data, it is 
responsible for distributing software to the secondary 
controllers and verifying it on their behalf. 

III. THREAT AND ATTACK ANALYSIS 

By introducing a remote software update capability new 
attack vectors are being introduced which can be exploited by 

hostile actors. Especially the option to alter software 
permanently is a huge incentive for hostile actors. If a non-
authentic firmware is successfully deployed, attackers are able 
to siphon information over a large period without being 
discovered and are able to control power substation whenever 
it suits their timeline. This is particularly interesting from the 
point of view of national foreign policy. As mentioned, nations 
have already infiltrated foreign power grids [4] because it 
might be used as political leverage or physical attack vector. 

This chapter discusses assets, potential attacker personas 
and their motivation, protection goals and various threats. 

A. Motivation of Attackers and their Personas 

There are different motivations, which drive various types 
of hostile parties to breach secure systems. The four main 
motivations are curiosity, personal fame, personal gain and 
national interests [8]. 

Curiosity brings hostile actors to breach systems. They 
want to try out attacks and improve their skills for the sake of 
learning. The goal is not necessarily fame or gain but sharpen 
their skill set. 

Personal fame on the other hand drives people like 
researchers or activists. The motivation here is to show their 
community or the public that they are capable of breaching 
complex systems by hacking and publishing their results, thus 
gaining reputation. 

Personal gain is another important factor. Scenarios are 
blackmailing authorities and companies to leave important data 
encrypted [9] unless a ransom is paid. Reverse engineering 
software to gain access to intellectual property is another 
example for a potential financial gain. 

National interests pose another important motivation to 
attack systems, especially critical infrastructure. Infiltrating 
foreign critical infrastructure is part of the foreign policy of 
various nations as it can be used as leverage in negotiations or 
to cause physical damage as part of hostile acts [5] [10]. 

The goals and interests behind the motivation are manifold 
and a vast number of potential attackers have an incentive to 
attack systems. The company Intel has derived a list of 
potential attackers as part of their Threat Agent Risk 
Assessment (TARA) [11] model. A collection of the attacker 
types of TARA are listed in Table 1 and show the variety of 
hostile parties. 
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Figure 3. Threats in an update scenario 

 

 

 TARA – Hostile personas 

Anarchist Disgruntled Employee 

Civil Activist Government Cyber Warrior 

Competitor Government Spy 

International Spy Terrorist 

Irrational Individual Thief 

Legal Adversary Cyber Vandal 

Radical Activist Vendor 

Sensationalist Organized Crime 

Reckless Employee Corrupt Government Official 

Untrained Employee Data Miner 

   Table 6: TARA – Threat Agent Risk Assessment 

It is not always the usual suspect, e.g. competitors or 
governments. Untrained personal can do a lot of damage and 
insiders are often overlooked. Vandals are another category 
that poses a considerable threat, as their main goal is just to 
destroy. 

B. Protection Goals 

To protect systems against potential aggressors and threats, 
protection goals [12] have to be specified which categorize 
certain types of attacks. The most important ones for a secure 
update mechanism are confidentiality, authenticity, availability 
and integrity, which will be discussed in this chapter. 

 Authenticity: Data, such as messages are authentic if it 
can be proven that they originate from an identifiable 
source. E.g., a control command is authentic if it really 
came from an authentic controlling station. 

 Availability: This protection goal describes the 
constant availability of a service or resource despite 
potential attacks. E.g. if a microcontroller receives a 
non-authentic software update package it must deal 
with it in a way that it can still provide its normal 
service and react to further requests. 

 Confidentiality: Data is confidential if only authorized 
parties are allowed to access data as plaintext. No non-
authorized parties must be able to access the plaintext 
of the confidential data. E.g. only the authorized ES3M 
can access the software update as plaintext. If someone 

intercepts the software update during its transportation 
it would not be of any help since its plaintext is not 
accessible. 

 Integrity: Integrity describes the property that data in 
transit or in memory cannot be altered without being 
detected. E.g., data sent over a network connection 
must provide a mechanism to verify that the data has 
not been tampered with. 

C. Threats 

Attackers have the goal to gain access and control over the 
system, deny functionality or intercept confidential data. The 
system introduced in section II is suspect to different attacks 
without further security measures regarding an update process. 
During the transportation data can be modified, accessed or 
non-authentic data can be inserted. Even after the 
transportation, some threats persist without countermeasures 
like the installation of authentic software on non-authorized 
systems or denial of service attacks, endangering the 
availability of a system. 

Figure 3 depicts different threats that must be taken into 
consideration when building a secure software update process. 
These attacks threaten the confidentiality, authenticity, 
integrity and the availability of data and services. Possible 
attacks are: 

 Interception of data in transit or in memory: Violating 
the confidentiality, attackers can gain access to 
sensitive data and intellectual property, if the 
communication channel is unprotected or has 
weaknesses. The same applies to a microcontroller, if 
an attacker has local access, where the read-out of flash 
memory containing sensitive information is possible. 

 Installation of non-authentic software: If an attacker 
can install a custom software that does not originate 
from the OEM, the attacker can gain full control over 
the system and its peripherals. This enables the attacker 
to fully control the power substations, which is a 
considerable threat to the power grid, belonging to the 
critical infrastructure. 

 Manipulation of data in transit or in memory: If the 
binary code of a transmitted software image or related 
metadata is manipulated during its transportation or in 
the flash memory of a device, errors can occur. These 
errors can result in wrong parameters, which leads to 
an unwanted behavior, or even make the system 
unavailable, if the system cannot boot from the 
corrupted binary. 

 Downgrade Attack: An attacker can try to install a 
software version that is authentic, but older than the 
currently installed version. Thus, known vulnerabilities 
of former versions can be reintroduced. 

 Compatibility Attack: An attacker can try to install a 
software that is authentic but not compatible with the 
target controller. If the software is installed, the 
controller malfunctions or becomes unavailable. 
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Figure 4. ES3M system with smart card 

 Update Interruption: If the target suffers a power loss 
during the update process, an incomplete binary can 
remain in memory. This leads to malfunctioning or 
unavailability. 

The threats towards the update process stem from a 
combination of cryptographic aspects and missing or invalid 
information about an update like a version information. These 
aspects are the foundation for secure update process, covered in 
the upcoming chapter. 

IV. SECURE SOFTWARE UPDATE CONCEPT 

This chapter presents a concept about how to secure the 
software update mechanism within the ES3M environment. It is 
based on digital signatures, security relevant metadata and 
encryption. The update process must ensure that only authentic 
software from an authentic source can be installed and memory 
content cannot be altered. Furthermore, the confidentiality of 
the software and the availability of the targets must be ensured. 
Questions are: Where does data come from? Who is authorized 
to receive data? Is the authenticity, integrity and confidentiality 
of data important and at stake? Who is authorized to access a 
system?  

The concept leverages cryptography combined with 
security relevant metadata and further precautions to ensure the 
security of the software update. This paper addresses primarily 
remote threats, while local attacks are out of scope. 

A. Controller Interaction 

The update scenario affects all four controllers, which can 
be seen as primary and secondaries, where the crypto controller 
represents the primary and the others the secondaries (refer to 
Figure 4). The primary acts as master and receives all software 
updates. It then distributes the software updates if intended for 
a secondary or applies the update itself. Furthermore, the 
primary is equipped with a smart card that offers a secure 
storage for keys and certificates, is able to de- encrypt data, and 
verify digital signatures. Therefore, the primary verifies more 
complex security checks on behalf of secondaries before 
forwarding an update.  

B. Security by Cryptography 

This section presents the cryptographic concepts that are 
leveraged to secure the software update in terms of integrity, 
authenticity and confidentiality. 

Secure Channel TLS: To ensure the confidentiality, 
authenticity and integrity of the distributed software during its 
transportation, it is sent over an encrypted and authenticated 
TLS connection [6]. During the initiation the certificate of the 
connection partner is reviewed, a key exchange takes place and 
finally the data gets symmetrically encrypted before being sent 
over the air, together with a tag that authenticates and ensures 
the integrity of transmitted data. Hence, the sent software 
update is protected against eavesdropping during its 
transmission and the identity of the transmitting server can be 
verified, authenticating the transmitted data. 

Digital Signatures: The software update and additional data 
has to be digitally signed [13] after its creation to ensure its 
authenticity. Before applying the software update, the signature 
can then be verified. Thus, only authentic software can be 
installed. Solely relying on TLS as authenticity mechanism 
does not protect against tampering with data before the signing 
process or if data has to be copied locally afterwards. Hence, 
digital signatures further increase the system security. 

Cryptographic Hashes: The controller must be able to 
verify that data did not change during transportation remotely 
from server to primary or locally from primary to secondaries. 
Cryptographic hash functions [14][15] serve the purpose of 
verifying the integrity of data by processing it in such a way 
that data of arbitrary length gets scrambled to a value of fixed 
length called hash or hash value. Requirements for 
cryptographic hash functions are a strong collision resistance, 
pseudo-randomness and a one-way property. Strong collision 
resistance describes the property that it is highly unlikely to 
find two different messages that result in the same hash value 
hash(m1) = hash(m2). Pseudo-randomness means that a 
marginal difference of a message leads to entirely different 
hash value after processing it. The one-way property demands 
that it is impossible to compute the original message from its 
hash value.  

C. Security-relevant Metadata 

Cryptography can only protect data in terms of integrity, 
authenticity and confidentiality. To secure the system against 
further attacks, additional information about the software is 
required in order to decide whether an update should be applied 
or rejected, even if its authenticity and integrity could be 
verified. 

Version number: In order to prevent downgrade attacks, the 
software update must come with a version number. Updates 
with a lower or equal version number must be rejected. Old 
versions might have vulnerabilities that can be leveraged in an 
attack chain to compromise the system. 
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Table 2. Software Package and Update Request 

Target controller: It must be specified which software 
update is intended for which controller. If a software update 
developed for the RedComm controller is installed on the 
BlackComm controller, the update fails and the BlackComm 
remains in a broken state. 

Unique identifier: The unique identifier is required to 
identify a certain software version. It serves the purpose of 
downloading the correct data and distributing it within the 
ES3M environment to the intended controller. 

Target address: The target controller needs to know where 
in its memory the update needs to be installed. If it is installed 
to a wrong location, the device will remain in a broken state. 

Expected size: To tackle denial of service attacks it is 
important to know the expected size of a software update. 
Hence, a download process must be aborted if the received data 
exceeds the expected size. 

Expiry date: Software updates should have an expiry date 
to make sure no outdated software can be installed. Even if the 
pending software update has a higher version number than the 
currently installed, it is not necessarily the latest release. 

D. Additional Security Measures: Fail-Safe Update 

Apart from cryptography and information-based security, 
additional precautions must be taken to defend against further 
attacks and guarantee a fail-safe operation. In order to recover 
from a failed update process, a redundant firmware installation 
must be present. If no backup exists, the controller has to stay 
in bootloader mode and cannot continue normal operation until 
a new valid update is presented. This is not an option when 
used in the power grid environment, as controlling stations 
must be able to adjust the power grid at any given time. A 
system that is not operating and not responsive cannot be used 
in this context. That is why a redundant firmware must be 
present as a recovery option. If an update process terminates 
due to errors or a sudden loss of power, it leaves an incomplete 
update behind. With a backup the controller is able to start 
again and retry the update. The STM32-H7 controller family 
offers a dual bank mode, where the flash memory is divided 
into two separate flash memory units. Thus, a working 
firmware can be kept on one memory bank, while the update 
can be written to the second memory bank. On the downside 
this means that a lot of storage capacity is occupied by an 
inactive software, but due to the security requirements a 
redundant installation is more important. 

E. Data Organisation 

In order for a controller to process and forward an update 
within the ES3M system the software update itself and other 
relevant information must be organized and distributed in a 
suitable fashion. Since the primary has to distribute software 
updates not intended for itself, it has to know which controller 
needs which update. Therefore, software updates themselves 
together with relevant information are clustered in a logical 
package called Software Package (SP) (refer to Table 2). The 
information which controller has to install which software 
together with further information is clustered in another logical 
package named Update Request (UR) (refer to Table 2). 

The SP is divided into a header, the update and a digital 
signature. The header holds information about the SP, the 
update part holds the actual software update as binary and 
finally a digital signature is computed over header and update 
to ensure its authenticity. 

The UR is divided into three parts, namely the header, jobs 
and digital signature. The header holds information about the 
UR itself, a job list that contains update information about each 
controller and finally a digital signature to ensure the 
authenticity of the UR. 

To defend against endless data attacks, the size of the 
update request must be known. The software package can be 
checked because the update request contains this information. 
However, there is no information about the size of the UR 
since it is the first package. To overcome this obstacle, a 
maximum size must be specified.  

V. SECURITY CHECKS 

There are two possibilities in an update scenario of an 
ES3M. The first event is a self-update of the primary controller 
(crypto controller). The second event is a pending update for a 
secondary. Since only the primary has the capability to execute 
certain security checks like verifying digital signatures due to 
its exclusive smart card access, a distinction between a primary 
update and a secondary update is necessary.  

A. Primary Update 

In case of a software update intended for the primary 
controller, all security checks can be performed on the primary 
since the cryptographic controller can access the smart card 
that stores sensitive keys and provides algorithms to verify 
digital signatures. 
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Table 3. Security checks performed by primary – Update Request 

 

 

Table 4. Security checks performed by primary – Software 

Package 

 

 

Table 5. Security checks performed by primary for secondary – 

Software Package 

 

 

Table 6. Security checks performed by secondary – Software 

Package 

Every update process starts with the primary retrieving the 
update request from an update server. It tells the primary which 
software updates to obtain and for whom an update is pending. 
In a self-update scenario, an update is pending for the primary. 
All data is sent over a secure TLS connection. Hence, it is 
impossible for an unauthorized party to access the plaintext 
during the transmission. To securely update the primary, all 
information must be processed in a suitable order. The security 
checks are described in Table 3. 

After the update request has been obtained and verified 
successfully, the primary must download the correct software 
package. The required software package can be located by 
using its UUID, which is provided in the jobs part of the UR. 

When the correct software package has been obtained over 
the secure TLS connection the security checks described in 
Table 4 must be performed on the software package. 

After the SP has been successfully verified, it is written to 
the memory bank in the flash that is currently not in use. When 
booting again the banks are swapped and the new software 
version is running. The bank containing the old software 
version can now be used for future updates.  

B. Secondary Update 

When an update is due for a secondary, not all security 
checks can be performed locally on the secondary, since only 
the primary has access to the smart card, which contains 
sensitive keys and is able to verify digital signatures. 
Therefore, the primary needs to verify digital signatures on 
behalf of the secondaries. 

At first, the primary again retrieves the latest update 
request, which holds the information for every controller that 
needs to be updated. Hence, the primary has to validate the 
update request like in the primary update scenario. All the 
security checks must be performed as mentioned in Figure 5. 

After the successful verification of the UR, the specified 
software package, intended for a secondary, must be obtained 
by the primary. This happens again via the secure TLS 
connection. When validating the software packages there are a 
few differences compared to the primary update process due to 
its missing cryptographic capabilities. The primary must verify 
the signature of the header of the SP and the hash of the update 
on behalf of the secondary (refer to Table 5). 

If successful, the primary sends the software package 
internally over an unsecure channel to the secondary together 
with a hash computed over the header of the software package 
to ensure its integrity. The secondary performs the remaining 
security checks as described in Figure 9. 

After the successful verification, the update is written to the 
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inactive memory bank and is swapped after a reboot. The now 
inactive memory bank with the old software can now be used 
for upcoming updates. 

In every case an update is only applied, if all Software 
Packages could be authenticated and authorized to be applied 
safely. In a system update, the secondaries are updated first by 
rebooting and swapping banks, hence booting from the new 
software. If the secondaries have started successfully, the 
primary controller is going to apply the update. After this 
procedure, all controllers have been successfully updated. This 
prevents only partial system updates. 

VI. CONCLUSION 

In this paper a secure update concept was developed that 
contributes to the overall security of an Energy Safe and Secure 
System Module. It could be shown how important a secure 
update mechanism is for the system security due to the 
profound impact the alteration of software has, which is 
especially true for critical infrastructure components such as 
the national power grid. By assessing various motivations for 
potential attackers as well as their archetypes, it became 
obvious that hacking the power grid presents a tremendous 
incentive for hostile parties to obtain personal, professional or 
national gains. Furthermore, various threats were presented, 
showing the importance of multiple security precautions at 
different levels. These threats jeopardize the confidentiality, 
integrity and authenticity of data. Based on these threats a 
secure update process was developed. 

This secure update process leverages cryptography, 
security-relevant metadata and further precautions like a 
redundant software. Cryptography is the fundament, enforcing 
the confidentiality, integrity and authenticity of software 
updates. Remaining vulnerabilities could be eliminated by 
introducing further security-relevant metadata that is divided 
into an update request containing a job list and the software 
package, containing the update itself and further information. 
Based on this metadata, only authorized updates can be 
installed. Additionally, the software update was designed to be 
fail-safe by introducing a redundant software installation. 

The next step is the implementation of the presented secure 
update process for all four microcontrollers based on the 
STM32-H7 series from STMicroelectronics. This includes the 
development of a bootloader that is capable of verifying 
information, a verification module that verifies signatures and 
hashes within the application space as well as the bootloader 
space and finally a protocol that is suited to transmit update 
orders and software packages between the different controllers. 

With the introduction of this secure update process, the 
overall security of an ES3M increases drastically since the 
alteration of software is an important factor. Nevertheless, an 

update process is only one of many factors affecting the 
security, and overall security must be assessed from a system-
point-of-view that looks at the weakest links. 
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Abstract—Due to the increasing number of digitized house-
holds worldwide cyber-attacks on Internet of Things (IoT) and
Smart Home environments are a growing problem. The purpose
of this study is to investigate how an Intrusion Detection System
(IDS) can provide more security in IoT and Smart Home
networks with a innovative architecture, combining classical
and novel machine learning approaches. By combining standard
security analysis methods and modern concepts of artificial
intelligence and machine learning, we increase the quality of
attack / anomaly detection and can therefore conduct dedicated
attack suppression. The architectural image of the IDS consists of
four different layers, which in parts achieve independent results.
The autonomous results of the different modules are calculated by
means of statement variables and evaluation techniques adapted
for the specific module elements and subsequently combined. The
architecture image combines approaches for the analysis and
processing of IoT and Smart Home network traffic. From this
result it can be determined whether the analyzed data indicates
device misuse or attempted break-ins into the IoT / Smart
Home network. This study answers the questions whether a
connection between classical and modern concepts for monitoring
and analyzing IoT and Smart Home network traffic can be
implemented meaningfully within a reliable architecture and
describes in detail the investigation and preparation modules. In
the area of processing modules, the paper is an extended version
of the concept architecture presented in the Workshop CosDeo
from the PerCom Conference 2020 [1].

Keywords—Artificial Intelligence, Machine Learning, Smart
Home, Intrusion Detection System, Architecture, IoT

I. INTRODUCTION

In 2018 7 billion Internet of Things (IoT) devices were used

worldwide [2]. 14 percent are consumer devices [3]. The more

devices are networked together, the more they are vulnerable

to attack. This makes the networks very opaque and requires

specialists who can distinguish attacks from normal data [4].
Assistants like Google Home Mini [6] are used to control

other devices with voice input. The microphones are always

active and offer attack surfaces. [1]
To improve the security of the networks, security software

like firewalls and intrusion detection systems are indispens-

able. Current firewalls are enhanced with intelligent algorithms

to keep pace with the increasing number of attacks. But there

are still new botnets, like Ares [7].
Intrusion detection systems are used to further improve

the security level. Network-based IDS can detect attacks on

individual devices without additional software. However, these

systems cannot detect every attack. With current artificial

intelligence (AI) algorithms, detection rates can be improved.

[8].

Based on my research work and a recent publication this ex-

tended version describes detailed how the data pre-processing

was done but if you want to have a more detailed view

about the general architecture you can read ”Architecture

of an intelligent Intrusion Detection System, 18th Annual

IEEE International Conference on Pervasive Computing and

Communications, CosDE, in Publication 2020”.

II. RELATED WORK

Machine learning algorithms (ML) are part of many soft-

ware projects nowadays. Therefore many approaches for IDS

can be found with different kinds of AI integration. [9] and

[10] are both using ML techniques to improve attack detection.

To achieve false positive rates of zero, we need to combine

more approaches. Hybrid methods exist, such as the hybrid

IDS from [11]. The rule-based component should reduce false

positives. Thus we have one algorithm for a low false positive

rate and the other for the classification of the attack [1].

There is no similar combination of AI algorithms and rule-

based components for our zero-false-positive goal, but there is

a lot of work in evaluating individual AI algorithms for IDS,

such as [12].

III. NETWORK-BASED IDS

A network-based IDS uses various evaluation techniques

such as protocol stack verification, application protocol verifi-

cation, advanced protocol creation, etc. Protocol stack verifica-

tion can be used to identify invalid flags and data packets. Ap-

plication protocol verification is used to analyze higher order

protocols such as HTTP, FTP, TELNET, etc. to investigate and

detect unexpected packet behavior. Creating advanced logs can

be important to analyze unusual events and monitor advanced

network activity [15].

A. Detection methodologies

Three main categories exist, in which the intrusion detection

types differ. Signature-based Detection (SD), Anomaly-based
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Fig. 1. Intrusion detection methodologies [19] [1]

Detection (AD) and Stateful Protocol Analysis (SPA) [16],

[17], [18]. In Figure 1 advantages and disadvantages are shown

[1].

B. Fraud Detection Approaches

In the general description of attack detection, two distin-

guishing features are considered. On the one hand, anomaly

detection and on the other hand misuse detection are distin-

guished. The classification of possible attacks into different

categories such as computational, AI approaches and biolog-

ical concepts is a very general and pragmatic approach and

difficult to implement in practice. Therefore a subdivision into

the following subcategories is useful: static-based, pattern-

based, rule-based, stateful-based and heuristic-based. These

subcategories are shown in Figure 2 [1] [16].

IV. ARCHITECTURE OF THE INTELLIGENT INTRUSION

DETECTION SYSTEM

The advanced IDS architecture consists of four layers as

shown in Figure 3 [1]. The first or base layer is responsible for

collecting data and recording network traffic. The second layer

prepares the stored data and makes a first pre-analysis. The

third layer contains the applied machine learning methods and

models. The following layers aggregate the results, summarise

them and trigger actions [1]. The results of the different layers

are aggregated and processed in the layer above.

A. Layer 1: Data-Collection-Layer

In the base layer, all transmitted data is listened to and

stored at the central node of the networks. The base layer

implements all necessary components to cut the transmitted

data packets and provide them with transmission information.

[1]. The software designed for this purpose ensures fast, error-

free recording with low computing power, so that it can also

be used on devices with moderate hardware equipment.

Fig. 2. Classification of network-based intrusion detection approaches [19]
[1]

Fig. 3. Architecture of the intelligent Intrusion Detection System [1]

B. Layer 2: Investigation and Preparation Modules

The second layer is divided into two main subgroups, which

are used for analysis and for data preparation/generation. Both

subgroups combine different data collection and processing

functions into a common superordinate layer. The data is

analyzed using signature-based, anomaly-based and stateful

protocol analysis methods. Subsequently, they are prepared for

the use in machine learning procedures [1].

For the preparation of the data so that they can be used

in machine learning models, we have to divide and distin-

guish the data. The data is divided into the following two

areas. Network metadata and payload or transmission-specific

information. The investigation module and the preparation

module handle both data types separately. This subdivision

is necessary because unchangeable parameters can be defined

for metadata, which need not necessarily apply to specific

transmission data.



 Regensburg Applied Research Conference 2020 

 35 

  

1) Investigation Modules: The investigation modules anal-

yse the transmission data. The following approaches are used

for the analysis. statistic-based, pattern-based, rule-based and

state-based methods. This generalization is necessary because

only after the explorative data analysis (EDA) it can be

determined which modules perform sufficiently well. Modules

that combine several different static methods and rules are

also used. An example is the snort project [20]. The current

IDS architecture uses the following static modules for the

detection and analysis of attack/abuse data The IP filter module

determines which IP addresses can be used in the network. It

analyzes the status of the dynamic host configuration protocol

and checks network parameters for violations of threshold val-

ues, such as IP range limits. The port filter module determines

which ports are open and available in the network. It logs all

ports accessed by any member of the network and checks for

port policy violations [1].

2) Preparation Modules: The main task of this module

is to prepare data for further use in the respective machine

learning models and to include features, which have been

analysed in the course of EDA, in the data set. Parameters

that are not transmitted in the original state of the network

packets but can be derived from them are pre-processed in

the preparation modules and included in the data set. One

module is used to calculate the actual distance between two

communicating devices. The calculation is based on the source

and destination IP address. By determining the distance be-

tween the network participant and the associated cloud server,

it is possible to include this value in our ML modules for

classification purposes and to check whether a deviation from

the default state is an intentional change or an indication

of an attempted misuse/attack on the network. The module

OneHotEnconding is responsible for data processing / data

preparation. For example, text data or data that are not suitable

for ML algorithms (such as IP address, protocol names and

flags) are revised and stored in a database [1].

For the preparation of the data and the analysis of the

variables, different methods are applied to the data set or the

database.In the course of the EDA, the following examinations

will be carried out at the beginning and also repeatedly during

live operation:

• Outlier detection

• Association rule learning

• Clustering

• Classification

• Association analysis

• Regression analysis

The results of the different analyses are then collected,

combined and evaluated in a next step. Based on these results,

machine learning methods, model structure and architecture,

including layer structure, are selected. Data is adapted to

the resulting architectural model of selected structures and

transmitted to the processing layer.

Fig. 4. AutoEncoder [1]

C. Layer 3: Machine-Learning and Deep-Learning Modules

The third layer is divided into two ML modules, which

perform different tasks and differ greatly from each other.

Both modules are designed to detect attacks, but use different

architectures and procedures. The AutoEncoder module is

designed to detect anomalies independent of the attack data

and to have a high accuracy in detecting whether an attack has

occurred or not. On the other hand, the second ML approach is

intended to classify the different types of attack, i.e. to provide

accurate information about the network threat [1].

1) AutoEncoder Module: Autoencoder are (deep) artificial

neural networks with a specific architecture and a unique

processing logic. Therefore, AutoEncoders can learn efficient

representations of input data without any supervision. This

input data is typically lower dimensional than the actual saved

data. The specific field of AutoEncoders are powerful feature

detection. They can be used for unsupervised pretraining of

deep neural networks [21]. However, they can also be used for

analysis of the unlabeled network data. AutoEncoders attempt

to extract the most important elements from an input set, i.e.

reduce the dimension of the input set to a smaller dimension

and then extrapolate from this reduced dimension back to the

original state (see Figure 4) [1].

Unlike the multi-layer perceptron, which has a very similar

architecture to AutoEncoder, the number of neurons in the

output layer must be exactly the same as the number of input

neurons. AutoEncoder consists of two parts, the recognition

network and the decoding or generative network [21].

The recognition network constantly reduces the number of

neurons until it reaches the internal representation layer. At

this point the generative network tries to restore the input state

equivalent to the original one. To restore the initial state, the

decoding segment uses only the reduced information stored in

the representation layer [1].

AutoEncoders are particularly well suited for the analysis

of IoT data for several reasons. When developing the IDS,

it is easy to obtain standard transmission data from the IoT

devices, but very difficult to simulate attack data to the extent
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required for ML. With AutoEncoders we can train the ML

model to learn how the network works in everyday situations

[1].

2) Attack types classification module: The attack type

classification module is different from the auto-encoder part.

What we are trying to achieve in this module is not only

the detection of an anomaly, but also the classification of

the attack type that occurred. Detecting an anomaly gives

us information about an incident on the network that was

not planned in this way [1]. A suitable approach for this

is the classification of attacks by image detection. Based

on the network parameters, standardized images are created

which can then be distinguished from an image classification

procedure and the type of attack can be determined.

D. Layer 4: Estimation Module

Since the network packets are analyzed differently, the ap-

propriate aggregation of the results is an essential component

for the reliability of the system. In view of the many different

modules, there must be a meaningful evaluation option for the

partial results, which summarizes the results of the different

modules and combines them to a final score [1]. We are

currently investigating this question and already have initial

ideas on how such a summary could be implemented sensibly.

E. Layer 5: Action Module

The last layer can take actions according to the results

of layer 4. Log entries, notifications, broken connections or

shutdown of the entire Internet connection are possible. In our

test environment, connections are not broken after an attack is

detected. We just want to collect data. In future applications,

the IDS can withhold the data for analysis and then decide

whether the data should be transferred to the Internet or the

network. With this approach, data loss of private data can be

avoided. The classification of the attacks carried out in the

network is particularly important in order to initiate special

security measures for damage limitation / prevention and to

ensure the operation of the network as far as possible [1].

V. CONCLUSION AND FUTURE WORK

With two different AI algorithms, one for the detection of

anomalies and one for the classification of the attacks carried

out, the iIDS should improve the detection rates. We combine

these AI results with the static modules and rules to get

the best information from all the data and to make the best

possible decision.In a further research approach, we are testing

a procedure that could detect network anomalies by means of

image detection.
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Abstract—The number of private households using Internet of
Things (IoT) devices to simplify their daily lives is growing day
by day. But the great majority of these devices are barely secured
and not even close to meet the lowest thresholds of cyber security
standards. The outcome is a worldwide and constant growth of
cyber attacks on smart home environments. This study targets
the question to what extent an intelligent Intrusion Detection
System (iIDS) is capable of increasing the security level of such
environments by utilizing a novel and machine learning (ML)
based approach that relies on image classification. Whereas the
majority of existing Intrusion Detection Systems (IDS) make use
of classical security analysis methods we augment the prevailing
ways of detecting intrusions by adding artificial intelligence (AI)
to an existing IDS. The underlying and crucial goal of this study
is to find a fast but unambiguous way of transforming network
traffic into images which can be handed over to an classification
model afterwards. Therefore various procedures are carried out
on one specific dataset that contains pre-labeled normal and
attack data. The output images are used for training and testing
a machine learning model with unvarying architecture so that
the resulting metrics regarding the classification accuracy and
precision can be compared in the end. This enables a clear
statement to be made as to which procedure has worked best
and whether the chosen approach can actually improve the level
of security within smart home environments.

Keywords—Internet of Things, Artificial Intelligence, Machine
Learning, Smart Home, Intrusion Detection System, Image Clas-
sification

I. INTRODUCTION

Today the amount of technical devices getting connected
with each other and the internet is increasing everyday. Voice
assistance systems like Alexa, Siri, Google Assistant and
Cortana became broadly accepted. Combined with numerous
sensors, switches and cameras, they ease everyday activities
and add some more comfort to our lives. According to recent
studies, the so-called Internet of Things will consist of 20 to
30 billion different devices by the end of 2020 [1].

But even though IoT devices inevitably transmit sensi-
tive personal data, security is often neglected. This counts
especially for devices from the consumer sector. For non-
technical users who want to enjoy the benefits of a smart home
environment but with lack of the appropriate cyber security
knowledge it is hardly possible to determine which devices
are properly secured and which ones are not. And the number

of possible threats is increasing tremendously. The Mirai
botnet, for example, exploited publicly visible vulnerabilities
of hundreds of thousands IoT devices to control and use them
for cyber attacks [2].

IoT devices are not only conquering our private life but also
sectors like Ambient Assisted Living (AAL) where sensors
and cameras are used to monitor the health status of people
in need of care. The collected and transmitted data in such
environments is highly sensitive and therefore in need of
special protection. In some cases a cyber attack could even
constitute a danger of life which makes the protection of
AAL networks even more crucial. However, there are some
challenges to be met. One problem is for example the great
individuality and flexibility of such networks. Every AAL
network can consist of different IoT devices from dozens of
different manufacturers. Also the number of integrated devices
and sensors can vary for each household and over time as well.
This makes it almost impossible to secure AAL networks just
by applying a standard firewall solution.

Of course firewalls are improving steadily but so are cyber
attacks. To add an additional security layer, network based
Intrusion Detection Systems can be applied. Such software
tools analyze the network traffic and are able to detect attacks
according to static rules. Nevertheless, these advanced systems
cannot detect all occurring attacks. Therefore a lot of manu-
facturers extend their IDS by using state-of-the-art artificial
intelligence approaches that are capable of detecting special
attack patterns and achieve detection rates up to ninety percent
[3].

Because it is already proven that machine learning ap-
proaches can have a significant impact on the efficiency of
IDS but there are almost no research findings when it comes to
image classification in combination with an iIDS, we present
our results regarding this novel approach in this paper. For
this purpose we use an already existing IDS that is integrated
into an experimental AAL environment from another research
project. The IDS is able to analyze incoming and outgoing
network traffic of all connected IoT devices and produces
datasets for further analysis and processing. Then we carry
out different procedures of transforming this data into images
and evaluate the outcome by comparing the different intrusion
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detection results of our machine learning model.

The paper is structured as follows. The next section contains
information about related work. Section III provides some
general information about our AAL environment and the
utilized IDS. In Section IV the provided pre-labeled dataset
is described. Section V deals with the different procedures
for the image transformations, while Section VI comprehends
the different results gathered by training and evaluating the
machine learning model with the processed datasets. The paper
ends with Section VII which contains a conclusion and future
work.

II. RELATED WORK

Achieving high attack detection rates by assimilating vast
datasets and integrating AI concepts into a customary IDS is
not a recently discovered approach. Numerous research papers
can already be found that are based on this or other similar
ideas. [4] implements a ML model to detect Denial of Service
(DoS) attacks of infected IoT devices within private networks
by analyzing network traffic on packet level. [5] conducts
successful research on detecting network-based attacks by
using an IDS involving the rather unconventional approach
of reinforcement learning. However, both papers rely on raw
network traffic as data input and neglect the opportunity of
transforming the data into images.

[6] and [7] actually figured out ways of preprocessing
raw data to create images as input for their ML models. But
the first paper is focusing on the classification of different
malware binaries and not on the resulting network traffic. And
although the second research work is indeed dealing with the
transformation of network packets into images it is not yet the
approach we envision. Their idea is to process raw payloads of
concatenated network packets and hand over the outcome into
their deep neural network. But we want to take this idea one
step further by taking header information of network packets
into account. Moreover, we want to focus on single network
packets because there is no evidence that concatenated packets
are advantageous.

III. AAL ENVIRONMENT AND THE EXISTING IDS

As already stated, this paper is focusing on intrusion detec-
tion within AAL network environments. It is part of a publicly
funded research project which is called ”Secure Gateway for
Ambient Assisted Living (SEGAL)”. The overarching goal of
SEGAL is to enable people in need of care to manage their
daily lives independently and remain at their own homes for as
long as possible by applying secure, technical services. These
services are provided by several IoT devices (e.g. Amazon
Alexa, thermostat, heart rate monitor etc.) and sensors (e.g.
smoke sensor, fall sensor, etc.) working together to monitor
the mental and physical health status of people living in AAL
environments (see Figure 1). The gathered data is forwarded
to an external control center for further processing through a
secure and standardized channel, called ”Smart Meter Gate-
way”. [8] [9]

Fig. 1. Exemplary AAL Network Environment

But even though the data transmission itself is properly
secured, the participating IoT devices have numerous vulner-
abilities that can be exploited by attackers. Possible threats
for this highly sensitive and personal data are corruption,
manipulation and thievery. Therefore, a system that is capable
of detecting such threats and attacks within an inner AAL
network is crucial for safety purposes. As part of the SEGAL
project another team of our laboratory already developed a
special IDS to meet these requirements and set up a AAL test
environment with several different IoT devices. Once the IDS
is switched on, it permanently monitors the attached network
and analyzes incoming and outgoing network packets by
utilizing several rule-based modules in parallel. Each module
focuses on a different threat and is able to raise an alarm
if the currently examined packet contains suspicious data. An
evaluation layer is collecting all module results for every single
network packet and decides whether the IDS should raise an
intrusion alarm or not. All packet information and the final
result of the evaluation layer is pushed to a database which is
used for further analysis later on (see Figure 2).

Fig. 2. Current IDS Architecture

However, this modularized and static IDS is not flexible
enough to adapt to environmental changes or to learn attack
patterns. E.g. the whole ruleset of several modules needs to be
updated whenever a previously unknown IoT device is added
to the AAL network. Otherwise it would immediately increase
the false alarm rate. Hence it is necessary to extend the IDS by
several ML based modules including the image classification
approach, described in this paper.
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IV. PROVIDED DATASET

For the purpose of transforming network traffic data into
images and to use the outcome for intrusion detection af-
terwards a huge amount of pre-labeled data is required that
is representing normal traffic as well as attack data. The
easiest solution to access high quality datasets would be to
use the publicly provided and well maintained data of recent
cybersecurity research projects. But because an AAL network
is very different compared to common private networks, we
decided to make use of the data provided by the IDS from the
already described test environment. The process of creating a
suitable dataset was already carried out in advance but because
it is fundamental for understanding the procedures described in
the following section a deeper comprehension of the structure
of the dataset and the way of its creation is necessary.

A. Dataset Creation

The collection of the required data consists of two steps.
The first step is to gather network traffic that depicts normal
cases or in other words no-attack traffic. Therefore, the IDS is
switched on after it is assured that all connected IoT devices
are clean and properly secured. To guarantee that not one
single IoT device is infected by malware they are reset to
factory settings beforehand. For a certain time the IDS is now
monitoring the traversing network traffic and pushing each
packet into the connected database after it was analyzed and
labelled as normal packet.

Collecting attack traffic is a little bit more sophisticated. It
is necessary to simulate some cyberattacks but in a realistic
manner so that there is no bias because of laboratory condi-
tions. Furthermore, it needs to be assured that the evaluation
layer of the IDS is labelling the packets correctly because
during each attack, normal packets are also sent by unrelated
IoT devices. Therefore, packets marked as attack data are
validated manually after each simulation by, e.g. checking the
IP addresses, protocols and packet sizes. For the provided
dataset only one attack type was simulated but in several
variations and multiple times. So-called Denial of Service
(DoS) attacks are one of the most common attacks in terms
of IoT networks and can be carried out both realistically and
without great effort [10]. After each attack the labelling of the
data was validated before the next simulation started.

Finally, to avoid the pitfall of another bias for machine
learning models by having all attack data at the very end of
the dataset, it is shuffled in a specific manner. It is crucial
to keep every packet belonging to a single attack together
because otherwise attack patterns are fragmented. Hence not
all packets are shuffled but normal data packets and attack
data blocks.

B. Insights regarding Features and other Key Facts

After the analysis of a network packet is completed, it is
transmitted to the database for further processing. But not only
the payload is stored. Beside that, all header information of
network layer 2, 3 and 4 is attached including source and
destination IP addresses, TCP or UDP port numbers, header

length, and so on. Moreover, the evaluation layer appends an
assessment value that determines the likelihood of an attack
combining the estimations of the individual IDS modules and
the resulting label whether the packet depicts an attack or
not. The outcome is a dataset with 51 features which are
itemised in Table 1. It consists of almost 250.000 analyzed
network packets, 95% of which constituting normal packets.
With only 5% attack traffic the dataset is highly imbalanced
but this challenge is not addressed in this paper. Nevertheless
the fact should be kept in mind because it could harm the
machine learning results.

TABLE I. FEATURE LIST OF PROVIDED DATASET

Feature List
l2 dstAddr l2 payload length l2 srcAddr
l2 type l3 dont fragment flag l3 dstAddr
l3 fragment offset l3 header checksum l3 header length
l3 id l3 ipv6 header flabel l3 ipv6 header hoplim
l3 ipv6 header prot l3 ipv6 header tclass l3 more fragment flag
l3 options l3 padding l3 payload length
l3 protocol l3 reserved flag l3 srcAddr
l3 total length l3 ttl l3 type of service
l3 version l4 dstPort l4 srcPort
packet length tcp ack flag tcp ack number
tcp checksum tcp data offset tcp fin flag
tcp options tcp padding tcp psh flag
tcp reserved tcp rst flag tcp seq number
tcp syn flag tcp urg flag tcp urgent pointer
tcp window udp checksum udp length
contentraw contentraw length contentclear
contentclear length assessment label

V. IMAGE TRANSFORMATION APPROACHES

This section describes three different approaches of trans-
forming network packets into RGB images that can be used
for training and testing a machine learning model. As shown
in Figure 3 all three approaches are carried out successively by
using the same input dataset and before their processed images
are fed into one and the same machine learning model. It is
crucial to use the same model because otherwise the produced
results cannot be compared credibly in the end. Furthermore,
the created images are stored on disk so that they can be
reused later and to save computational resources for future
experiments.

Fig. 3. Transformation Approaches and General Procedure
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A. Approach I: Payload Transformation

The first approach is relatively straightforward and the
groundwork for the other approaches where some more com-
plexity is added. The idea is to create colored images with a
fixed, squared resolution by converting only the payloads of
the provided network data. Therefore the feature ”contentraw”
is selected which contains the byte stream of the original
packet content. There is another feature, called ”contenclear”
which contains the decoded and human readable payload
but because most of the packets are encrypted anyway it
does not constitute additional value. Although this is only
an assumption but can easily be proven or disproved when
comparing the ML model results at a later stage, the image
transformation is continued with the first feature.

At first the dataset is split into smaller chunks of 10.000
packets each to reduce the required memory size during
the transformation process. Then each chunk and thus each
contained packet is sequentially converted into images (see
Figure 4). Every processed data chunk results in an array
of images that is stored on disk. Because the transformation
procedure is the same for every single packet and its payload,
just one fictive operation is explained.

The goal is to create a squared RGB image. For this purpose
the payload data must be reshaped to a three-dimensional
matrix where each dimension contains values between 0 and
255 for one specific color. Regarding the resolution of the
matrix there are two limitations. First, the image has to be
squared and second the minimum width defined by the used
ML model is 32 pixels [11]. This yields in matrices with a
minimum shape of 32x32x3 and thus in 3.072 values. The
fact that payloads are already stored as byte streams enables
a rather simple and byte-wise transformation into an array
containing values between 0 and 255. However, each packet
carries payloads with various lengths which would entail
images with various resolutions. To overcome this problem
the starting point of every transformation is creating a black
image with a fixed resolution of 32x32 pixels. Afterwards
the required amount of bytes is replaced by payload data.
Furthermore it needs to be checked in the beginning if the
maximum payload size of the whole dataset is exceeding 3.072
bytes which would result in larger image matrices. But since
this is not the case in our dataset we stick to a fixed RGB
image size of 32x32. After the entire operation is completed,
the transformed payload data together with the corresponding
label value is added to an array of images. [7]

Fig. 4. Exemplary Image Transformation Outputs

B. Approach II: All-Features Transformation

As described before, the second approach is very similar
compared to the first one beside adding some more complexity
on top. The desired image resolution remains the same at a
height and width of 32 pixels as well as the way of processing
the dataset in several chunks and storing the resulting images
on disk. However, the input for the transformation process
differs. Not only the payload data of each network packet
is transformed but also the other available features which
primarily contain information that was extracted from the IP-
headers.

Whereas payload data can be easily reshaped into values
between 0 and 255, it needs more effort to process header
information. The reason is that the majority of relevant features
contain string values or integers with a value range that ex-
ceeds 0 to 255 by far. Therefore, two solutions for dealing with
these issues are applied. First, the string values are encoded
by utilizing a so-called Label Encoder. All corresponding
features and the contained strings are passed to this tool one
after the other and for each run it automatically determines
the amount of different values and thus also the possible
value range. Subsequently, every string value gets encoded as
integer starting with 0 where similar values get the same label
code. Since none of the affected features contain more than
255 different values, no further action is required. [12] The
second solution targets features that contain integers or byte
values beyond zero, above 255 or both. Such values cannot be
converted into the RGB scheme and thus need to be rescaled
under the precondition that relative differences between them
are preserved. For this purpose a so-called Min-Max-Scaler is
used which is capable of transforming passed feature values
to our desired value range of 0 to 255. After setting the range
to values between 0 and 255 and passing the whole dataset it
translates each integer feature individually and consecutively.
[13] After executing these two additional preprocessing steps
on the given dataset, the procedure for creating images can be
restarted. Again, for every single network packet a black and
squared image is created. Afterwards the payload data together
with the encoded or rescaled header information is reshaped
and replacing a specific amount of bytes of the black image.
The resulting images look very similar to those in Figure 4,
except that they contain a little more colored pixels.

C. Approach III: Header Transformation

Even the third approach of transforming the input dataset
into images is reusing some techniques of the previous ap-
proaches. What distinguishes this one is that all features are
processed except both payload data features and of course the
label feature, i.e. only the header information of each network
packet. Therefore the same preprocessing steps as in approach
II are applied to transform strings and integers into the correct
format and the required value range. The image size and
the way of processing the dataset in several chunks stay the
same but there is another difference compared to the previous
procedures. The downside of ignoring the payload data is that
there are only 48 features and thus only 48 data points left
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to be transformed into colored pixels. But because the aspired
images require three layers of 32x32 pixels, resulting in 3.072
values, the major area of each image would be displayed black.
We assume that this would cripple the capabilities of the ML
model to detect intrusions later on because there are almost
no clues on the images that could indicate attacks. To tackle
this problem in the first place, the header data of each network
packet is repeated 64 times (3.072 divided by 48) so that the
whole image is filled with data from the original dataset. As
shown in Figure 5, the resulting images look quite different
compared to those of the previous approaches.

Fig. 5. Exemplary Image Transformation Output (Approach III)

VI. MACHINE LEARNING AND RESULT COMPARISON

Executing all image transformation approaches on the orig-
inal data results in three different image datasets ready for
being passed into a ML model. To determine which approach
reveals the best and most reliable performance in detecting
intrusions on AAL networks, each dataset is utilized by one
and the same ML model. The architecture as well as the
reasons for choosing this specific model type are explained
in the following section. Afterwards the prediction process
is described, followed by a conclusion that compares the
achieved results for each approach.

A. Machine Learning Model - Adjusted VGG-19

For this research work we decided to use transfer learning
combined with a pre-trained and well-known Convolutional
Neural Network (CNN), called VGG-19 which was invented in
2014 and is now part of the Keras library. As shown in Figure
6, it consists of 16 convolutional and three fully-connected
(FC) layers and is trained on more than a million images
with 1.000 different object categories. [14] This fact makes the
VGG-19 capable of extracting features from a huge variety of
distinct images and therefore very suitable for transfer learning
[15]. As already proven in several research projects ( [7], [14],
and [15]), this rather simple model is a good choice when it
comes to image classification tasks with very diverse input
data.

After downloading the model including the pre-trained
weights, some minor adjustments must be made so that it is
applicable for this specific image classification task. At first,
the input layer has to be replaced to match the size of the
created images, i.e. by a layer with 32x32x3 input neurons.
Moreover it needs to be assured that the pre-trained weights
are not changed during the training phase later on. For this
purpose the ”Trainable”-Flag of each already existing layer is

Fig. 6. VGG-19 Model Architecture [14]

set to false. Finally, the fully-connected layers at the end of
the architecture are removed. On the one hand, the original
model is designed to classify 1.000 different object types
whereas this research work rests on a binary classification
task for distinguishing attack data from normal network traffic.
Therefore, a new output layer with just one neuron instead of
1.000 is created. On the other hand, a new fully-connected
layer consisting of 128 neurons together with another fully-
connected layer which flattens the output of the last max-
pooling layer are inserted right before the output layer to
enable transfer learning. These new layers have no pre-trained
weights yet and thus the weights can be adjusted to the input
data during the following training phases. [7]

B. Prediction Process

As soon as the model is properly adjusted and prepared, the
prediction process can be started which is carried out three
times, once for each image dataset. Because only the input
data is varying but the process itself remains the same, it is
described only once. At first, the dataset is split into training
data and test data by a commonly used ratio of 3:1. During this
step it is crucial to take care of an equal distribution of normal
and attack data within each dataset. Afterwards the so-called
hyperparameters for the ML model must be set. We decided
to use cross entropy as loss function because it is the best
choice for binary classification tasks [18]. RMSprop is used as
optimization algorithm because it is fast and supports adaptive
learning rates [19]. Moreover, batch learning is applied to
reduce computational costs and the number of epochs is set to
20 but in combination with early stopping to avoid overfitting
from the start. Now that all preparations have been made, the
training of the model instance can be initialized by passing
the training dataset. After completion, the performance of the
trained instance can be tested by evaluating its predictions on
unknown data of the test dataset.

C. Evaluation and Result Comparison

To figure out which image transformation approach works
best for detecting intrusions in AAL networks the three result-
ing model instances and their ability to distinguish between
normal and attack data needs to be evaluated and compared.
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Therefore certain metrics are taken into account. These metrics
are calculated from the contents of a so-called confusion
matrix, which in turn provides information about the accuracy
of made predictions by specific model instances. As shown
in Figure 7, it gives an overview over properly classified
intrusions (label = 1, prediction = 1; True Positive (TP)), false
alarms (label = 0, prediction = 1; False Positive (FP)) as well as
overseen intrusions (label = 1, prediction = 0; False Negative
(FN)).

Fig. 7. Confusion Matrix [16]

The precision metric (p) depicts the ratio of how often
network packets that were marked as intrusions by the ML
model instance were actually intrusions, whereas the recall
metric (r) tells how many intrusions were detected at all.
Calculating the harmonic mean of recall and precision puts
both metrics in relation and results in the commonly used F1
score [17]:

p =
TP

TP + FP
r =

TP

TP + FN

F1 = 2 ∗ p ∗ r
p+ r

Precision, recall and f1 score are now calculated for each
model instance and thus for each approach of transforming
network traffic into images. Afterwards they are compared, as
shown in Table II.

TABLE II. RESULT COMPARISON BETWEEN APPROACHES

Approach I Approach II Apporach III
Precision 99% 99% 100%

Recall 95% 96% 92%
F1 Score 97% 97% 96%

VII. CONCLUSION AND FUTURE WORK

Surprisingly, the overall results shown in Table II are by
far better than expected and all model instances are almost
equally good in classifying network traffic or in other words:
in detecting intrusions. There are almost no false alarms, just
the amount of detected intrusions varies slightly but still on a
high level. Approach II, where payloads in combination with
header information were transformed into images seems to
work best. But the gathered results also raise some doubts
because they are rather too good to be true. It needs further

investigations on what kind of features were extracted by the
ML model during training and what leads the model to its
decision whether a specific network traffic image is normal
or malicious. Maybe the dataset is not really representative,
the attack data is too similar or there are too few attack
types included as well. Before a valid statement can be made
whether image classification can extend an IDS in a valuable
way or not, these issues need to be examined. Nevertheless, the
results are more than promising and research on the approach
of transforming network traffic into images to detect intrusions
within AAL networks should be continued.
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Abstract—The Turbomachinery Laboratory of the OTH
Regensburg is mostly used for students education and
research in the field of turbomachinery. One of the current
research projects in this facility is about building up a
development environment for the technical design of fans.

The current project phase is the first sub-project.
Therefore the first step is to develop a sequential path of
analytical equations for technical predesign. Starting from
customers requirement the aim is to transmit variables
to the following CAD and CFD-programs. Due to their
universal use in the industry, Microsoft Excel and VBA
will be used for the calculations. In the end the hand
over variables are defined and exported to the follow up
programs.

In the second sub-project the geometry data will be used
to automatically generate a 3D model in order to perform
a CFD simulation to optimise the blade geometry.

The final sub-project contains a mechanical simulation
with FEM about the strength of the fan as well as a
verification with real prototypes.

Index Terms—analytical tool, CFD, MS Excel, fan,
predesign

I. INTRODUCTION

Fans like most technical products have to be pre-
designed and properly analysed and calculated for max-
imum efficiency. The state of the art fan design re-
quires an iterative development process including analyt-
ical predesign and numerical simulation, Computational
Fluid Dynamics (CFD), for optimisation. However, with-
out a careful predesign optimal results are not to be
expected.

Before you can build a CFD-simulation, you first
have to calculate some parameters and general shape
dimensions analytically. Therefore a reliable predesign
tool is needed. Furthermore with increasing importance
of hydrogen for burner applications a second goal of a
predesign to is to estimate the impact of the different
fuel gas mixtures for the burner blower performances.

After the predesign it is possible to generate a 3D-
geometry with Computer Aided Design (CAD). That
geometry can then be loaded and calculated in a CFD-
Environment. The geometry can then iteratively be op-
timised based on the results of the CFD-simulation.

The goal of this project is to build a development
environment where fans are calculated analytically, a 3D-
geometry is built and a CFD-simulation is performed
with one tool. The first sub-project is about the technical
predesign of the fans. Therefore the first step is to
develop a sequential path of analytical equations for
technical predesign. Starting from customers requirement
the aim is to hand over variables for the CAD and CFD-
programs. Because of their universal use in the indus-
try, Microsoft Excel and Visual Basic for Applications
(VBA) will be used for the calculations. At last the hand
over variables are defined and exported to the follow up
programs.

II. ANALYTICAL FOUNDATION

A. Input parameter

For developing the sequential analytical path all input
parameters have to be defined at first (see Figure 1). For
this development environment the input parameters are:
• environmental pressure p∞,
• environmental temperature T∞,
• motor power Pmot,
• pressure difference ∆p,
• volume flow V̇ ,
• specific gas constant R,
• heat capacity ratio κ and
• form of limitation:

– Space limitation: number of revolutions per
second of the motor nmot,ini and maximal
external diameter of the fan Da/2,max or

– Motor limitation: maximal number of revolu-
tions per second of the motor nmot,max and
external diameter of the fan Da/2,ini.
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  Start

p∞, T∞, Pmot,
∆p, V̇ , R, κ

limitationSpace
limitation

nmot,ini,
Da/2,max

Motor
limitation

nmot,max,
Da/2,ini

General calculations

Figure 1. Sequential flow path: Input

These parameters have been chosen, because they are
commonly used for fan design in the industry. What has
to be known is the environment, where the fan will be
operated, the motor, which is powering the fan, pressure
difference and volume flow, the fan should achieve.

Almost every fan design is driven by one of two major
constraints either by space or the motor. This will be
factored in by the decision “form of limitation” in the
Input. By deciding for either ones of these constraints
the parameter with the index max will be the master
parameter and the other one labelled with the index
ini will be figured out later on with the help of the
CORDIER-diagram (see Figure 7).

B. General calculations

The General calculations follow after the input defi-
nition. The sequential path is shown as a flow chart in
Figure 3. The General calculations are defining shape,
missing environmental and dimensionless properties of
the fan.

A velocity triangle is used to help visualize the dif-
ferent velocity directions of the medium entering and
exiting the blades. For the definition of this triangle see
Figure 2. Variables with the index 1 are marking entrance
and index 2 marks the exit of the fan.

For the decision of the fan shape the barrier of the
specific speed σ = 0.6 was assumed. This decision
is based on the diagram “Menny-Design-Dimension”-
Diagram (σ) [6, p. 255, fig. 6.2]. In this diagram between

u

w ccm

cu

αβ

Figure 2. Velocity triangle

0.5 < σ < 0.7 it is possible to design either an axial or
a radial fan. Therefore the middle between these two
borders σ = 0.6 was assumed to be the divider for the
fan shape.

C. Fan dimension

If the shape of the fan is defined, the calculation of its
dimensions can begin. This path is displayed in Figure 4.
These calculations are also mostly based on the “Menny-
Design-Dimension”-Diagram [6, p. 255, fig. 6.2]. The
diagram is displays the relative dimensions of the fan to
the outer or second diameter Da,2. The dimensions of
each shape are schematically displayed in Figure 5.

Because the width of an axial fan is mostly based on
experience, there are no reference points for that in the
literature. For this reason an assumption based on real
fans of the laboratory was made. The simplfied width of
an axial fan is calculated like shown in Equation 1.

bax =
Da −Di

2
∗K (1)

The width scale factor K is assumed to be K = 0.75.
This is based on sample fans in the turbomachinery
laboratory of the OTH Regensburg.

D. Blade design

Following the general calculations, the shape and
dimension design, the blade design is the next part of
the sequential calculations in fan design.

The procedure for these calculations is the same as
before. Developing a sequential path and then program
it in MICROSOFT EXCEL.1 The sequential path for the
blade design will be mostly based on CAROLUS [2,
p. 15ff].

Another approach in blade design is the method of
AUNGIER [1]. But his approach is focused on gas
compressibility, which is usually not that important for
fans. Therefore his approach is not the one, the further

1Because this paper is only an overview of the current project state,
this part is not fully completed yet and therefore not presented here.
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  General calculations

ρ∞ =
p∞

R ∗ (T∞ + 273.15 K)

v∞ =
1

ρ∞

Yt =
∆p

ρ∞
[2, p. 1, eq. 1.2]

∆his = v∞ ∗ ∆p

Motor limitation

σ =
2 ∗ nmot ∗

√
π ∗ V̇

4
√

8 ∗∆h3
is

[5, chp. 3.1, p. 11]

Cordier-Diagram
(σ) see Figure 7
⇒ δopt

Da/2 =
δopt ∗ 2 ∗

√
V̇

4
√

2 ∗∆his ∗
√
π

⇒ ra,2 =
Da/2

2
[5, chp. 3.1, p. 11]

Space limitation

δ = Da/2 ∗
4

√
2 ∗∆his

V̇
∗
√
π

2
[5, chp. 3.1, p. 11]

Cordier-Diagram
(δ) see Figure 7
⇒ σopt

nmot =
σopt

2
∗

4
√

8 ∗∆h3
is√

π ∗ V̇
[5, chp. 3.1, p. 11]

Calculations are spinfree
⇒ cu,1 = 0 m s−1 and

α1 = 1.57 rad = 90° and cm1 = c1

“Eck-Design-Dimension”-Diagram (σ)
[3, p. 15, fig. 8] ⇒ η

Yt,blade = η ∗ Yt [2, p. 18]

ωmot = 2 ∗ π ∗ nmot

Mmot =
Pmot

2 ∗ π ∗ nmot

“Menny-Design-
Dimension”-Diagram (σ)

[6, p. 255, fig. 6.2]
⇒ shape

Axial Radial

σ ≥ 0.6 σ < 0.6

Figure 3. Sequential flow path: General calculations

Axial

“Menny-Design-
Dimension”-Diagram

(σ) [6, p. 255,

fig. 6.2] ⇒ Di

Da

Di = Da ∗
Di

Da

rm =
1

2
∗
√
D2

i +
D2

a −D2
i

2
⇒ Dm = rm ∗ 2
[2, p. 48, eq. 4.1]

Simplification:

bax =
Da −Di

2
∗K

Radial
Simplification b1 = b2

“Menny-Design-
Dimension”-
Diagram (σ)

[6, p. 255, fig. 6.2]
⇒ D1

D2
and b2

D2

D1 = D2 ∗
D1

D2

b2 = D2 ∗
b2
D2

Figure 4. Sequential flow path: Fan dimension

Figure 5. Schematic dimensions axial (left) and radial fan (right)

calculations in the blade design will be following. To
consider the influence of compressibility in the predesign
tool, a quick estimation of the percentage of the rate
of density change will be present. This estimation is
according to [3, p. 44]:

∆ρ

ρ
=

1

2
∗
( c
a

)2
. (2)

The amount of blades will be determined with the
ZWEIFEL-number for the axial fan and with the approach
of ECK for the radial fan.

III. REALISATION IN MICROSOFT EXCEL

The calculations from section II are implemented
in MS EXCEL mostly using standard formulas of the
software. Exceptions are performed with VBA.
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  The MS EXCEL document is split into five sheets:
Main, Fan dimension, Blade dimension, Trend curves
and VBA related.

A. Main

The sheet Main contains the sequential flow path of
the Input and the General calculations.

The parameters of Figure 1 have to be put in the “Input
form” in MS EXCEL (see Figure 6). The yellow colored
cells are indicating cells, where a input variable has to
be filled in. Grey colored cells are indicating cells where
a formula calculates the shown value. Exceptions here
are the input parameters for R and κ, these cells are
colored grey aswell, because the default medium for the
calculations is air.2 But it is possible to change these
values. The decision of the limitation is done with a
VBA-“List Box”. As described in section II the initial
value of either nmot,ini or Da/2,ini will be mostly ignored
and are calculated from the CORDIER-diagram to an
optimal value. If the optimal value exceeds the initial
value a warning is displayed for the user.3

Next to the Input are the General calculations. The
decisions are performed with “If”-functions. To realize
the reading from diagrams it was necessary to digitize
them, more to this topic in subsection III-D.

B. Fan dimension

In the sheet Fan dimension the calculations are
performed, as shown in Figure 4. The dimensions of the
fan are calculated for both shapes axial as well as radial.
For this case the “Menny-Design-Dimension”-Diagram
[6, p. 255, fig. 6.2] was digitized (see subsection III-D).

C. Blade dimension

The blade dimensions as well as the calculation of the
amount of blades shall be calculated in this sheet. This
step is at the current state still missing and therefore not
shown in this paper.

D. Trend curves

A few diagrams have to be digitized first to autom-
atize the decisions in the calculation and open up the
possibility to calculate further on.

2The heat capacity ratio κ is necessary for further calculations of
the speed of sound. This is necessary to calculate the percentage
ofdensity change of the medium, while it is flowing through the fan.
But the sequential path is not completed yet to this stage, therefore
κ is not used in the sequential path of the General calculations.

3In a later revision of this tool it is possible to implement an
automatized iteration for an optimal calculation of nmot and Da/2,
that no boundary condition will be exceeded.

As an example CORDIER-diagram (see Figure 7), first
measuring points (MP) from the three curves (minimal,
optimal and maximal) have been taken.4 The MPs were
then exported as a csv-file and loaded in a MATLAB
script. This script calculates trendcurves through the
MP’s using the “fit”-command. The type of curve has to
be predefined, for the example of the CORDIER-diagram
the curve type was assumed to be a broken rational
function with an squared numerator. The output for the
fitted δopt-curve in this example is:

δopt =
p1 ∗ σ2 + p2 ∗ σ + p3

σ + q1
(3)

=
0.0205 ∗ σ2 + 0.9237 ∗ σ + 0.7093

σ + (−0.0113)
. (4)

The same procedure as described previously was
also done for “Menny-Design-Dimension”-Diagram [6,
p. 255, fig. 6.2] and “Eck-Design-Dimension”-Diagram
[3, p. 15, fig. 8].

E. VBA related

In this sheet the data for the VBA-“List Box” in the
Main-sheet is stored. In the finished Excel document this
sheet will be hidden as it should not be modified by any
user.

IV. PERSPECTIVE

This section is a short perspective of the further
actions. At first the sequential path of the blade design
subsection II-D has to be completed. The programming
to MS Excel of these equations has to be done in the
sheet Blade dimension. Also the calculations on how
many blades are needed and which profile is used needs
to be defined.

In addition, the final project work will include a brief
analysis of influencing factors.
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NOMENCLATURE

For nomenclature, abbreviations and indices see ta-
bles I to III.

4In this case the software WebPlotDigitizer was very useful.
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Figure 6. Input form in MS Excel

Figure 7. Cordier-diagram [4, p. 1309, fig. 31]

REFERENCES

[1] R. H. Aungier, Centrifugal compressors: A strategy
for aerodynamic design and analysis. New York:
ASME Press, 2000, ISBN: 0-7918-0093-8.

[2] T. Carolus, Ventilatoren: Aerodynamischer Entwurf
– Konstruktive Lärmminderung – Optimierung, 4th
ed. 2020. 2020, ISBN: 978-3-658-29258-4. DOI: 10.
1007/978-3-658-29258-4.

[3] B. Eck, Ventilatoren: Entwurf und Betrieb der
Radial-, Axial- und Querstromventilatoren, 5.,

0.15 0.2 0.3 0.4 0.5 0.6 0.8 1 1.5 2

M

1

1.2

1.4

1.6

1.8

2

2.5

3

4

5

6

7

8

9

10

M

Cordier-Diagram

MP optimal

MP maximal

MP minimal

TC optimal

TC maximal

TC minimal

Figure 8. Cordier-diagram digitized with MATLAB

neubearb. Aufl. Berlin: Springer, 1972, ISBN:
3540056009.

[4] K.-H. Grote, J. Feldhusen, and H. Dubbel, Dubbel:
Taschenbuch für den Maschinenbau, 24., aktual-
isierte Aufl. Berlin: Springer Vieweg, 2014, ISBN:
978-3-642-38890-3. DOI: 10 . 1007 / 978 - 3 - 642 -
38891- 0. [Online]. Available: http : / /dx .doi .org /
10.1007/978-3-642-38891-0.

[5] A. Lesser, “Vorlesung Strömungsmaschinen,”
Skript, Ostbayerische Technische Hochschule
Regensburg, Regensburg, 2019.

[6] K. Menny, Strömungsmaschinen: Hydraulische und
thermische Kraft- und Arbeitsmaschinen ; mit 36
Tabellen und 47 Beispielen, 5., überarb. Aufl., un-
veränderter Nachdr, ser. Lehrbuch Maschinenbau.
Wiesbaden: Teubner, 2011, ISBN: 9783519463177.



 Regensburg Applied Research Conference 2020 

 52 

  

Table I
FORMULA SYMBOLS

Symbol Description Unit
α flow angle rad

β flow angle rad

δ specific diameter [−]

∆ difference [−]

κ heat capacity ratio [−]

K width scale factor [−]

φ flow coefficient [−]

ρ density kg m−3

σ specific speed [−]

ω angle velocity rad s−1

a speed of sound m s−1

b width m

c absolute velocity m s−1

D diameter m

h enthalpy m2 s−2

M torque N m

n number of revolutions s−1

p pressure Pa

P power W

r radius m

R specific gas constant J kg−1 K−1

T temperature °C

u circumferential velocity m s−1

v specific volume m3 kg−1

V̇ volume flow m3 s−1

w relative velocity m s−1

Y Work J

z amount of blades [−]

Z ZWEIFEL-Factor [−]

Table II
INDICES

Index Description

1 entrance

2 exit

∞ environmental

ax axial

blade blade

calc calculated

ini initial

m meridian

max maximal

mot motor

rad radial

t total

u circumferential

Table III
ABBREVIATIONS

Abbreviation Decription
CAD Computer Aided Design

CFD Computational Fluid Dynamics

MP Measuring point
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Abstract— The use of electroplated copper films in 

semiconductor technology enabled further miniaturization of 
semiconductor components with a simultaneous increase in 
performance. In order to manipulate both the electrochemical 
deposition and the properties of the copper layers, additives are 
added to the electrolyte. Despite the levelling properties of these 
additives, increased surface roughness can be observed depending 
on the crystal orientation of the substrate. The impact of the 
electrolyte chloride ion concentration and the substrate crystal 
orientation on the surface morphology was investigated to gain a 
deeper understanding of this roughness phenomenon in 
electroplated copper films. The presented results allow a more 
detailed description and qualitative modelling of the roughness 
phenomenon. 

  
Index Terms— electrochemical copper deposition, surface 

roughness, crystal orientation, specific anion adsorption, materials 
and manufacturing technologies 
 

I. INTRODUCTION 
 
The electroplating of copper in the semiconductor industry 
involves the application of additives to the electrolyte to control 
the deposition process [1, 2]. Such additive systems primarily 
consist of three components influencing the deposition. During 
electroplating, a suppressor additive is locally inhibiting the 
deposition and an accelerator additive is enhancing the 
deposition. The third component, a leveler additive, also 
inhibits the deposition but does not interact with the accelerator. 
In order for these additives to function correctly, chloride ions 
must be present in the electrolyte. Having the additive package 
and the chloride ions in the electrolyte a defined deposition 
behavior can be achieved [3, 4]. 

The interaction between the accelerator and suppressor is 
well understood for polyethylene glycol (PEG) as a suppressor 
and Bis-sodiumsulfopropyl-disulfide (SPS) as an accelerator 
[4, 8]. The inhibitory effect of the PEG is caused by the 
formation of a complex consisting of PEG, on the copper 
surface, adsorbed chloride ions and the copper atoms from the 
copper metal surface. The SPS accelerates the deposition by 
decomposing this PEG complex or by slowing down the PEG 
 
 

complex formation. More precisely, the SPS must decompose 
into Mercaptopropane sulfonic acid (MPS) on the metallic 
surface to remove the inhibitory effect of the PEG [8]. 
Corresponding to literature [7, 10], the adsorbed anions on the 
copper surface counteract the accelerating effect of the SPS by 
acting as a barrier and preventing the decomposition of the SPS 
on the metal surface into MPS. 
For copper electroplating a copper seedlayer as starting layer is 
necessary. The grain orientation of this layer depends on the 
underlying material. A dielectric layer causes a random grain 
orientation of the copper seed layer, while a metallic layer 
causes a strong (111) grain orientation. Based on the crystal 
orientation of the copper seed layer, a roughness phenomenon 
does occur after copper electroplating.  

Depending on the crystal orientation of the copper seedlayer 

the phenomenon shows a rough or smooth electroplated 
surface. This results in a rough electrochemical copper 
deposition on a strong (111) oriented copper seedlayer and a 
smooth copper surface on a random textured copper seedlayer 
after the electrochemical deposition. Figure 1 shows the 

Impact of the electrolyte chloride ion 
concentration and the substrate crystal 

orientation on the surface morphology of 
electroplated copper films 

Tobias Schwarz1, Alfred Lechner1 
1Kompetenzzentrum Nanochem, University of Applied Sciences Regensburg, 93053 Germany 
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Fig. 1. The roughness phenomenon and the grain structure revealed by electron-
backscatter-diffraction (EBSD) images of the copper seedlayer located above a 
metallic (position 1) and a dielectric layer (position 2). The grain structure on 
position 1 shows a strong (111) oriented copper seedlayer with individual grains 
deviating from the (111) orientation. The individual grains appear darker. The 
grain structure on position 2 is randomly oriented. 
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electron-backscatter-diffraction (EBSD) images of the copper 
seed layers above a dielectric or metallic layer, which cause  
different grain orientations. 
This observed behavior is based on the surface interaction of 
the chloride ions, which are forming a direct chemical bond 
with the metal surface. This behavior is called specific 
adsorption and is influenced by the crystal orientation of the 
metal surface [5]. It is common that specific adsorbed anions 
manipulate continuous faradaic reactions. Moreover, they are 
able to alter the potential distribution in the double layer and 
can completely block reaction sites on the metal surface [5, 6]. 

Since the specific adsorption of chloride anions is dependent 
on the substrate crystal orientation [5] and does effect the 
additive mechanism [5-7] the impact of chloride concentration 
and the orientation of the substrate on the surface morphology 
was studied, in order to get further insight into the specific 
roughness phenomenon.  
 

II. EXPERIMENTAL  
The electrochemical copper deposition was carried out in two 
steps under galvanostatic conditions in a commercial laboratory 
plating cell (A-56-W SMART CELL, Yamamoto MS). A 
potentiostat (PGSTAT302N, Metrohm) was used as a power 
supply. In the first step of electrochemical deposition a current 
density of 1 A/dm² was applied for 60 s and in the subsequent 
step a current density of 6 A/dm² for 331 s. The electrolyte 
system used for copper deposition consists of sulfuric acid 
(H2SO4 Merck, ACS standard, degree of purity >99%), 
hydrochloric acid, (HCl Merck, ACS standard, degree of purity 
>99%), copper (II) sulfate pentahydrate (CuSO4*5H2O Merck, 
ACS standard, degree of purity >99%) and a commercial 
additive package which includes a suppressor, an accelerator 
and a leveler agent. The substrate used for electrochemical 
deposition was a layered structure with dielectric and metallic 
layers below the copper seedlayer as shown in the schematic in 
Fig. 1. 

Electron-backscattering-diffraction (EBSD) was employed 
with the Hikari-XP-EBSD-Camera attached to the Zeiss-Ultra-
55-FE-Scanning-Electron-Microscope to examine the grain 
orientation and grain size distribution of the copper seedlayer. 
The surface morphology of the deposited copper layer was 
characterized using a Laser Confocal Scanning Microscope 
(LEXT OLS4100 3D, Olympus). The root mean square height, 
further abbreviated as Sq, [8] was chosen for the evaluation of 
the areal surface roughness. 

III. RESULTS 
The formation of the surface roughness during electrochemical 
deposition above a strong (111) oriented layer is based on a 
locally varying growth rate. To determine the local differences 
on the substrate, both the morphology and the Sq roughness 
were determined every 30s during the electroplating of the 
copper layer in order to get an in-sight into the deposition time 
dependent change of surface morphology. The time 
dependency of the roughness Sq for a strong (111) textured 
seedlayer is illustrated in Fig. 2. The linear increase of Sq is 
based on the raising layer thickness during the electrochemical 
deposition.  

The corresponding change in surface morphology is depicted in 
Fig. 3 at predefined deposition times. The change in surface 
morphology reveals that the grain boundaries as well as the 
individual grains cause a local increased deposition rate and 

thus the roughness phenomenon for a (111) oriented seedlayer. 
The EBSD image of the (111) oriented copper seedlayer in Fig. 
1 shows also individual dark areas. These dark areas correspond 
to grains with a slight deviation from the (111) orientation. 
Consequently, it can be concluded that the increased deposition 

rate on those individual grains is linked to their deviation from 
the (111) grain orientation. 

In order to investigate the impact of the specific absorption 
of chloride based on the crystal orientation as well as on crystal 
defects (e.g. grain boundaries), the chloride ion concentration 
of the electrolyte was varied from 2,5 mg/l to 65 mg/l. The Sq 

 

 
 
Fig. 3. Surface morphology dependent on the deposition time. At the time step 
t = 0s the grains and grain boundaries of the seedlayer is visible. The surface 
morphology at deposition time a) 0 s, b) 30 s, c) 60 s, d) 120 s, e) 150 s, f) 180 
s, g) 240 s, h) 270 s, i) 300 s is shown. 

a) t = 0 s b) t = 30 s c) t = 60 s

d) t = 120 s e) t = 150 s f) t = 180 s

g) t = 240s h) t = 270 s i) t = 300 s
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Fig. 2. Development of the Sq surface roughness during electroplating on a 
strong (111) oriented copper seedlayer above a metallic layer. 
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roughness after deposition is illustrated in Fig.4. In dependence 
of chloride concentration. It can be seen that the roughness 
profile of the electroplated copper layer on a randomly oriented 
copper seedlayer, initially decreases strongly with increasing 
chloride ion concentration and then remains approximately 
constant. The roughness curve for a strongly (111) oriented 
copper seed layer above a metallic layer is clearly different. The 
Sq value initially also decreases strongly with increasing 
chloride ion concentration. However, the surface roughness 
raises linearly as the chloride ion concentration in the 
electrolyte increases further.  

The utilized additive package in this studies are designed to 
address smoothing properties on deposition. Therefore, the 
initial strong decrease in roughness of both profiles is explained 
by the fact that chloride ions are essential for the activity of the 
additives to obtain smooth surface morphology. The Sq value 
for a copper layer above a dielectric material shows no 
dependence of larger chloride concentration up to 65 mg/l. It is 
evident, that the constantly low surface roughness is based on 
the active surface smoothing capabilities of the additive system. 
Contrary, the linear increase in the Sq value in the range of 15 
mg/l to 65 mg/l for the electroplated copper layer above a 
metallic layer can be explained with the change of surface 
morphology as it can be seen in Fig. 5. At a chloride ion 
concentration of 15 mg/l, the electrodeposited copper layer 
shows a fine-grained homogeneous structure, whereas with 
increasing chloride ion concentration, the surface morphology 
is coarsening with increasing areal cavities. 

Consequently, it can be followed that the crystal orientation 
of the grains as well as the crystal defects of the copper 
seedlayer affects the specific adsorption of the chloride ions and 
therefore the functioning of the additives [6-8]. Thus the 
roughness phenomenon is caused by the locally disturbed 
activity of the additive system. 

 
IV. Discussion 

 
A qualitative model for the observed partial linear roughness 
progress and the associated change in surface morphology of 

the electrochemically deposited copper layer on a strongly 
(111) oriented copper seedlayer was derived. It was 
presupposed that an increase of the chloride ion concentration 
in the electrolyte results in an increase of chloride ions at the 
surface. Additionally, the model bases on the precondition that 
the functionality of the commercial additive package has the 
same surface interaction principle as the PEG and SPS system 
[8, 9]. As already described, the specific adsorbed anions 
counteract the accelerating effect of the SPS. Here, the anions 
are acting as a barriers and are consequently preventing the 
decomposition of the SPS on the metal surface into MPS. Since 
the grain orientation and crystal defects of the substrate 
influence the barrier effect of the specifically adsorbed chloride 
ions, a local increase in deposition rate can be obtained in 
accordance with other studies [10].  

Thus, a (111) oriented copper surface shows a high barrier 
effect. This results in a lower deposition rate of electrochemical 
deposition. Crystal defects on a (111) oriented copper surface 
reduce this barrier effect and therefore increase locally the 
deposition rate. In contrast, punctual inhibition is only 
obtainable at low concentrations, as not all areas can be covered 
by chloride. This results in the observed fine-grained 
homogeneous surface structure at an electrolyte chloride ion 
concentration of 15 mg/l for the (111) textured seedlayer see 
Fig. 6 a). A further increase in the chloride ion concentration 
causes a denser specifically adsorbed chloride ion layer, thus 
increasing the barrier effect. For a chloride ion concentration in 
the electrolyte of 35 mg/l a local inhibition of electrochemical 
deposition, as shown in Fig. 6 b), was observed. If the chloride 
ion concentration is increased even further, the electrochemical 
deposition is inhibited over a larger area due to the increasing 
barrier effect of the specifically adsorbed chloride ions. 

As it is evident from Fig. 3, the adsorbed chloride ions do not 
show a barrier effect on crystal defects and grain orientations 

 
Fig. 4. The surface roughness of the electroplated copper film on a metal and 
a dielectric layer dependent on the chloride ion concentration of the 
electrolyte.  
 

 
 
Fig. 5. The surface morphology of the electroplated copper film on a strong 
(111) oriented seedlayer dependent on the chloride ion concentration a) 15 mg/l, 
b) 35 mg/l, c) 50 mg/l and d) 65 mg/l is shown. 
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besides the (111) texture. Hence, the areal inhibition of the 
electrochemical copper plating enhances the deposition rate of 
the crystal defects and grains with a different crystal orientation 
(see Fig. 6 c). The linear increase in surface roughness with 
higher chloride ion concentration is due to the growing surface 
inhibition of the deposition. Since the amount of copper 
deposited is constant, more copper is deposited locally due to 
the increasing areal inhibition of the deposition. This locally 
enhanced deposition with rising chloride ion concentration, is 
the reason for a higher surface roughness. 

V. CONCLUSION 
The impact of the electrolyte chloride ion concentration as 

well as the substrate crystal orientation on the surface 
morphology of electroplated copper films was investigated in 
order to get further insight into a well known roughness 
phenomenon. 

The investigation of the time-dependent roughness 
development revealed that the roughness phenomenon is caused 
by crystal defects such as grain boundaries and grains with a 
grain orientation of the copper seedlayer deviating from the 
(111) crystal orientation. 

Furthermore, in accordance with literature [9, 10], the 
roughness phenomenon could be attributed to the interaction 
between specifically adsorbed chloride ions, the 
crystallographic properties of the seedlayer and the plating 
additives. 
A model was developed which qualitatively describes the linear 
increase in surface roughness and the associated morphology as 
a function of chloride ion concentration.  
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Fig. 6. Schematic model of the electrochemical deposition (left) with the 
corresponding surface morphology of the electroplated copper film dependent 
of the electrolyte chloride ion concentration (right). a) electrolyte chloride ion 
concentration of 15 mg/l, b) electrolyte chloride ion concentration of 35 mg/l, 
c) electrolyte chloride ion concentration of 65 mg/l. With increasing chloride 
ion concentration the deposition is increasingly suppressed. The surface 
morphology is coarsening as the deposition rate of the grain boundaries are 
enhanced due to the areal suppression. .  
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Abstract—Fused deposition modeling (FDM) is an additive
manufacturing method which allows layer-by-layer build-up of a
part by the deposition of thermoplastic material through a heated
nozzle. The technique allows for complex geometries to be made
with a degree of design freedom unachievable with conventionally
manufacturing methods. However, the mechanical properties of
the themoplastic materials used are low, compared to typical
engineering materials. In this work, additively manufactured
fiber-reinforced composites with glass fibers are investigated,
wherein fibers are embedded into a thermoplastic matrix. The
specimens are tested for tensile property following DIN EN
ISO 527. The results are presented and the conclusions are
given about the mechanical effects of the modification of the fill
algorithm. The benchmark of two fill algorithms demonstrates
that the tensile strength of a 3D printed specimen depends on it.
The verification by microscopy analysis is used to find out the
impact of unknown print quality on the mechanical properties
of 3D printed structures. Specimens evaluated in this study were
produced by a Mark One 3D printer of MARKFORGED by vary-
ing the fill algorithm. The experimentally determined stiffness
was found to be 19600± 1050 MPa and 18900± 2100 MPa for
algorithm Concentric and FullFiber, respectively. The determined
strength were found to be 589± 31.9 MPa and 670± 12.4 MPa.
The mechanical examination shows a failure behavior with a
strong dependency on the manufacturing process. The track-
dependent damage can be seen as a limiting factor for the
mechanical properties.

Index Terms – additive manufacturing, 3D printing, fiber-
reinforced composites, mechanical properties

July 14, 2020

I. INTRODUCTION

The industry faces the challenge of continuously producing
lighter structures with the same strength for energy and cost
savings. Currently, steel and aluminium constructions are
used, as well as shot fiber-reinforced injection moulding and
occasionally fiber-reinforced plastics (FRP) [16]. Due to the
expensive and complex autoclave and resin transfer moulding
process, the material is less distributed by continuous fiber-
reinforced plastics [17]. The use of FPR is often implemented
in flat panel designs and is therefore very limited in construc-
tional variations.

Three dimensional (3D) printing or Rapid Prototyping (RP)
is another description of additive manufacturing. Additive
Manufacturing can be divided into several categories: Fused
Deposition Modelling (FDM), Selective Laser Melting (SLM),
Stereolithography (STL) or Laminated Object Manufacturing

(LOM) [4]. This process produces components from computer-
aided design (CAD) programs. Additive manufacturing is a
technology in wich open source software is increasingly used.
This can be attributed due to the widespread use of low cost
3D printers.

Some low-cost desktop 3D printers utilize FDM as the
manufacturing process. FDM forms a 3D geometry by as-
sembling individual layers of extruded thermoplastic filament.
The FDM manufacturing process is useful for producing
prototypes and in some cases, it can be used to produce
low loaded components. FDM components are formed by an
additive manufacturing process combining successive layers
of molten thermoplastics. Due to this process delamination of
the component layers can occur resulting in premature failure.

In addition to that, new manufacturing methods, like ad-
ditively manufactured fiber-reinforced plastics, are emerging
as potentially promising new systems. This process has be-
come highly popular with researchers for the design and
manufacturing of complex 3D components. These structures
can be used in complex lightweight constructions. The force-
oriented manufacturing makes it possible to avoid unnecessary
material on the part. New designs can be created due to the
geometrically design of freedom, compared to construction of
conventional fiber-reinforced plastics. Compared to conven-
tional FRP, additively manufactured composites differ strongly
in their method, so that the implementation of a high fiber
volume content to increase stiffness and strength is difficult
due to lower process pressures. In the same way, a track-
dependent structure is introduced into the part due to the
influence of manufacturing processes.

To determine, if additive manufactured fiber reinforced
plastics can be used for functional component structures, the
material characteristic has to be investigated and tested in
the context of the research and development project “FIBER-
PRINT”. The subject of the “FIBER-PRINT” project is the
examination and further development of the behavior of addi-
tive manufactured composites [2], [14].

In this paper, the influence of additive manufactured 3D
printing structures is investigated. Two different fiber-filling
methods were assessed and comparisons were made in terms
of mechanical properties and part quality. The continuous glass
fiber-reinforced specimens are produced using the MARKONE
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3D printer. Production-related cross influences can have an
effect on the component quality. The aim is to identify and
evaluate these.

II. MATERIALS

In order to investigate the effect of possible production
influences, test specimens of different types are required.
These should have different properties in order to assess
the influence of manufacturing. The glass fiber-reinforced
test specimens are manufactured with two different filling
algorithms. In addition to the identification of the fibre volume
content, microscopy examinations are carried out to determine
the quality of the specimens. The mechanical load capacity is
determined quantitatively by destructive material testing.

A. Material extrusion processes

Currently, new thermoplastic materials are becoming avail-
able. These include thermoplastic filaments with embedded
metallic particles or reinforced with short carbon fibers [13].
Additionally, there are 3D printer commercially available
which reinforce 3D printed parts with continuous carbon fiber,
glass fiber or aramid (Kevlar) fiber filaments. This 3D printer
of MARKFORGED [9] called MARK ONE is designed to
produce FDM printed components. The 3D printer reinforces
FDM printed parts by embedding tracks of fibers into the
components geometry. Specifically, this new FDM printing
methods aim to increase the strength of 3D printed parts. Such
components can be used for functional products rather than
producing non-functional scale models.

To achieve an increase in mechanical properties, the fiber
content can be increased to a limited range. Beside the
mechanical properties, the processing properties of fiber and
matrix are also relevant. From a processing point of view, the
filament diameter, surface preparation and drapability of the
fibers are of interest [16]. The rheological and morphological
behaviors of the matrix are important. The impregnation
behavior of the reinforcing structure and the flow ability of the
matrix are thus properties relevant to processing. The process
pressure, the process temperature and the process time have a
direct influence on the composite properties.

B. Cross-Influence

In addition to the above-mentioned process-determining
parameters such as temperature, process pressure and time, the
additive manufactur process offers a wide range of variation
options that influence component quality. In the FDM process,
nozzle diameter, mass flow, cooling time and the filling
algorithm have a strong influence on component quality. If
these parameters are changed, they have an effect on the height
of the component, the production time and the composition of
the filling structure.

C. Fill algorithm

In the production of prototype components made of pure
plastics, there is the option of optimizing the infill structure.
In the case of components that are not subject to high loads,

such as a building model, the user is only interested in the
surface structure. Subsequent interest is here how the building

Fig. 1. Fill structure from left to right in percent: 20, 50 and 75 [11].

is constructed from the inside. Often, resources are saved by
saving material and the printing time is significantly reduced
if the interior is not completely filled. Structural patterns are
used for this purpose and are shown in Figure 1 in different
filling densities. For components with load-bearing structures
the variation of the infill quantity is not useful. Therefore they
are always printed with 100 percent infill mass.

The filling algorithm can be chosen between two variants
for the MARK ONE of the company MARKFORGED. These
are Concentric and FullFiber which are shown in Figure 2.
Compared to the press type manufacturing methods, additive

Fig. 2. Fill algorithm FullFiber and Concentric.

manufacturing can only be performed under ambient pressure
(in some manufacturing processes pressures of more than
50 bar are applied). The bonding interface between the single
tracks can be responsible for a possible early material failure.
Such tracks have the character of ropes, the left-hand variation
in Figure 2 probably fails earlier than the right-hand variant.
The arrangement similar to a loop connection could prevent
the early separation of the outer strand.

Fig. 3. Continous fiber-reinforcement orientation in a layer.

D. Specimen manufacturing

For the following experiments, test specimens were pro-
duced additively. In this case, an important assumption is
violated: Due to the additive production, the specimen is no
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longer homogeneous over the cross-sectional area. The homo-
geneity of the specimen geometry is disrupted by the extrusion
manufacturing process. In the Y-direction no homogeneous
structure is possible. The depositing of the tracks – under
atmospheric pressure – forces weak points between the printed
tracks in the plane. In the thickness direction, the homogeneity
is violated by the layered structure. The test specimens are
produced with the printer MARK ONE of the manufacturer
MARKFORGED.

The multi-layer composites produced from the fiber-
reinforced composites have different layer orientations of their
unidirectional (UD) individual layers depending on the type of
load. UD-like individual layers can only be produced with
glass fibres due to the restrictions of the filling algorithm
method of the MARKFORGED slicer software. A discontin-
uously material deflection of the fiber tracks is not possible.
The component is manufactured like Figure 3.

A further restriction is the necessary use of base, top and
wall layers. This means that no homogeneous surfaces over
the specimen cross-section can be manufactured. Supporting
structures at the edge are made exclusively of Nylon. These
structures cannot be printed with reinforcing fibers in the
program. Figure 4 shows a schematic structure of a speci-
men geometry and is intended to illustrate the limitation of
the unsteady distribution of the fiber content. The excessive
increase of the cross-section of the specimen implies that the
proportion of the boundary layer becomes smaller and smaller.
However, this type of design is not effective, fibre composite
components are mainly used in a flat structural design. This
is because of the specific stiffness and strengths to the weight
ratio of composites.

Fig. 4. Standard structure of a 3D printed fiber-reinforced composite.

III. METHODS

The mechanical performance and quality of 3D printed
composite parts manufactured using two different printing
algorithms are investigated here. Various experiments are per-
formed to quantify key mechanical properties, which depend
on the fill algorithm, and optical microscopy is used to
examine the quality of the parts.

In the following, the cross influences forced in the pro-
duction process by the choice of the filling algorithm are
considered. The tensile test specimens have been manufactured
using two different filling algorithms. A distinction is made
between the CONCENTRIC and FULLFIBER algorithm.

A. Optical microscopy

The realization regarding a homogeneous cross-sectional
area is limited by the additive manufacturing process. For a
qualitative assessment, micro section specimens are prepared.
The microscopic images are generated on the cross-sectional
surface of the unidirectional specimen. A digital microscope
of the VHX-5000 series from KEYENCE CORPORATION is
used. For the microscopy examination, the cross-sectional
area is examined on the sample with the FULLFIBER filling
algorithm.

B. Fiber volume

The determination of the fiber volume content should first
be implemented using the geometric data from the slicer
software. This is because the number of tracks and layers is
known exactly. The dimensional accuracy requires a larger
tolerance (± 0.2 mm) of the additive manufacturing, they can
be differ to the real model. The total fiber volume content
can be determined from the number of strands deposited and
the knowledge of the fiber volume content from one strand.
The optical calculation via the area ratio of fiber and matrix
provides more feasible results. Due to the almost identical
refractive index of glass and plastic, optical differentiation is
much more difficult than, for example, when using carbon
fibers. For the determination of the individual surfaces, the
geometric data is known and refer purely to the data from the
CAD model and the specifications in the slicer software. The
schematic structure can be seen in Figure5. The eight layers

Fig. 5. Schematic test specimen structure of an additive manufactured
composite.

with fiber-reinforcement are shown as one total area simplified.
A total of 10 layers with a layer thickness of 0.1 mm are in
the composite. The strand width is assumed to be 1 mm. To
determine the fiber volume content ϕF, tot the fiber volume
content is calculated using an area segment via the area ratio.
The selection of the area element can be seen in Figure 5. By
using automated colour comparison functions, fiber volume
content of ϕFinfill = 33.7 % can be determined. To calculate
the fiber volume content for the entire cross-sectional area,
the area percentage of the fibers in the infill is important. The
fiber area AF is calculated by converting and adjusting the
reference area from Figure 5 with

Ainfill = 8 ·Ainfill,lay = 8 · (13 mm · 0.1 mm) = 10.4 mm2 (1)

to

AF = ϕF ·Ainfill = 0.337 · 10.4 mm2 = 3.051 mm2. (2)
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The fibre volume content of the entire sample is calculated
from the area ratio of fibre area fraction to a total area fraction
and is

ϕF, tot =
AF

Atotal
=

3.051 mm2

(15 · 1) mm2
≈ 23.4 %. (3)

C. Uniaxial tensile experiment methodology

Samples for mechanical testing were fabricated using a
MARK ONE desktop 3D printer. The sample geometry was
created according the DIN EN ISO 527-5 [8] using the Type
A geometry. The geometry used in this study and critical
dimensions are shown in Figure 6. The test specimen geometry

Fig. 6. Tensile test specimens according to DIN EN ISO 527-5 [8] in Typ A
orientation with 0 grad fiber orientation.

was crated using a CAD software. The specimen geometry
was exported as a stereolithography file (STL) and loaded
into the 3D printer slicing software package eiger.io from
MARKFORGED [10]. The EIGER software is required in
conjunction with the MARKFORGED 3D printer, as it uses
its own encrypted file type (.mfp). All specimen were printed
with a Nylon filament with glass fiber-reinforcement. Table I
summarizes the printing parameters used to manufacture the
test specimen.

TABLE I
TEST SPECIMEN PRINT PARAMETERS.

Print Parameters Value

Layer Height (mm) 0.1
Infill Percentage (%) 100
Infill Orientation (degrees) 0
Number of infill layers 8
Number of floor layers 1
Number of wall layers 1
Number of top layers 1
Total number of layers 10

The 3D printed specimen are reinforced with two different
types of fill algorithm. The first are printed with a FullFiber
pattern like demonstrated in Figure 3. The second variant is
printed with Concentric fiber pattern. The number of rein-
forcement tracks in the cross-sectional area are equal. The
different types of fill algorithm used in this study was selected
to characterize the effect of different fiber track filling types on
3D printed specimen. The reinforcement of the test specimens
with glass fiber is shown in Figure 7.

1) Experiment testing parameters: The fiber reinforced 3D
printed specimens were evaluated by performing tensile tests.
The test setup used to evaluate the 3D printed specimen is
shown in Figure 8. The tests to determine the tensile stiffness

Fig. 7. the investigated tensile test specimens according to DIN EN ISO
527-5 [8] in Typ A orientation with different fill algorithm. Top: FullFiber,
Bottom: Contentric.

Fig. 8. Mechanical testing setup to evaluate the tensile properties of the glass
fiber-reinforced 3D printed specimen.

and strengths are carried out on a universal force testing
machine from ZWICKROELL with the designation Z250. The
250 kN load cell was used to measure the loads on the test
specimen. A wedge screw sample holder of type 8406 with
a maximum force of 30 kN is used to fix the flat specimen.
Strain of the test specimen was measured using a 50 mm gauge
length extensometer. The samples were loaded at a rate of 2
mm/min. The specimen is tested until it fails due to breakage.

The technical stress σ in the layer plane is calculated
according to:

σ =
F

A
(4)

with:
σ the stress, in MPa,
F the measured force in N,
A the beginning cross-section area in mm2.

The technical strain determined by means of an extensometer
is calculated by:

ε =
∆L0

L0
(5)

with:
ε the strain value, as dimension 1 or in percent,

∆L0 the strain of the test piece in mm,
L0 the gauge length in its initial state in mm.
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IV. RESULTS

The following sections presents the results of the investiga-
tions.

A. Microstructure analysis

Figure 9 shows the cross-sectional area of a tensile test
specimen, which was extracted in the centre of the specimen.
The differences between the outer layers and the infill are

Fig. 9. Microscope image of the fiber-reinforced specimen, showing the cross
section area.

clearly visible in the bottom image. The sample width consists
of 16 strands, the outer layers are not reinforced. The glass
fiber-reinforced infill has a visible contrast to the transparent
Nylon. The layer structure is also clearly visible in the image
and is composed as follows: The Bottom layer is partly
strongly melted and the fibre reinforcement forces a mixing
from the first reinforcement fibre layer to the bottom layer. The
eight successive infill layers are clearly visible in the enlarged
image detail. The test specimen is finished with a top layer.
Between the individual tracks, fibre accumulations can be seen
in the cross-sectional area (indicated by the arrows).

B. Mechanical testing results

Mechanical testing was performed on two sample config-
urations FullFiber and Concentric to examine the effect of
different fiber-reinforcement fill algorithm on the mechanical
properties. The stress-strain curve shown in Figure 10 and

Fig. 10. Stress-strain curves for the specimens with the Concentric fill
algorithm.

Fig. 11. Stress-strain curves for the specimens with the FullFiber fill
algorithm.

11 demonstrate the possible effect of variations of the fill al-
gorithm on 3D printed specimen on the stress-strain behavior.
The technical strain ε in % is shown on the abscissa and refers
to the start length. The ordinate indicates the technical stress
σ in MPa. Figure 10 shows the results of the 5 specimen
with the Concentric fill algorithm in the stress/strain behavior.
Four specimen failure just below 700 MPa. One specimen
with the label CON 02 fails at a significantly lower stress
of less than 500 MPa. This specimen is to be seen as an
outlier, no abnormalities were detected during the test. In
the tensile tests according to the FullFiber fill algorithm, the
stress/strain behavior is almost identical (see figure 11). No
abnormalities were found in this tensile behaviour on additive-
manufactured longitudinal test specimens. All specimens show
fracture failure at a stress of about 600 MPa. In both figures the
failure is not the complete failure it is the first failure of one
or more tracks. All specimens show a linear strain behavior
until failure of the specimen. The stiffness and strength of
each sample configuration was determined from the stress-
strain curves shown in Figure 10 and 11. The average stiffness
and strength for the two specimen configurations are shown
in Figure 12. This Figure shows the resulting stiffness and
strength with the standard value deviation for each specimen
configuration. Figure 12 demonstrates that a change of the
fiber-reinforcement fill algorithm does not significantly change
the stiffness in comparison. The stiffness with fill algorithm
FullFiber is 19600± 1050 MPa. The reinforcement with the
fill algorithm Concentric has a stiffness of 18900± 2100 MPa.

The ultimate tensile strength of the fiber reinforced test
specimen was also examined. Figure 12 shows the resulting
average ultimate tensile strength and standard deviation for
the two fiber-reinforced specimen configurations. This Figure
indicates that the fill algorithm Concentric increases the ulti-
mate tensile strength of the fiber reinforced 3D printed compo-
nents. All specimens in this comparison failed during testing
after reaching there maximum of strength. The specimen
configuration FullFiber failed at a strength of 589± 31.9 MPa.
The stronger configuration Concentric failed at a strength of
670± 12.4 MPa.
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Fig. 12. Comparison of stiffness and strength for the two specimen configu-
rations.

The damage behavior of additively manufactured fiber-
reinforced plastics can be considered as special. The distribu-
tion of damage depends on the printed tracks. Damage often
starts at the outer tracks. All further tracks fail sequentially due
to the increasing stress in the cross section until the specimen
is completely destroyed as is shown in Figure 13.

Fig. 13. Destroyed glass fiber-reinforced specimen with fill algorithm
FullFiber.

V. DISCUSSION

Fused deposition modelling has been investigated as a low-
cost manufacturing method for fiber-reinforced composites
materials. An important aspect of composite materials is the
consolidation of fiber and matrix as well as between the single
layer. Traditional industrial grade composite manufacturing
techniques such as autoclave process and automated tape
placement (ATP) use additional consolidation rollers to im-
prove the final part quality [5]. Compared to this, 3D printers
are simple in design and lack the ability of apply additional
pressure and heat to the part.

The fiber volume content is calculated to 23 percent. It
is substantially lower than the fiber volume contents of over
50 percent used as a common literature value for autoclave
production [15]. The fiber volume content can be increased
by removing the outer nylon layers. The fiber volume content
is then increased to 33.7 percent.

Multiple studies report on an increase in mechanical proper-
ties from unreinforced to reinforced filaments, but to be used
as a structural material the absolute strength and stiffness must
increase as well as the consistency and quality of manufactured
parts. The test results of the MARK ONE continuous fiber
printed parts presented here indicate good mechanical proper-
ties which are an order of magnitude higher than typical Nylon

materials, although still significantly lower than unidirectional
composites made with traditional manufacturing methods with
a strength/stiffness of 1500 MPa/135 GPa [3]. Placement of
continuous fiber filament is limited by a number of geometric
and processing constraints, such as a minimal deposition
length and minimal corner radii.

The image produced from the optical microscopy analysis
are of sufficient quality for qualitative analysis. Some error
was noted in the alignment of specimen plane to the ground
layer, as can be seen in Figure 9. This can be a result of
the manual polishing approach that was used. Between the
individual layers of the fiber-reinforcement, there are gaps
in which no fibers are present. At the borders of a track,
fibre accumulations which can force a lack of consolidation.
For this reason, the specimen fail in a strand-dependent way
without delamination between the single layers, which is the
characteristic of conventional composites.

The failure start location for the fiber-reinforced 3D printed
specimen was consistent for all tested specimens. The failure
started in the location where the fiber track begins for the
specimen in the schematical application in Figure 2. All
manufactured specimens using the MARK ONE 3D printer
have a start location of failure. Figure 2 demonstrates that
understanding the start location of the fiber-reinforcement is
critical for manufacturing functional components. Manufac-
turing functional structure components using this 3D printing
method, the start location of the fiber-reinforcement should be
placed in a position of low loading.

The stress-strain plots in Figure 10 and 11 demonstrate the
effect of fiber-reinforcement on the behavior of fiber reinforced
3D printed components. The stiffness does not depend on
the fill algorithm. The ultimate strength and ultimate strain
depends on the fill algorithm. The significantly higher values
are detected by the Concentric fill algorithm. A reason for that
can be the start location for the continuous fiber-reinforcement
as discussed previously.

VI. CONCLUSION

From the current body of work on additive manufactured
composite structures it must be concluded that the quality of
a 3D printed part is still low compared to classical aerospace
grade composite materials.

In this work the cross-section influence of 3D printed
composite parts has been presented, and the performance of
two different fill algorithms of the fiber reinforced structure
have been benchmarked with mechanical testing and optical
microscopy. Both series of glass fiber-reinforced composite
specimens were produced using the MARK ONE printer. The
tensile strength of the Continuous fiber printed parts is sig-
nificantly higher than the FullFiber specimens, whereas the
tensile stiffness is nearly equivalent.

The modified filling algorithm confirmed that track adhesion
has an effect on strength. Presumably, it was not possible
to determine the real permissible strength with the existing
equipment, as deviating specimen geometries in the clamping
area had an effect on the strength. The fracture behavior is
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track-dominant. Delamination in the individual layers could
not be detected.

Compared to conventionally produced test specimens, it
can be stated that the effects of the additive manufacturing
process has an enormous influence on the material behavior.
The manufacturing process at ambient pressure also forced a
problem with regard to consolidation. Under this limitation,
additive fiber composites cannot be directly compared with
autoclave components made of prepregs. With regard to the
limitations imposed by the manufacturing process,the stiffness
and strength is one magnitude lower.

This study provides a basis for predicting the tensile proper-
ties of fiber reinforced 3D printed structures. Further research
is required to fully characterize the mechanical behavior of
these fiber reinforced 3D printed structures.
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Abstract— Chronic venous insufficiency (CVI) of the lower 
legs is a common medical problem and occurs widely in the 
general population in the Western world. The implantation of 
artificial valves is a promising approach for the treatment of 
venous incompetence. Geometry of an artificial valve was 
inserted into a cylindrical vein segment in a CAD environment 
and flow characteristics in the immediate surroundings of the 
valves were investigated using Computational Fluid Dynamics. 
Flow characteristics were acquired for both forward and 
retrograde flow directions. Static pressure drop from before and 
after the valve increased by 9.34 % when flow was in in blocking 
direction (retrograde flow) when compared to passing direction 
(forward flow). For two valves, placed in series in a relative 
distance of 50 mm to each other, static pressure drop did not 
increase significantly compared to single valve setup. Shear 
rates along the valve surface was below 3,500 ࢙ି૚, suggesting 
there be no hemolytic effects on blood cells. Strain rates 
obtained from bidirectional flow analysis were in a range of 
1000 - 1500 ࢙ି૚within the fluid domain. Maximum strain rates 
of ~ 4000 ࢙ି૚ and 19,000 ࢙ି૚	were observed at the valves‘ inner 
surface for brief time periods. Strain rates within the fluid 
domain and at the valves surfaces were not subject to change for 
dual valve setup. 

Keywords - CVI, Artificial Venous Valves, Computational Fluid 
Dynamics, Venous Incompetence, Prostheses 

I. INTRODUCTION 

A. Motivation 

Venous disease has been a scourge of humanity for a very 
long time, with reports dating back more than 2000 years [1]. 
Today, chronic venous insufficiency (CVI) of the lower legs 
is a common medical problem and occurs widely in the 
general population in the western world [2]. In CVI, the return 
of venous blood to the heart is impaired. As a result, blood 
pools in the veins, straining the walls of the vein. A major 
issue in CVI is superficial venous retrograde flow, which is 
caused by gravitational forces in the upright position. 
Together with other biological adaptions, venous valves play 
a crucial role in preventing pathologic retrograde flow. 
Venous valves are densely distributed in the region of the 
lower leg and reduce the full pressure of the fluid column on 
the distal veins by dividing the hydrostatic column of blood 
into segments. Consequently, incompetent valves can lead to 
a variety of complications within the venous system, such as 
superficial varicosities, stasis dermatitis and venous ulcers [3]. 

B. Aims & Objectives 

The implantation of artificial valves is a promising 
approach for the treatment of venous incompetence. For the 
construction and design process of the valve, it is important 
to understand the flow characteristics in the immediate 
surroundings of the valves. Computational Fluid Dynamics 
(CFD) is a powerful tool for getting a detailed overview of 
complex flow phenomena. It can also deal as a reference for 
experimental testing. In this project, a leafless artificial 
venous valve was designed (see figure 1) and its near field 
flow characteristics were examined with CFD. Meshes of the 
geometry were obtained using ICEM CFD 19.2 software and 
computational fluid simulation was carried out with ANSYS 
Fluent v 19.1 (both ANSYS, Inc.). The main objective was to 
simulate blood flow in various artificial valve setups and 
evaluate pathological retrograde flow. Intuitively, one would 
suggest that volumetric flow at the outlet is the key state 
variable in determining valve performance. However, taking 
this approach is not feasible due to the ANSYS Fluent 
framework, which is based on continuity considerations. 
Instead, pressure characteristics along the artificial venous 
valves were quantified. Pressure is reduced with an increased 
resistance along the fluid’s flow path. Hence, differentials 
obtained from the valves’ boundaries are used to evaluate 
valve performance. Flow resistance should be high when the 
direction of flow is towards the large valve orifice 
 

 
Figure 1: Fluid domain of an artificial venous valve placed 
within a vein segment with streamlines and parabolic velocity 
profile at the inlet of the segment. 



 Regensburg Applied Research Conference 2020 

 66 

  

 

 

 (blocking scenario) while it should be low for reversed flow 
direction to allow uninhibited flow. Analyses were 
undertaken for both scenarios in a single and dual valve setup 
and pressure results were compared. 
Yet another objective was the investigation of peak flow 
velocity magnitudes, vortex creation and shear stress on the 
fluid in a transient bidirectional flow scenario. High wall 
shear rates have been shown to have a negative effect on 
human blood cells, by increasing platelet activation and 
binding [4]. Shear induced thrombosis is avoided with a 
physiologic shear rate below 3,500	sିଵ [5]. 
 

II. METHOLOGY 

A general assessment of velocity magnitudes prior to 
simulation is an important factor for a reliable fluid 
simulation. Among other factors, velocity magnitude directly 
affects the underlying Reynolds number, which is crucial for 
the selection of the simulation model. Common velocities in 
the human saphenous vein are between 0.08 െ 0.26	msିଵ  
[6, 7]. The velocity magnitude at the inlet is the only variable 
directly affecting the Reynolds number, as all of the other 
parameters are assumed to remain constant. The Reynolds 
number was calculated using 

 

ܴ݁ ൌ 	
ఘ∗௩∗ௗ

ఓ
  

with 
 
ߩ  ൌ ݕݐ݅ݏ݊݁݀	݀݅ݑ݈݂ ൌ 1,060	݇݃	݉ିଷ 
௜௡ݒ ൌ ݁݀ݑݐ݅݊݃ܽ݉.݈݁ݒ	ݐ݈݁݊݅ ൌ  ଵିݏ݉	0.26
݀ ൌ ݎ݁ݐ݁݉ܽ݅݀	݊݅݁ݒ ൌ 0.01	݉ 
ߤ ൌ .݊ݕ݀ ݕݐ݅ݏ݋ܿݏ݅ݒ ൌ  ଶି݉	ݏ0.0027ܰ	
 
The density of blood was taken to be 1,060	kg	mିଷ	and the 
blood viscosity to be 0.0027	Ns	mିଶ [8]. For a flow velocity 
magnitude of v୧୬ ൌ 0.26	msିଵ  the Reynolds number was 
Re	 ൌ 	1,020 for the overall flow domain. Within the valve 
orifice region the velocity magnitude was expected to 
increase to a value up to v୫ୟ୶ ൌ 0.7	msିଵ. Together with a 
geometry diameter of d	 ൌ 	0.005	m, the Reynolds number 
increased to Re	 ൌ 	1374.  
The average diameter of an incompetent Greater Saphenous 
Vein (GSV) has been reported to be wider than that of 
competent saphenous veins, measuring 4.4 mm to 14.8 mm 
[9–11]. CAD software (Creo Parametrics 6) was used to 
generate a cylindrical geometry with a diameter of 10 mm, 
representing a human GSV. Geometry was modeled and 
simulated without symmetry assumptions. The CAD model 
of the venous valve was inserted concentrically into and then 
substracted from the GSV segment with a Boolean operation 
to obtain the fluid domain for mesh generation. The fluid 
domain extended 25 mm before and 100 mm after the venous 
valve. The mesh contained tetrahedral and hexahedral 
elements with a global maximum size of 0.5 mm. 8 Prism 
layers were added to the surfaces of the venous valve and to 
the inner layer of the venous segment, with a first layer height 
of 0.02 mm and a height ratio of 1.2. Curvature – Proximity 
based refinement of delicate features was applied with a 
minimum size of 0.01 mm. For both, the passing scenario and 
the blocking scenario, an individual mesh was created. Cell 

sizes before and after the valve were set equally for both 
meshes. The unidirectional meshes contained 626,350 nodes 
and 1,946,393 solid elements. For bidirectional simulations, 
the inlet length was extended to a value of 100 mm. Mesh 
element sizes and prism parameter settings were set up as in 
the unidirectional case. The bidirectional mesh contained 
835,503 nodes and 2,751,128 solid elements. Double valve 
setup increased the number of elements to 1,086, 302 nodes 
and 3,459,248 solid elements for the unidirectional case and 
1,322,895 nodes and 4,379,201 solid elements for the 
bidirectional case. 
For internal flow domains, a flow is considered laminar for 
Re < 2300. Thus, for the simulation a laminar viscous model 
was chosen. Ambient inlet and outlet regions were defined at 
the extremes of the fluid domain with zero pressure applied 
to the outlet and a parabolic velocity profile defined at the 
inlet of the domain. Fluid elements were defined using 
material characteristics of human blood, as discussed above. 
Analyses were undertaken for passing scenario and blocking 
scenario using the same boundary conditions respectively. 
Static pressure was obtained over the whole fluid domain and 
compared for two points (P1 and P2) in the center plane of 
the fluid domain, with P1 being 15 mm proximal and P2 
being 15mm distal to the valve’s center point. In dual valve 
setup (P2) was set to be 15 mm distal to the second valve’s 
center point downstream. In the bidirectional analysis, strain 
rates were obtained for the whole fluid domain. Analyses 
were run in transient solver setup for a time of 0.7 seconds to 
allow an equilibrium to develop, with a solution timestep of 
0.001 seconds for unidirectional and 0.005 seconds for 
bidirectional flow. Results of unidirectional flow were saved 
for each time step and data quantities were compared at 0.7 
seconds simulation time. For bidirectional analysis, a sine-
function was applied to the parabolic velocity profile at the 
inlet with an amplitude of 0.26	mିଵ.	Cycle duration was set 
to 2 seconds, accounting for pathologic reflux conditions > 
0.5 seconds. 800 steps were calculated, resulting in a flow 
simulation time of 4 seconds. 
An animation of the 800 time steps was created, so that the 
strain rate over the whole cycle could be easily evaluated. All 
simulations were run on 4 cores of an Intel® Core™ i7-6700 
processor at 3.40 GHz, with typical run times of the order 20 
hours per analysis. Pressure changes and velocity magnitudes 
through the valve region were assessed by exporting nodal 
velocity, shear stress and pressure results on the center plane 
of the fluid domain. For the dual valve setup, valves were 
placed in a relative distance of 50 mm from each other, 
representing physiologic conditions in the GSV [12]. 
 

           

 
Figure 2: Left: Tetra surface mesh of the inlet with prism 
layers on the wall regions. Right: fluid domain within the 
artificial venous valve. 
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III. RESULTS 

A. Pressure Differentials for Unidirectional Flow Scenario 

In the single valve setup, static pressure decreased from 
180.22 Pa before (P1) to -43.37 Pa (P2) behind the valve for 
blocking scenario. Pressure values for passing direction were 
165.56 Pa (P1) and -38.72 Pa (P2) (see figure 3). In the dual 
valve setup, overall static pressure was higher, with values 
reaching 275.32 Pa (P1) in blocking scenario and 249.64 Pa 
(P2) in passing scenario. Pressure behind the valves were -
40.31 Pa (blocking) and -52.93 Pa (passing). 

 

  

Figure 3: Static pressure obtained for unidirectional flow 
single valve setup. The parabolic velocity profile indicates 
flow direction. Left: Blocking scenario. Right: Passing 
scenario. 

 

B. Strain Rates for Bidirectional Flow Scenario 

Strain rates within the fluid domain were in a range of 
1,000 – 1,500 sିଵfor the whole bidirectional flow sequence. 
Maximum strain rates of ~ 4,000 sିଵoccured at the valves‘ 
inner surface in the mid-section in blocking direction, with 
values reaching 19,762 sିଵ	at the orifices in passing direction 
(see figure 4). These high strain rates were observed only for 
brief periods of time, namely at the timesteps where there is 
maximum velocity magnitude at the inlet. Strain rates did not 
change significantly in dual valve setup compared to single 
valve setup. 

 

  

Figure 4: Strain rates at the valve’s inner surface for blocking 
scenario (left) and passing scenario (right). Black arrows 
indicate flow directions. 

 

 

IV. DISCUSSION & OUTLOOK 

For the single valve setup, static pressure increased by 
9.34 % when the inlet flow was pointing in blocking 
direction, compared to the passing scenario, suggesting an 
increased resistance to the flow induced by the artificial 
venous valve. Flow resistance is expected to increase even 
more in a dual valve setup. However, the results show an 
increased flow resistance of only 4.32 % in dual valve 
blocking scenario, compared to dual valve passing scenario. 
This might be due to boundary layer separation of the flow, 
which was observed in the fluid domain proximal to the 
second valve, having a potential effect on the static pressure 
at position P2. Therefore, the significance of pressure values 
obtained in the dual valve setup might be limited. Relative 
distance between the two valves could have an effect on the 
generation of such flow separation phenomena. An intensive 
parameter study will be conducted in order to find the optimal 
distance between the valves.  
Simplifications had to be made in the experimental design of 
this study. This applies mostly to the physiologic depiction of 
venous compliance. In the human body, pressure differentials 
have a significant effect on venous vessel diameter, directly 
affecting flow characteristics. In this study, no solid-fluid 
interaction was modeled, thus venous compliance could not 
be taken into account. However, this should affect the 
depiction of strain rates at the valve’s inner surfaces. The 
influence of venous compliance on pressure characteristics is 
obvious, but not relevant for the findings of the study, 
because blocking and passing scenario were directly 
compared within the same setup. 
In bidirectional flow scenario, the direction of flow through 
the veins was assumed to change periodically in the shape of 
a sine-curve, which is also a simplification of physiological 
conditions. Apart from physiologic characteristics there were 
limitations regarding the resolution of the mesh as well as the 
fluid domains’ outlet length. Mesh resolution was held as 
high as possible and outlet length as long as possible, without 
increasing element count too much. As both aforementioned 
factors are known to have an impact on numerical 
computations, the solution is subject to slight variations. An 
extensive mesh parameter study will be conducted in the 
future, to decrease those uncertainties. Additionally, the 
relative distance of the valves in the double valve setup will 
be varied in yet another parameter study and the possible 
effects on velocity magnitudes and shear rates will be 
investigated. Furthermore, results from CFD will be used as 
a baseline for experimental testing.  
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Abstract—Surface Plasmon Resonance has gained a great deal
of attraction and has faced many advancements in sensing
physical, chemical and biochemical parameters. In particular,
optical fibers offer advantages in size and flexibility of use. In this
paper, we evaluate the use of a cylindrical glass stick as an optical
waveguide. This waveguide is coated with metal layers to achieve
a surface plasmonic effect. The presence of surface plasmons
is proven by a simulation and an experimental validation. The
simulation has shown that the excitation of surface plasmons in
waveguides has a stronger impact on the transmitted intensity
than a shift of the critical angle. The presented setup in the
experiment already achieves remarkable resolutions.

Index Terms—surface plasmon resonance, fiber, optical sensor,
biosensor

I. INTRODUCTION

Surface Plasmon Resonance (SPR) is a highly sensitive
and label-free optical method which has become a tool for
characterizing and quantifying biomolecular interactions as
well as for detecting very small concentrations of molecules.
There are several different setups to excite those surface
plasmons in a metal-dielectric interface. Using optical fibers
as a way of excitation is gaining more and more importance
since the use of fibers offers numerous advantages such as
their small size and robustness [1].
In this paper a simple glass stick is used as an optical fiber.
It is evaluated whether it is possible to measure SPR effects
in a setup like this. This is done in two ways. First, through
a simulation of the occuring effects and second, through an
experimental validation. It is also investigated what resolution
can be reached with this setup.
This paper begins with a short explanation of the principle
of surface plasmon resonance in optical fibers. After this,
the method used in the simulation and in the experiment is
demonstrated. Following, results of both parts are presented
and finally the results are discussed.

II. PRINCIPLE

Surface plasmon oscillations are charge density oscillations
located at a metal-dielectric interface. These oscillations can
be excited through total internal reflection of p-polarized
light. The oscillation causes an electric field that decays
exponentially to both sides of the interface which is also
referred to as an evanescent wave. The electric field has

its maximum at the metal-dielectric interface which makes
surface plasmon resonance a highly surface sensitive principle
[2].

A very common configuration to excite surface plasmons

Fig. 1. Attenuated total reflection through excitation of surface plasmons with
the Kretschmann configuration [3].

is the Kretschmann configuration as shown in figure 1. This
configuration uses a prism coupler and the attenuated total
reflection method (ATR). The prism has a high refractive
index np and is interfaced with a sufficiently thin metal
layer of thickness q and a permittivity εm. A light wave is
propagating through the prism and when impinging on the
metal layer one part of the light is reflected back into the
prism and the other part is propagating as an evanescent
wave. The evanescent wave couples with the surface plasmons
on the metal dielectric interface. The propagation constant
of surface plasmons is influenced by the dielectric constant
of the adjacent medium and therefore the excitation of
surface plasmons is dependent on the refractive index of
the dielectric nd. Whether the entering light ray is exciting
surface plasmons is also dependent on its wavelength and
angle of incidence [3].
Surface plasmons can also be excited using optical fibers.

Figure 2 shows a typical setup for fiber-based SPR sensing.
The fiber consisting of a core and the surrounding cladding
guides light rays through total internal reflection. The cladding
is partly removed from the fiber and the bare core is coated
with a metal layer (usually gold or silver). As the rays pass
through the fiber, light impinges on those sensing areas and
excite surface plasmon waves (SPW) at the metal-dielectric
interface [4].
A change of the refractive index of the dielectric can be
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Fig. 2. A possible probe for fiber SPR sensing [2].

detected by a dip in the spectrum of the transmitted light or
as a change in intensity of the transmitted light [5].

III. METHOD

In this paper we use a simple glass stick as a light guiding
structure. The refractive index of the glass is higher than
the refractive index of air and water. Therefore, total internal
reflection takes place within the glass stick even though there
is no cladding around it. The stick is coated with a 4 nm
chromium layer and a 44 nm gold layer, has a length of 15 cm
and a diameter of 1 mm.
The evaluation of surface plasmonic effects is separated into
two sections. First, a simulation is conducted to compare
coated with uncoated glass guiding structures in order to see
if an intensity change can be attributed to SPR effects or to
a shift of the critical angle of the total internal reflection.
Secondly, the results of the simulation are validated through
an experimental approach.

A. Simulation

Fig. 3. Schematic drawing of a light guiding structure (n1 < n0) with
thickness d and length l. A light source on the left side radiates light into the
structure with angles between 0◦ − 30◦.

We are very familiar with the reflectivity of different SPR
systems thanks to software tools like ”Winspall” that help
simulating their behaviour in a Kretschmann configuration.
For the new approach using a system with several reflections
the following shows an approach to estimate the resulting
reflectivity after passing through a planar wave guide system.
We can simulate the result for different systems but instead
of just one reflection the following simulation calculates the
reflectivity with multiple reflections dependent on the length
and the diameter of the structure. Figure 3 shows a schematic

TABLE I
REFRACTIVE INDICES AND LAYER THICKNESSES USED IN THIS

SIMULATION

Material Refractive Index Layer Thickness
Glass 1.472 -
Chromium 3.48 + 4.36i 4 nm
Gold 0.13 + 3.16i 44 nm
Water 1.33327 -

drawing of the examined system. Light enters on the left
side and radiates through the glass with a refractive index
of n0 = 1.472. The refractive index n1 is dependent on the
medium that surrounds the glass.
We assume the entrance cone of a light source entering the
light guiding structure has an angle of 60◦. The simulation
takes half of the entrance cone (0◦ − 30◦). The center of the
light source is situated right at the border of the structure.
The model does not include any coupling into the glass. First,
the single reflectivity of a SPR system is calculated for this
range using a SPR system. The model uses both s- and p-
polarized light. The number of reflections is calculated using
a trigonomic approach. If we know the length of the guiding
structure, we know how many times the ray reflects at the
glass-medium interface until it exits the light guiding structure.

s =
d/2

sin(α · π

180
)

(1)

N = Integer

(
l − s

(2 · s)
+ 1

)
(2)

With equations 1 and 2 we can calculate the number of
reflections N a ray with the angle α needs to pass through a
guiding structure of a thickness d and a length l. The distance
a ray travels until it reaches the glass-medium interface is
called s. The simulation defines two exceptions. If α is zero
the number of reflections is zero and the total reflectivity is
set to 1. If α is 90◦ the number of reflections is also set to
zero and the total reflectivity is set to zero. For all other cases
the total reflectivity Rtotal is calculated with:

Rtotal = RN (3)

The simulation uses a thickness of 1 mm, a length of 15 cm
and a wavelength of 660 nm. The simulation is conducted
for two different systems. One system is the combination of
several layers that build the sensor surface. System GCGD
is a glass-chromium-gold-dielectric system. Thicknesses for
chromium and gold are assumed to be 4 nm and 44 nm
respectively. Whereas system GD consists of a glass-dielectric
interface. That means we are comparing a system which
is able to excite surface plasmon waves with a system in
which the amount of transmitted light depends mostly on the
refractive index of adjacent medium and therefore the shift
of the critical angle. Table I shows the refractive indices and
their respective thickness used in the simulation.
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B. Experimental Validation

In order to validate the results of the simulation, a glass
stick with a length of 15 cm and a diameter of 1 mm is used.
It is coated with chromium and gold and represents system
GCGD. A red LED with a wavelength of 660 nm is used for
the experiment. The LED is held directly against the glass
stick. The transmitted light hits a photodiode detector right
after it exits the glass. A circular tank with a diameter of
5 cm is used as the sample container which means 5 cm of
the coated area are used as the sensor surface. The whole
setup is standing in a light shielding box to prevent outside
light from influencing the results. A tube leads from outside
the box into the tank. The tube is used to add analyte medium
to the tank.
A glucose solution with a concentration of 1

mol
l

is used as the
analyte. At the beginning of the experiment 15 ml deionised
water is added to the tank. Every 120 s 0.5 ml are added
to the analyte through the tube. This is repeated 10 times.
The transmitted intensity is measured with a photodiode and
recorded in ADC digits.
The resolution ∆n of the measured refractive index n is
calculated as follows:

∆n =
3 · ∆Imax

Sn
(4)

with ∆Imax being the maximum standard deviation of the
measured mean intensity at different concentration steps and

Sn =
dI

dn
being the calculated sensitivity of the sensor.

IV. RESULTS

A. Simulation

Fig. 4. Simulation of reflections within a planar waveguiding structure of a
certain thickness and length: the top row shows the number of reflections of
light rays within the waveguide depending on their angle to the optical axis;
the middle row shows the reflectivity profile for a single reflection; the last
row shows the resulting reflectivity after multiple reflections

This simulation compares the behaviour of reflectivity for
two different layer systems. One of them is capable of excit-

ing surface plasmons and consists of the layers glass, gold,
chromium and a dielectric (GCGD). The other one consisting
of only glass and a dielectric does not have a metal layer
which means there are no surface plasmons that can be excited
(GD). The aim of the simulation is to check whether there is
a significant difference between a SPR system and a non SPR
system.
In a first step, a general behaviour of those two systems is
examined for n1 = 1.33327. This includes the number of
reflections, the reflectivity for just one reflection and the total
intensity at the end of the waveguide after several reflections.
The first row of figure 4 shows the number of reflections
dependent on the angle to the optical axis as indicated in figure
3. The larger this angle gets the more reflections are needed
for the ray to pass through the waveguide.
In the second row we can see the reflectivity after just one
reflection on the interface of the corresponding system. System
GCGD shows a so-called SPR dip at ≈ 12◦. Left of this dip
we can see nearly linear behaviour of the reflectivity. The
critical angle for system GD is 25◦. For angles larger than
this reflectivity decreases rapidly.
The third row shows the total reflectivity according to equation
3. For system GCGD total reflectivity drops to nearly zero for
angles larger than 5◦. Whereas, for system GD total reflectivity
looks similar to a single reflectivity except that there is a sharp
drop to zero at 25◦. The red line highlights this turning point.
Next, this simulation is conducted for four different refractive

Fig. 5. Comparison of the resulting reflectivity with SPR effect and without
the effect.

indices n1 of the adjacent dielectric. Figure 5 zooms into areas
with a high impact on the resulting reflectivity. The first row
again shows a single reflection and the second row shows the
total reflectivity. We can see a shift to the left for increasing
refractive indices in both systems.
Finally, an integral is taken of each reflectivity graph. Figure 6

shows the relative integral dependent on the refractive index of
the dielectric. Over the range from n1 = 1.335 to n1 = 1.338
the area underneath the reflectivity for system GCGD shows
a change of more than 3%. The same range causes a change
of 1% for system GD.
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Fig. 6. Integral over multiple reflectivity depending on the refractive index
of the analyte for two different interfaces.

B. Experimental Validation

Fig. 7. Intensity measured over time. The first addition of medium to DI
water is highlighted. Each further addition can be seen as a drop in intensity.

This experiment validates whether surface plasmonic
changes of the transmitted intensity are measurable in a glass
stick used as a simple waveguide. Figure 7 shows the measured
intensity in ADC digits after conducting the experiment as
described in III-B. We can clearly see each step in the con-
centration series as a drop in intensity. We don’t see equidistant
changes in intensity but the concentration is not changed
linearly as well. Therefore, the refractive indices of each step
is measured with a refractometer. The results are shown in
table II. The refractive index of a medium is a dimensionless
number used to describe how fast light travels through a
material. For small changes of the refractive index or quantities
that are normalized by the refractive index, Refractive Index
Units(RIU) are used. We narrow the results down to the range
which was used in IV-A. The mean intensity is calculated over
100 values for each step. A linear regression is calculated for
the intensity values over the range from 1.3350 to 1.3385. This
leads to a sensitivity of −5.54 · 10+7 RIU−1 for this setup.

TABLE II
REFRACTIVE INDICES OF CONCENTRATION STEPS

Step Refractive Index
0 1.33296
1 1.33330
2 1.33444
3 1.33513
4 1.33580
5 1.33642
6 1.33691
7 1.33754
8 1.33795
9 1.33844
10 1.33879

Fig. 8. Linear fit over the range from 1.3350 to 1.3385. This leads to a
resolution of 7.76 ·10−5 RIU and a sensitivity of −5.54 ·10+7 RIU−1. The
maximum standard deviation is 1433 ADC digits.

With the maximum standard deviation of 1433 ADC digits we
receive a resolution of 7.76 · 10−5 RIU.

V. DISCUSSION

Based on the simulation we can draw several conclusions:
1) The total intensity we measure at the end of the wave-

guide is larger in system GD than in system GCGD.
2) The total intensity we measure differs between different

adjacent refractive indices for both systems.
3) For the range from n1 = 1.335 to n1 = 1.338 system

GD shows a change in intensity of about 1% whereas
system GCGD shows a change of 3%. That means the
relative change of intensity is larger for systems with
surface plasmonic effects.

4) Certain angles show a larger sensitivity than others.
Therefore, we can reach higher sensitivities if we allow
only a certain range of angles in the waveguide.

The experiment clearly shows that changes of the refractive
index of the analyte can be observed with the introduced setup.
This experiment reaches a resolution of 7.76 · 10−5 RIU. To
further enhance this resolution several possibilities open up.
As we can see from the simulation small angles result in a
large amount of transmitted light. If we exclude small angles
from entering the waveguide, the relative change of intensity
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will increase. This can, for example, be achieved through
tilting the LED when coupling into the waveguide. Large
angles result in a large number of reflections. Each reflection
increases the SPR effect. The number of reflections can also
be increased through a larger sensor surface. The glass stick
in this experiment has been coated with chromium and gold
on two opposing sides of the stick. The sensor surface can be
significantly increased by evenly coating the whole cylinder
surface.
The examined setup has proven capable of measuring intensity
changes caused by surface plasmon resonance and already has
shown good results. The resolution can be improved through
further measures.
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Abstract—Optical and medical devices made of transparent 
polymers like cyclic-olefin-copolymers have high demands in 
precision, visual appearance and reliability. Laser transmission 
welding is an interesting joining technique for these devices, 
with advantages in contactless energy input, high precision and 
no particle formation. For absorber free laser transmission 
welding, laser sources emitting in the polymers’ intrinsic 
absorption spectrum between 1.6 μm and 2 μm are used to 
obtain absorption without additives. Additionally, the laser 
beam is focused inside the specimen using high numerical 
aperture, enabling selective fusing of the joining zone. However, 
to meet the strict quality requirements in optical and medical 
industries, the process lacks stability. Thus, online process 
monitoring is needed. Aim of this work is the identification of 
process parameters resulting in a good weld, as well as 
development and application of pyrometer-based process 
monitoring. In a first step, a simulation model is set up to 
forecast parameters for welding. Then, using a fixed focus setup, 
these parameters are verified. Last, a pyrometer for online 
temperature measurement is integrated. Comparing the 
pyrometer signal to thin-cuts from processed parts shows, that 
it is possible to localize the weld seam inside the material using 
a pyrometer and identify process irregularities.  

Keywords—laser transmission welding, pyrometry, absorber 
free, process monitoring, cyclic olefin copolymer 

 

I. INTRODUCTION  
Laser transmission welding is an established technique for 

joining polymers, especially in automotive industries. The 
two joining partners are placed in an overlap and fixed with a 
clamping device. The laser beam is guided at least one time 
along the weld trajectory.  

Since medical or optical devices have high demands in 
visual appearance and cleanliness, usage of additives to 
ensure laser absorption is prohibited. Moreover, additives can 
cause problems with the admission procedure for medical 
devices, particularly with regard to physiological tolerances. 
To obtain laser absorption without additives, laser sources 
emitting in the polymers’ intrinsic absorption spectrum 
between 1.6 μm and 2 μm, are used. Additionally, focusing 
with high numerical aperture ensures selective fusing of the 
desired joining zone. Thus, it is possible to process 
hermetically sealed seams with just the size of some tenth of 
millimeters without affecting surface damage or 

warpage [1, 2]. Fig. 1 shows the process principle of absorber 
free laser transmission welding. 

 
Although the basic usability of absorber free laser 

transmission welding is already proven, the process is still 
unstable, resulting in loose joints or damaged surface. In 
order to fulfill the extreme demands on quality and reliability 
for medical and optical industries, a stable process with 
online process monitoring is needed. In conventional 
transparent-absorbent laser transmission welding of 
polymers, pyrometry is already established for online 
temperature measurement, enabling gap detection and 
process monitoring during welding [3-5]. 

However, in absorber free laser transmission welding 
conditions are more challenging for pyrometry. The weld 
seams and thus the heat emitting volume is smaller. 
Additionally, the processing laser wavelength is inside the 
spectral detectivity range of the pyrometer. 

Goal of this work is to identify and verify welding 
parameters leading to a tight joint without surface defects and 
analyze the correlation between weld result and pyrometer 
signal. First, a simulation model based on finite elements 
method is built to find promising parameters for welding 
success. These parameters are tested using a fixed focus test 
stand for welding COC Topas 8007-04 and polyamide 6 
Ultramid B3s. Finally, a pyrometer is integrated to prove its 
capability to detect the weld seam position inside specimen 
material. 
  

 
Figure 1: Processing principle of absorber free laser 
transmission welding using high NA optics for focusing. 
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  II. SIMULATION BASED PROCESS LAYOUT  
To predict the impact of process and material parameters 

on the welding process, the temperature distribution and seam 
formation is computed using finite element method. 

 

A. Thermal Simulation 
Fourier’s differential equation describes the temperature 

field of a polymer heated by radiation (1). The variables are 
density , specific heat capacity c and thermal conductivity k. Lambert-Beer’s law of absorption describes the amount of power deposited in the polymer, characterized by absorption coefficient . Equation (2) describes the power supply  for feed rate v of a Gaussian beam with Power P and beam diameter d. ( ) =   (1) 

( , , , ) =  8 ( )  (2) 

For process simulation, a two-dimensional, thermal finite 
elements analysis is set up, since the temperature gradient in 
feed direction is insignificant because of the polymer’s low 
thermal conductivity and the high feed rates of the laser. 
Thermal conductivity and heat capacity are implemented in 
dependence on temperature. In absorber-free laser 
transmission welding, deformations and melt blowout are 
usually avoided to prevent a blockage of the microfluidic 
system. Thus, only a thermal simulation neglecting 
deformations is sufficient. Heat transfer to the ambient air is 
negligible as well [6, 7]. After computing, the temperature 
distribution is compared with the materials melting 
temperature and all regions exceeding this temperature are 
defined as “seam”. To obtain a good weld, the seam must 
cover both specimen with restriction to no molten surface. 

In industrial applications, two irradiation regimes are 
mainly used [8]: Contour welding describes a process, where 
the laser is moved one time along the desired welding 
contour, locally heating and melting the material. This local 
heating prevents melt blowouts, making it advantageous for 
welding of microfluidic devices, since flow channels must 
not be affected. A major disadvantage is a low gap-bridging 
capability and high thermal gradients, leading to residual 
stresses. Quasi simultaneous welding provides a more 
homogenous temperature distribution with longer interaction 
times, leading to reduced residual stresses. A scanner with 
high feed rates is used to move the laser several times over 
the welding contour. Thus, the irradiation zone is heated 
nearly simultaneously. Molten material is squeezed out of the 
welding zone because of the applied clamping force. This 
leads to a relative movement between the two joining partners 
and therefore to improved gap closing capability. 

To model the load, two different simulation approaches 
are studied, in order to find best compromise between 
simulation time and result precision. 

 

B. Transient Simulation  
A transient simulation model in ANSYS is built up. Thus, 

equation (2) is directly implemented as time dependent load 
function, representing the movement of the laser beam. The 

laser is guided one time over the specimen and the provided 
heat load is directly calculated in ANSYS. Heat conduction 
and dissipation is considered during heating phase (laser on 
considered section) and cooling phase (laser out of 
considered section). 

The main drawback of this approach for simulation of 
quasi-simultaneous welding is, that the thermal load must be 
calculated again for every scan repetition, even if the applied 
load remains constant. Since the laser beam is moved several 
(approx. 50) times over the workpiece, the computation is 
time consuming. 

 

C. Equivalent Heat Load 
A thermal simulation model presented by Schmailzl [7] is 

used. Motivation of this approach is to reduce simulation time 
with a simplified model. As a result of a high feed rate of 
several hundred millimeter per second, the heat transfer 
during the passage of the beam can be neglected. Thus, the 
integral heat load of a laser passage (3) is calculated in 
advance in Matlab. After the transfer to ANSYS, the 
precalculated thermal load is directly applied to the model, 
simplifying the heating. The cooling phase is computed time 
dependent again.  

( , ) = 8 ( )² exp 8 ( ) + ²( )²  (3) 

 

D. Simulation and Comparision 
Constant parameters for both simulation approaches are 

material parameters for PA 6 with absorption coefficient 
 = 0.85 1/mm, laser focus diameter dfocus = 0.18 mm and 

Rayleigh length zR = 0.3 mm. Table 1 displays simulation’s 
varying parameters energy per unit length, feed rate v and 
laser power P. Considering simulation time exposure, 
transient simulation needs a simulation time of approximately 
5 min per beam passage. Equivalent heat load needs 
4 minutes calculation time in Matlab, 30 seconds traffic time 
for loading data into Ansys and 3 minutes simulation time per 
beam passage. 

At reduced feed rates (11.1 mm/s and 33.3 mm/s), the 
transient simulation approach leads to lower maximum 
temperatures, compared to equivalent heat load (see Fig. 2). 
This temperature difference decreases with rising feed rates 
and is negligible for feed rates larger than 100 mm/s. 
 
 
 
 
Table 1: Correlation between the varying parameters for simulation. Feed 
rate (left, grey) and power P (white) define energy per unit input (light grey, 
top). 

 Energy per unit length 
feed rate 
 

0.1 J/mm 0.15 J/mm 0.2 J/mm 0.4 J/mm 

11.1 mm/s 1.11 W 1.67 W 2.22 W 4.44 W 
33.3 mm/s 3.33 W 5.00 W 6.67 W 13.3 W 
100 mm/s 10 W 15 W 20 W 40 W 
300 mm/s 30 W 45 W 60 W 120 W 
900 mm/s 90 W 135 W 180 W 360 W 
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Similarly, a reduced feed rate at the same energy per unit 

length leads to smaller and thinner weld seams. Fig. 3 
displays the distance from upper and lower end of the weld 
seam to specimen’s surface (left) and the maximum seam 
width (right). The weld seam border is defined as the 
isotherm of polyamide 6’s melting temperature 
(Tmelt = 235 °C). The welding result is good, when the upper 
end of the weld seam lies inside the upper joining partner with 
a distance to surface > 0 mm, and the lower end of the weld 
seam lies inside the lower joining partner (distance to 
surface > 1 mm). It shows, that both, upper and lower seam 
limits, are moving together with decreasing feed rates, 
causing smaller weld seams. In particular, a feed rate of 
11.1 mm/s leads for energies per unit lengths smaller than 
0.25 J/mm to seams not covering both joining partners. 
Therefore, the process window is smaller for slower feed 
rates. The effect of feed rate variation on weld seam width is 
similar.  

Again, with feed rates exceeding 100 mm/s the difference 
between equivalent heat and transient simulation is 
negligible. Since slow feed rates offers more time for heat 
dissipation into ambient material, maximum temperature and 
seam extension are lower compared with higher feed rates. 

Considering the definition of a good weld as one covering 
both specimen and leaving the upper surface unmolten, 
welding of two 1 mm thick PA 6 samples is possible at a 
Rayleigh length of 0.3 with energy per unit length between 
0.2 J/mm and 0.3 J/mm. Furthermore, a faster feed rate is 
preferable, since the energy concentration is better because of 
less thermal losses, leading to a stabilized process. 
Additionally, welding with less energy is possible.  

 

III. EXPERIMENTAL 
A stand with high NA fixed focus optic is built up to verify 

the simulated process window of PA 6. In addition, tests with 
COC are performed.  

 

A. Experimental Setup 
The fixed focus test stand consists of a rail carrying optical 

elements. The beam of a thulium fiber laser (  = 1940 nm) is 
guided and shaped by an optical fiber, a collimator, an 
adjustable beam expander and a Galilean telescope with high 
NA (> 0.6) focusing lens. Fig. 4 shows the experimental 

setup. To enable distance variation between optics and 
specimen, a fine threaded spindle moves the rail. A 
measurement system with 0.01 mm resolution controls the 
position of the rail. Two specimens (50x20x1 mm3 each) are 
fixed in an overlap by a clamping device and moved by a 2-
axis-linear system with feed rates up to 300 mm/s. 

 

B. Welding Tests – PA 6 
 Prior to the experiment small seams are processed with 

varying focus position. Thin cuts of these seams are prepared, 
using a rotational microtome. Using polarized light under a 
microscope, the seams are evaluated and the seam best 
meeting the joining zone is determined. The associated 
z-position of the optical rail will be used as reference for the 
joining zone.  

Welds are processed at 200 mm/s feed rate and varying 
laser power. Fig. 5 shows the distance between upper and 
lower weld seam end to specimen’s surface. With rising 
energy per unit length, the seams height increases from 
0.21 mm (0.16 J/mm) to 0.65 mm (0.35 J/mm). 
Consequently, the experiment shows that welding of 
polyamide 6 is possible between 0.16 J/mm and 0.35 J/mm. 
This verifies the simulated results.  

 
Figure 3: Influence of feed rate on maximum temperature reached in 
simulation. 

 
Figure 4: Distance of upper and lower end of weld seam to specimen 
surface (left) and weld seam width (right) calculated at different feed 
rates (colored lines), or with equivalent heat model (black line). 

 
Figure 2: Experimental setup 
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  Anyhow, welding is even possible at slightly lower energy 
per unit lengths compared to simulated results. A possible 
explanation for this is the reduction of absorption coefficient 

 of PA 6 when it gets melted, which is ignored in the 
simulation. This absorption coefficient drop could lead to a 
deeper penetration of the laser and therefore to successful 
welds, even at low energy per unit inputs. Furthermore, 
simulation’s melting range is simplified with one isothermal, 
while in reality the melting range includes a much broader 
temperature range. 

 

IV. PYROMETRY FOR PROCESS MONITORING 
To enable process monitoring, a pyrometer is integrated in 

the fixed focus test stand. Welds are performed using COC 
(Topas 8007-04) and monitored online.  

 

A. Experimental Setup - Pyrometer 
Fig. 6 shows the existing experimental setup with 

integrated pyrometer. A customized pyrometer, based on a 
Micro-Epsilon CTM-3CF1-22 is used. Due to the necessity 
of a filter, eliminating laser’s emission wavelength from the 
measurement spectrum, spectral sensitivity is decreased in 
the range of 2.0 m to 2.5 m. The analog output signal in 
the range of just some mV is processed using a cRIO-9035 
from National Instruments with 100 kHz. The measurement 
spot diameter is 1.5 mm at a distance of 30 mm, measured 
from the front edge of the pyrometer’s optic. Due to lack of 
space the measurement distance to specimen surface is 
36 mm at a measurement angle of 25 degree towards 
specimen surface and thus slightly defocused. This leads to 

an enlarged and elliptical distorted measurement spot with 
5.6 mm in feed direction and 3.1 mm rectangular to feed 
direction. Alignment of the pyrometric measurement spot is 
done with one horizontal and one vertical fine threaded 
spindle, each with a resolution of 0.01 mm. 

 

B. Definition of Critical Signals for Welding Success 
Initially, it is important to define critical parameters for 

welding success. These parameters can be used to find out 
corresponding signals of a pyrometric measurement and 
therefore create the boundaries of a process monitoring unit. 

As stated before, a crucial condition for welding success 
is the seam covering both specimens, forming a tight joint. 
While it is easy to find seams failed in entirety in a post 
processing routine, it is challenging to find local disruptions 
during the welding process. Furthermore, many industrial 
applications demand a clear surface without defects, caused 
by warpage or a molten surface. Thus, as a second critical 
factor for welding success a good surface is desired. 
Assessing these requirements, a locally resolved 
measurement is required to find signals corresponding to 
even the slightest defects inside seam or specimen surface. 

 

C. Welding Tests – COC 
Welds are processed using 60 W and 300 mm/s feed rate 

at five different focus positions. Starting at optimum focal 
position for welding, the optical rail is moved upwards 
0.1 mm per test series, causing a focus shift inside the 
specimen towards the upper surface. After welding, thin cuts 
are produced and analyzed. The welds are classified as good, 
when there is a tight joint and an undamaged surface, or as 
damaged when there is evidence of either surface damage or 
loose joint. The focus shift is performed to deliberately create 
these defects and compare their appearance to pyrometer’s 
signal. 

Fig. 7 shows characteristic thin cuts (right) and the 
corresponding pyrometer signal with standard deviation 
calculated for 12 samples per test series (left). Signal I 
represent a good weld, with a tight joint and no surface 
defects. The signal is between 1 mV and 1.3 mV. Moving the 
optical rail 0.2 mm upwards, leads to beginning surface 
damages and a rising signal between 2.3 mV and 2.9 mV (II). 
These beginning surface damages may or may not lead to 
visible and palpable defects of the surface and can be detected 
evaluating thin cuts. With a rising signal over 3.5 mV a 

 
Figure 5: Distance between upper and lower weld seam end and specimen 
surface in dependency of energy per unit input.  Material: PA 6 Ultramid 
B3s, Rayleigh length = 0.3 mm,  = 1940 nm. 

 
Figure 6: Integration of a pyrometer as a process monitoring unit  

 
Figure 7: Pyrometer signal (left) of a tight weld with no surface damage 
(I), a tight weld with beginning surface damages (II) and a highly damaged 
surface (III). On the right side: characteristic thin cuts of each signal. 
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  damaged surface is indicated (III). Burns of the surface layer 
lead to an unsteady signal and thus to a rising standard 
deviation. Signals under 1 mV are below signal threshold and 
lead to no analyzable data. These welds often have a loose 
joint and must be checked. 

The experiment shows, that it is in principle possible to 
classify welding results in good and faulty parts using a 
pyrometer. Due to the limited pyrometer signal a loose joint 
cannot clearly divided from a tight joint. These welds have to 
be checked manually, to reduce the amount of false negative 
parts. However, operating between 1 mV and 2 mV leads to 
tight joints without surface impairments. 

 

V. CONCLUSION AND OUTLOOK 
Aim of this work was the identification of process 

parameters resulting in a good weld as well as development 
and application of pyrometer-based process monitoring. 
First, two different simulation approaches are set up to 
examine the influence of the interplay between feed rate and 
laser power for process result. Using a fixed focus test stand, 
welds are performed, confirming the simulated parameter. 
Subsequently, a customized pyrometer is added to the test 
stand and welds are performed under online temperature 
surveillance. It appears, that indirect weld seam localization 
with online pyrometry is possible. Further work on 
interaction and impact of measurement spectrum and material 
parameters for an optimized measurement signal will be 
done. 
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Abstract—- The intervertebral disc (IVD) and its 

mechanical properties have been subject of many studies. 

Different rheological models have been developed to describe 

the non-linear, time-dependent deformation behavior when 

subjected to loading. The material parameters used in those 

models are generally obtained by optimization methods, 

minimizing the error between experimental creep data and 

the model predictions.  

In this study, we aimed to develop a rheological model, which 

could then be calibrated using in vivo data obtained from 

measurements of spinal shrinkage using a precision 

stadiometer.  

We built our model based on a model published in literature. 

It is a three-parameter standard linear solid (SLS) model, 

which uses time-varying material parameters (E1(t), E2(t), 

η(t)) instead of constant material parameters. The time 

dependent material parameters are obtained by optimization. 

Trying to replicate results from the study we used as 

reference, we utilized three different optimization methods. 

From the resulting material parameters, we then calculated a 

linear least-squares regression to obtain a linear relationship 

between the material parameters and time.   

The different optimization methods resulted in different 

optimized material parameters over time. Only the values for 

the instantaneous elastic modulus were similar for all three 

methods. When comparing the results with the published 

data, variations in the curve shape were visible. The 

calculated linear regressions were also different from the 

reference data, yielding other values for slope and intercept. 

Squared correlations coefficients (R²) calculated for the 

regressions indicated weak correlations, ranging from 0.163 

to 0.420, with only one exception of 0.949.   

For further use of the model, the optimization methods will 

have to be investigated to find the best fit and a different 

regression method will have to be applied.  

Keywords—Intervertebral disc, viscoelasticity, creep, 

rheological model 

I. INTRODUCTION  

 The IVD, located between two vertebral bodies, fulfill 
an important function within our spine. They provide 
flexibility to the spine, absorb and transmit loads. The IVD 
is made up of three main structures: The gelatinous nucleus 
pulposus in the center of the IVD, which is surrounded by 
the concentric lamellae of collagen fibers of the annulus 
fibrosus, which is again confined by the cartilaginous 
structures of the vertebral endplates. 

The application of external loads results in a deformation 
of the IVD and especially changes in disc height. Subjected 
to a complex loading pattern throughout the day, the overall 
disc height has been found to decrease during the day but is 

known to return to its original height following recovery 
overnight [1]. Many studies have been conducted to 
measure the decrease of IVD height following specific 
activities, often using a device called ‘precision 
stadiometer’ [2]. With this device the decrease in disc height 
can be measured by examining the integral spinal shrinkage 
in vivo [3, 4].  

However, when analyzing the mechanical properties of 
the spine, in vitro experiments are often conducted. The 
reaction of the IVD to an applied load is not linearly but 
exhibits a time-dependent strain response. This creep 
behavior under axial compression force has been reported 
by many researchers [5–9]. To characterize the mechanical 
properties of the disc, studies have tried to model the 
viscoelastic behavior IVD using rheological models. 
Rheological models are used to mathematically describe the 
relation between stress and strain, using the simple 
mechanical models of springs and dashpots. (With a 
combination of springs and dashpots, representing elastic 
and viscous material behavior, viscoelastic materials can be 
modeled.) There are different implementations of such 
lumped parameter rheological models. One which is 
commonly used is the three-parameter standard linear solid 
(SLS) model [5, 8]. It combines a Kelvin body (spring in 
parallel with a dashpot), representing the creep response, 
with a spring in series, accounting for the initial elastic 
response.  Other variations used were 5-parameter models 
(2 Kelvin bodies and a spring in series), or the Maxwell fluid 
(spring in series with dashpot) in parallel with a spring [10, 
11]. Stretched exponential functions such as the 
Kohlrausch-Watts-Williams (KWW) model have been used 
to fit experimental creep data, providing a good fit [12, 13].  
The IVD experiences an increase in stiffness, when 
subjected to axial strain or following cyclic loading [12, 14, 
15]. This nonlinear response cannot be accounted for with 
the SLS model, whose parameters are strain independent. 
To account for this nonlinearity, Groth and Granata [16] 
included a strain-dependency of the instantaneous elastic 
modulus, creating the standard nonlinear solid (SNS) 
model. Yang et al. [17] addressed this matter by using time-
varying parameters in the SLS model.  

Many such models have been developed to describe the 
creep behavior of the IVD, using experimental data from in 
vitro experiments to obtain the material parameters used 
within these models.  
 The primary goal of this study was to develop a method 
to model the mechanical behavior of the IVD. This model 
could then be used with in vivo measurements of spinal 
shrinkage obtained from a precision stadiometer, allowing 
the calibration of the model to a living subject.   
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II. MATERIAL AND METHODS 

 The rheological model used in this study is based on the 
one implemented by Yang et al. [17]. It is a version of the 
classic SLS model, which consists of a Kelvin body (spring 
and dashpot parallel) in series with a spring. E1 and E2 are 
the elastic moduli of the Kelvin body and the spring 
respectively, η the viscosity coefficient of the Kelvin body. 
The model is described by the following differential 
equation:  

 σ +
η

E1+E2
σ̇ =

E1E2

E1+E2
ε +

E1⋅η

E1+E2
ε̇ () 

where σ is the total stress, ε the total strain, and 𝜎̇ and 𝜀̇ the 

rate of change of stress and strain with respect to time.  

For a constant stress σ, the following creep equation can be 

obtained by integration: 

 ε(t) =
σ

E2
+

σ

E1
(1 − ⅇ−t∕τ) () 

and 

 τ =
η

E1
 () 

To transform the constant parameter model to a time-

varying parameter model, equation (2) can be written as 

follows for a constant loading frequency: 

 ε(t) =
σ

E2(t)
+

σ

E1(t)
(1 − ⅇ−t∕τ) () 

and 

 τ =
η(t)

E1(t)
 () 

The time-varying material parameters can then be 
optimally determined for each time step by minimizing the 
error between experimental data and the predicted 
deformation of the model. As no experimental data was 
available yet, an exemplary creep curve was created, based 
on the data published by Yang et al. [17]: The creep curve 
was created for a constant force amplitude and frequency 
(F=100N, f=8 Hz) with the material parameters for  t=0  
calculated by the model: 

 E1 = 18.889 [MPa] () 

 E2 = 12.421 [MPa] () 

 η = 1.638 [MPa s x 104] () 

To find the best fit, different optimization methods 
available through the SciPy library available for use in 
Python were compared [18]. The least-squares method 
(scipy.optimize.least_squares) (LSQ), the minimize 

algorithm (scipy.optimize.minimize) (MIN), and the basin-
hopping method (scipy.optimize.basinhopping) (BH) were 
utilized, trying to replicate the results presented by Yang et 
al. [17]. For the minimize and basin-hopping, which 
combines the minimize algorithm with a global stepping 
algorithm, the so-called method ‘L-BFGS-B’ was used. All 
methods were used with the bounds that can be found in 
Table 1 and as initial guess for the to be optimized material 
properties the values from equations (6-8) were used. These 
values were updated after each iteration to the results of the 
last iteration.  

To obtain a linear relationship between the optimized 
time-varying material parameters and the time, according 
the work of Yang et al. [17], a linear least-squares 
regression was calculated. The squared correlation 
coefficient R² was calculated to evaluate the goodness of 
the regression.  

Those resulting equations can then be substituted into 
equations (4) and (5), resulting in the final creep equation 
𝜀𝐹,𝑓(𝑡). 

III. RESULTS 

The optimization utilizing three different methods 
yielded differing results. The graphs resulting from the 
material parameters plotted over time are shown in Fig. 1. 
For E2 the graphs of all three methods are similar, while for 
E1 only the LQS and the MIN method show comparable 
results. The calculated regression equations and the 
corresponding squared correlation coefficients (R²) can be 
found in Table 2. The resulting regressions resulted in a 
linearly declining function for all methods and material 
parameters. R² of the calculated regression ranged between 
0.163 and 0.420 for 8 out of 9, with one exception of 0.949 
(η, BH).  

IV. DISCUSSION 

To describe the deformation of the disc over time, 
different approaches can be found.  
Stretched exponential functions generally provided a good 
fit, also when used for cyclic loading, but were not able to 
correctly describe to initial and final parts of creep [12]. 
Hwang et al. [11] further showed that the model was unable 
to detect the influence of preload on the creep behavior, in 
contrast to a lumped parameter rheological model. One of 
the simplest lumped parameter models is the standard linear 
solid (SLS) 3-parameter model. Burns et al. [8] showed that 

Table 1  

Bounds used during optimization, oriented by the range within 

which the optimized material parameters within the model by 

Yang et al. [17] 

Bounds E1 [MPa] E2 [MPa] η [MPa s x 104 ] 

Lower 10 5 1 

Upper 20 15 5 

 

 

     Table 2 

Fitted parameter equations obtained by the linear least-squares 

regression for each material parameter and methods and the according 

squared correlation coefficient R². 

Material 

Parameter 

Optimization 

Method 
Fitted Parameter Equation R² 

E1(t) LSQ 14.811 – 2.75 x 10-4 t (MPa) 0.360 

    MIN 15.496 – 3.173 x 10-4 t (MPa) 0.404 

    BH 14.282 – 3.472 x 10-4 t (MPa) 0.271 

E2(t) LSQ 9.010 – 2.264 x 10-4 t (MPa) 0.352 

    MIN 9.006 – 2.358 x 10-4 t (Mpa) 0.369 

    BH 8.998 – 2.315 x 10-4 t (MPa) 0.359 

η(t) LSQ 1.331 – 1.278 x 10-1 t (MPa) 0.163 

    MIN 1.637 – 5.240 x 10-4 t (MPa) 0.420 

    BH 1.669 – 2.544 x 10-1 t (MPa) 0.949 
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the model yielded good results for a constant axial stress. 
However, the application of this model was limited when 
utilized for cyclic loading [19]. Addressing the 
nonlinearities arising from an increase in stiffness in the 
response to axial strain and cyclic loading [12, 14, 15], 
models with nonlinear components were introduced. The 
model by Groth and Granata [16] included a strain-
dependent instantaneous elastic modulus. This improved the 
prediction of the response to cyclic loading at low 
frequencies of 0.01 Hz but was not able to predict it 
correctly at higher frequencies, suggesting that viscosity 
coefficient might also be nonlinear. Yang et al. [17] also 
used the SLS model as a basis, but adapted it by adding 
time-varying material parameters. If vibration amplitude 
and frequency are held constant, the fact that the strain is 
time-dependent can be utilized to introduce time-dependent 
material parameters. The model description that was derived 
from those non-constant material parameters showed better 
prediction results than a model with constant material 
parameters. This model was used as the basis for the model 
developed in this study.  

Using different optimization methods, we tried to 
replicate part of the results in the study from Yang et al. [17]  
Looking at the graphic illustration of the optimized material 

parameters over time, it can be seen that for E2 all methods 
show similar results. E2 is the instantaneous elastic modulus, 
which is directly proportional to the creep, therefore 
yielding the best and similar results during the optimization. 
The other parameters however show more differences 
between the different methods, which arise from the 
different algorithms that underly each of the methods. 
 As Yang et al. presented a linear relationship between 
material parameters and time in their study, we also tried to 
find a linear curve fit for our optimization results. The 
squared correlation coefficients greatly variied, with the 
lowest being 0.163 (η, LSQ) and the highest 0.949 (η, BH). 
No other R² is higher than 0.42, which indicates a very weak 
correlation in general. When examining the regression 
curves plotted together with the original material parameter 
optimization data (Fig. 1), it can be seen that a linear 
regression doesn’t represent the curve shape very well. The 
obtained material parameters mostly resemble the shape of 
a negative exponential function when plotted over time, 
therefore a linear fit is not ideal to represent the relationship 
between material parameters and time. The only exception 
with a R² of 0.949 (η, BH) didn’t show this characteristic 
curve shape.  

 
Fig. 1  Effect of optimization method on material parameters. Top row shows results obtained by using the least-

squares method (LSQ), middle row the minimize method (MIN) and bottom row results obtained by the basin-hopping 

method (BH). The regression lines (orange) obtained by the linear least-squares regression have been added to the 

original data (blue). 
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 When comparing the results to those of Yang et al., clear 
differences can be found. In their study, the elastic moduli 
(E1 and E2) both decline with time, whereas the viscous 
coefficient (η) increases, which is consistent with what 
Pollintine et al. reported in their study [20]. These trends 
can’t be found in our data. The elastic moduli E1 and E2 
obtained by LSQ and MIN (and also E2 obtained by BH) 
indeed decline with time, although not steadily (as Yang et 
al. report) but rather sharp in the first quarter, followed by a 
small incline towards the end. The viscous coefficient 
however differs from the positive trend reported by Yang et 
al. but instead shows the same characteristics as the elastic 
moduli, when calculated with the LSQ and MIN method, 
even though within different ranges. When comparing the 
resulting regression equations with respect to slope and 
intercept, the slope they predicted was around 2.5 times 
larger than ours and the intercept differed by around 2-3 
MPa. For E2, the slope was similar, but the intercept differed 
by around 3 MPa again. While Yang et al. reported a 
positive slope of 3.8x10-4, our slopes varied between -1.3 
x10-4 and -5.2 x10-4, whereas the intercepts were similar.  
The curves they obtained by fitting the data show an R² of 
over 0.94, which indicates a very good fit. It is unclear 
however, whether they used the whole timespan from t=0 to 
t=8000 or if they fitted their data over a shorter timespan, 
which might result in different curves.  
 
 We were not able to reproduce the results presented by 
Yang et al. [17] within our study. It remains to be clarified, 
whether further refinements regarding the parameters of the 
optimization methods, such as bounds or tolerances, will 
lead to different results and to results, which show more 
resemblance with those we tried to replicate. The linear 
regression method used in this study was used because we 
wanted to recreate existing data, but the squared correlation 
coefficients indicate weak correlations for most cases. To be 
able to further use the material parameters as a function of 
time, a different regression method will have to be used. The 
resulting time-varying material parameters can then be used 
within the creep equation (Eqs. (4) and (5)). Using spinal 
shrinkage data from measurements with a precision 
stadiometer, the model could then be calibrated using in 
vivo data instead of in vitro creep data. 
 As the model is developed based on a constant force 
amplitude (F) and frequency (f), the resulting creep equation 
(εF,f(t)) would only be applicable within this scope. To use 

it for different loading scenarios, a range of creep equations 
would have to be obtained, requiring several experiments 
with varying loads and frequencies.  

V. CONCLUSION 

This study aimed to develop a method to model the 

mechanical parameters of the IVD. With the model chosen, 

a time-varying three parameter SLS model, replication of 

published results was not possible. This models’ 

applicability for the use with in vivo data therefore remains 

to be verified. Different modeling approaches should be 

considered for the aim of this study. Models such as the 

standard SLS model, which have been used successfully by 

other researchers, might be more suitable for the 

application with in vivo data.  
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Abstract—This paper investigates efficient implementation
methods for Neural Networks on Field Programmable Gate Ar-
rays, especially in the context of System on Chips. Programmable
logic is becoming more and more available as a resource on such
devices and offers, especially due to its true parallelism and flex-
ibility, the ability of custom hardware accelerators. Introductory
three basic concepts for the implementation of accelerators with
regard to Neural Networks are discussed. Following, a CNN for
traffic sign recognition is selected as application, which provides
the basis for verifying the introduced methods. The first one is
the implementation strategy and the overall design. Thereby a
full realization of the Neural Network architecture with half-
pipelining on the Field Programmable Gate Array is proposed,
for a maximum relief of the processor and a straightforward
development. The second method specifies a generic layer design,
which can be used as a basis for all types. This allows a fast
realization of the layers, especially for new ones. As final method
for an efficient execution on Field Programmable Gate Arrays,
the quantization of the parameters and the use of fixed-point
arithmetic is introduced. Therefore, a statistical evaluation of
the possible numerical intervals inside the Neural Network is
used. In addition, further improvements and extensions of the
introduced methods are given in the outlook.

Index Terms—Neural Networks, CNN, FPGA, Embedded Sys-
tems, System-on-Chip, Hardware Accelerator, Implementation

I. INTRODUCTION

Neural Networks (NNs) are solving more and more real-
world problems, like classification [1], object detection [2],
segmentation [3] and speech recognition [4], just to name a
few. Therefore, the ambition to run NNs also on embedded
systems is steadily growing, because they offer low costs,
small shapes and low power consumption compared to mainly
used workstations with Graphics Processing Units (GPUs).
This opens up new fields of application and an enormous
market. But up to now, there have been only few realizations,
due to the limited computational resources of embedded
processors. Thus, real time requirements, especially for state
of the art NNs, could hardly be fulfilled yet.

However, there is also an increasing number of embedded
systems which combine processor(s) and Field Programmable
Gate Array (FPGA), so called System on Chips (SoCs). These
devices allow to implement custom hardware or accelerators
and thus represent a powerful system. Especially FPGAs are
particularly well suited for the calculation of NNs, due to their
true parallelism and their flexible configuration and design
possibilities. Furthermore, they have hundreds or thousands of

Digital Signal Processor (DSP) slices which can perform com-
putational operations like multiply-accumulate in one clock
cycle.

Therefore, this paper researches efficient implementations
for NNs on SoCs to enable their economical use. There are
different approaches and ideas of how to realize or accelerate
NNs on FPGAs. Some concepts are explained in more detail
in the following section.

II. THEORY

There are three fundamental implementation strategies to
speedup the execution of NNs using FPGAs, into which almost
every approach can be divided. First, there is the use of
simple accelerator(s) inside the FPGA. The second strategy
is to implement one Processing Element (PE) for each type
of layer of the NN and multiplex these resources to replicate
the sequence of calculations. The third method is to rebuild
the whole structure of the NN inside the FPGA with multiple
PEs.

A. Accelerators

The first kind of accelerators are very simple and generic.
They perform basic operations like dot products or matrix
multiplications. Since the major part of the computations of
NNs consists of such operations, the processor uses these
accelerators to outsource and speedup a great part of the
calculations. In addition, these types are not limited to NNs
and can be used for various applications. But there are
some drawbacks, such as a huge data exchange between the
processor and the FPGA and consequently a high bus traffic.
Furthermore, the processor has a significant software load,
since it still has to coordinate the whole execution of the NN.
Nevertheless, one example for an implementation of such an
accelerator is [5], where a matrix processing unit is used to
speedup big data analysis.

Another type of accelerators calculates the result from
an entire layer of a NN, e.g. a convolution layer [6] of a
Convolutional Neural Network (CNN). They are more com-
plex and sometimes specialized for their application. The
processor uses these accelerators in a similar way as the
type mentioned before, but greater parts of the computations
are outsourced as coherent entities. As a consequence, fewer
interactions are required between the processor and the FPGA,
leading to lower overhead and less bus traffic than the generic
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accelerators. Despite this, there is one drawback, the processor
still has a considerable software load to prepare, process and
coordinate the data flows of the NN. An example of such a
type is [7], where a convolution accelerator is implemented on
FPGA cards to speedup the forward propagation and reduce
the power consumption of CNNs calculated by Microsoft’s
data centers.

The general architecture of FPGA accelerators on SoCs is
shown in Figure 1. The processor within the processing system
is connected to the FPGA, referred to as programmable logic,
via the on-chip bus system. The FPGA contains one or several
hardware accelerators, exemplified in this figure by the two
types mentioned above.

System on Chip

Programmable LogicProcessing System

Matrix Mul. Accelerator
Processor

Convolution Accelerator

- Calcualte NN
- Accelerate specific

Operations

Figure 1. System architecture with accelerators

B. Multiplexed Layers

Another way to accelerate the execution of NNs on FPGAs
is to use multiplexed layers. In this approach, each type of
layer used in the network is implemented as a single PE or
also called Processing Unit (PU). For a common CNN, e.g.
one Convolution PE, one Max-Pooling PE and one Fully-
connected PE are required. These modules are parallel to
each other and each output of the PEs can be fed back to
any input. This allows to multiplex and reuse the layers,
represented by the corresponding PEs, for the execution of
one pass through the NN. The configuration of how the PEs
are multiplexed can either be fixed in hardware or adjustable
via software. With such an implementation, the processor only
has to input the data, read back the results, and initially set
or coordinate the control of the PEs. This further reduces the
load of the processor compared to the accelerators. Due to the
multiplexing of the layers and the resulting reuse of the PEs,
this approach is also resource-efficient and very adaptable,
since new structures of NNs only change the configuration
of how the layers are switched. However, there are also some
disadvantages, such as an increased complexity and thus more
control logic, which has to be implemented in the FPGA.
Furthermore, the kernels of the convolution and the weights of
the fully-connected layers inside the PEs have to be updated
on each pass through. Examples for such implementations are
[8] and [9]. Both designed and realized multilayer NNs, also
known as Deep Neural Networks (DNNs), and specifically

fully-connected feedforward nets with the multiplexed layers
technique. The required resources are significantly less than for
a full implementation, and nevertheless a recognition speed of
15,900 frames per second has been achieved for handwritten
digits with the MNIST database in [9].

In Figure 2, the general structure of a NN with multiplexed
layers on a SoC is shown in a simplified form. This exemplary
illustration demonstrates this for a CNN and therefore consists
of a Convolution PE, a Max-Pooling PE and a Dense (Fully-
connected) PE. Each output can be switched to each input via
the feedback path.

System on Chip

Programmable LogicProcessing System

Conv. 
PE

Pool. 
PE

Processor

Dense
PE

Control Logic

- Initialize NN
- Write Input
- Control NN
- Update Weights / Kernel*
- Read Output

* optional, depending on implementation

Figure 2. System architecture with multiplexed layers

C. Full Implementation

The third method is a complete implementation of the NN
structure. Therefore, each layer is realized as an independent
module inside the FPGA. These layers are connected accord-
ing to the architecture of the NN, e.g. for a feedforward net
they are cascaded in series. Thus, no complex control logic
is needed to switch layers or update weights, unlike the mul-
tiplexed layers method. The implementation of the modules
varies depending on the hardware. For layers of small fully-
connected NNs (about less than few thousand neurons), each
neuron can be realized entirely using flip-flops and DSP slices,
allowing to calculate them in one or few clock cycles. Modules
of greater NNs are typically using Random Access Memory
(RAM) or on-chip memory to store the inputs and outputs and
one or several computation units to sequentially process all the
calculations of the corresponding layer. Furthermore, such an
approach enables the possibility to pipeline each layer and
thus speeds up the execution additionally, since all layers can
be calculated simultaneously and in parallel. Note, the time
for one pass through remains the same as for a non-pipelined
implementation, but the throughput increases. This leads to
the fastest execution time of all mentioned approaches. But
even this approach has some downsides. The most significant
one is the immense resource consumption on the FPGA by
implementing the whole NN structure. Therefore, this method
is not always feasible. An example for such a type is [10],
where a small fully-connected NN with two hidden layers
is implemented as a pipelined and a non-pipelined version.
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In addition to the forward propagation, this NN has also the
possibility to perform an online-backpropagation in parallel.

The general architecture of a fully implemented NN on the
programmable logic of a SoC is shown in Figure 4, exemplary
for a CNN. The layers are independent modules, cascaded in
series whereby all of them can be computed in parallel.

System on Chip

Programmable LogicProcessing System

Convolution Layer

Pooling Layer

Processor

Dense Layer

…

…

- Initialize NN
- Write Input
- Read Output

Figure 4. System architecture with full implementation

III. NEURAL NETWORK

As concrete starting point and for further practical imple-
mentations and testings, a CNN for traffic sign classification is
used as application. This network has already been developed,
trained, and validated for investigations on a processor of a
SoC in previous work [11]. Therefore, this CNN offers ex-
cellent comparative values and allows to determine a concrete
acceleration factor for the FPGA.

The used network relies on the architecture of LeNet 4
[12], but with some modifications, like a different number and
size of convolution kernels and neurons in the fully-connected
layers and a changed activation function. The German Traffic
Sign Recognition Benchmark (GTSRB) [13] was used as
dataset to train the network and it reached an accuracy of
97.65% on the validation set. Sure, state of the art NNs like
[14] achieve validation rates up to 99.71%, but they require
14,629,801 parameters. In comparison, the selected CNN has

only 641,787 parameters and thus represents a moderate-size
network, which is easier to implement for experiments and
tests. The information about the individual layers are listed in
Table I and the architecture of the whole CNN can be seen in
Figure 3.

Table I. Description of the CNN layers [11]

Layer Input-
dimension

Kernel- / Weights-
dimension

Activation-
function

Output-
dimension

Convolution 64× 64× 3 (3× 3× 3)× 32 ReLU 62× 62× 32
Max Pooling 62× 62× 32 (2× 2) - 31× 31× 32
Convolution 31× 31× 32 (3× 3× 32)× 32 ReLU 29× 29× 32
Max Pooling 29× 29× 32 (2× 2) - 14× 14× 32
Dense 6272 6272× 100 ReLU 100
Dense 100 100× 43 Softmax 43

IV. METHODS

Following, the methods and the developed design for the im-
plementation of the chosen CNN on the FPGA are explained.
The focus is on three aspects, the overall design of the NN,
the generic design of the layers, and the quantization of the
parameters.

A. NN Design

The fundamental design of the NN is based on the previ-
ously mentioned full implementation approach. This reduces
the load of the processor the most, and the network is
completely described in hardware, thus no complex separation
between soft- and hardware is required. Furthermore, this
approach is straightforward to implement due to its moderate
complexity.

The individual layers of the CNN are realized as indepen-
dent modules and cascaded according to the architecture. This
overall structure is shown in Figure 5. Each layer has an input
and output RAM and, depending on the type, additional a
weights and bias RAM. All modules, except the first and
the last, share their input with the previous layer and their
output with the following one. Therefore, these memories are
referred to as buffer RAMs. The input and output memory of

Figure 3. Architecture of the CNN
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Figure 5. Overall design of the FPGA implementation

the entire network is shared with the processor of the SoC
to load images and to read the results. The NN is controlled
via the status and command signals of the first and the last
layer, which are accessible as registers. Inside the FPGA, these
signals are connected to the neighboring modules. Thus, there
is no global coordination or management, instead the layers
control the execution decentralized. As mentioned in theory,
the full implementation allows a pipelining. However, the
developed design does not support the execution of all modules
in parallel. Since two layers share one buffer RAM, only one
module is allowed to work with or on it, for consistency
reasons. Therefore, only every second layer can run at the
same time. That means, in the first execution step, every odd
module runs, in the second step, every even. This reduces the
execution frequency, but is more resource efficient in terms of
required memory. Note, the time for a pass through the whole
NN is the same.

B. Layer Design

The general design of all layers is based on one common
structure. This allows a generic layout and thus fast and
straightforward adaptations to potential extensions or adjust-
ments. Figure 6 illustrates this design, which consists of the
following main components:

• Finite State Machine (FSM): Indicates the status of the
layer for the previous one, e.g. ready, busy or finish,
and coordinates and controls its sub-modules during
execution. Furthermore, the FSM checks the status of
the following layer and triggers it after a complete
calculation.

• Address Generator: Creates address sequences depending
on the layer type for input, output, and optional for
weights and bias memory to provide the required data for
the calculations and to save the results. For dense layers,
this is a simple up-counter, whereas for convolution and
pooling layers [6], this is a complex series containing
jumps and multiple calls of addresses.

• Arithmetic Logic Unit (ALU): Performs the specific
calculations depending on the layer type. In case of dense

and convolution layers, these are multiply-accumulate op-
erations realized with DSP slices and compare operations
for max-pooling layers implemented with logic cells.
The processing is done sequentially and therefore one
operation per cycle can be performed. This implies that
several operations may be necessary for the calculation of
one output value. E.g. for the computation of one output
pixel of the fist convolution layer, 27 (3 × 3 × 3) clock
cycles are required. The sequential execution requires
only one ALU per layer and thus represents a very
resource efficient method.

• Activation Function: Is applied on the result of the ALU
and thus calculates the final value. The operation and its
implementation depends on the selected function of the
respective layer. E.g. for ReLU [6], it is a simple check
of the sign bit, and in case of a negative number, zero
is forwarded. This operation is realized with logic cells
only and performed asynchronously.

Note that pooling layers neither have an activation function
nor a weights and bias interface.

Layer

Address
Generator

FSM

ALU Activation
Function*

Input Addr.
Weights Addr.*

Bias Addr.*

Input Data
Weights Data*

Bias Data*

Output Addr.

Output Data

* not needed for Max Pooling

Control
previous Layer

Control
next Layer

Figure 6. Generic design of a layer
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Together, ALU and activation function are representing one
neuron. Due to the sequential processing within the layer, this
one neuron is used for all calculations and therefore constitutes
a multiplexed neuron.

C. Quantization

In order to additionally accelerate the execution and to save
hardware resources on the FPGA, the NN is implemented and
calculated in fixed-point arithmetic. The reason for this is that
most mathematical operations are implemented by using DSP
slices. However, these usually support only integer or fixed-
point data types, such as the DSP48E2 form Xilinx [15]. For an
implementation of floating-point arithmetic, one ALU would
require several DSP slices, additional logic and several clock
cycles for a calculation.

To perform the computations in fixed-point arithmetic, a
suitable format has to be determined first, into which the
NN parameters are converted afterwards. However, it is not
advisable to simply project the entire range and maximum
precision of the floating-point type, since this would result
in needlessly high memory consumption. The parameters and
values between the layers of most NNs only vary in a certain
and limited range. This range can easily be determined for the
parameters with the largest and smallest value. More difficult
to estimate is the range of the output values for each layer,
because it cannot be predicted or limited absolutely. Therefore,
in this paper, a statistical evaluation of the range is performed
with a sufficient number and variation of test data. For this
purpose, the training dataset is used. A similar method is used
for the 8-bit quantization from TensorFlow Lite, introduced
in [16]. The determined ranges define the integer part of the
fixed-point type. For the fractional part, hence the accuracy, the
number of bits of the floating-point mantissa is used. Another
common approach, which can be applied additionally, is the
determination of the required precision by gradual reduction
and verification using the validation data set.

V. CONCLUSION

In this paper, three methods for the practical realization and
implementation of a CNN on a SoC were introduced. The first
one is the overall design of the NN on the FPGA. Due to the
selection of a full implementation, the load on the processor
is reduced to a minimum. This allows the processing system
to spend more computation time for other tasks. Furthermore,
the modular structure not only keeps complexity low, it also
ensures a straightforward implementation. Thus, extensions in
the architecture of the NN can easily be integrated. The second
mentioned method is the layer design. This is characterized
by the generic structure, whereby all layers have the same
basis and therefore require less realization effort. Furthermore,
new layers can be developed rapidly. The use of fixed-point
as data type also saves hardware resources and execution
time by allowing a DSP slice to perform one operation per
clock cycle. In general, the developed design requires few
resources like DSP slices and logic, e.g. flip-flops. Only the

RAM consumption is moderate, but even this is low due to
the sharing between the layers.

However, there are also some limitations in the developed
design. One aspect is the execution time, which can signifi-
cantly increase due to the sequential calculations, especially
for large convolution layers. This leads to a further problem.
Since the layers can have significantly different computational
requirements, unbalanced execution times in the network arise
and especially affect the efficiency of the pipelining. A further
but less significant limitation is that the FPGA has to be
synthesized and implemented again when the architecture of
the NN is modified.

VI. OUTLOOK

The methods developed and explained in this paper have
to be implemented and tested in practice. Therefore they are
realized on a Xilinx Multi-Processor SoC. In particular, the
ZCU104 evaluation kit is used. Subsequently, crucial values
such as execution latency, frequency and power consumption
will be determined. These will be compared with the results
of [11], where the selected CNN was implemented on the
processor of the SoC. From these outcomes, values like the
acceleration factor and the energy efficiency can be derived.

In addition to the introduced methods, there are also some
approaches for further improvements. One possible extension
is a full-pipelining through double buffering, which increases
the throughput of the NN. Another approach is the use of
multiple DSP slices per ALU, which allows several operations
per clock cycle and accelerates the computations within the
layers. However, the memory interface has to be adapted
accordingly, to ensure that the required data is provided in
parallel and in one clock cycle. One solution would be the
use of 3D RAMs. Nevertheless, all these extensions represent a
higher resource consumption and therefore are not necessarily
feasible with regard to typical SoCs or FPGAs.
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Abstract—The strive for efficiency is a common topic for many
scientific investigations. Indeed, improving the yield allows either
to reduce the consumed energy or to improve the effective one. A
ventilator yield can reach 80% but hardly better yet. Centrifugal
compressors are made of an impeller, which rotates in the housing
referential. The impeller provides rotating kinetic energy to the
fluid, and the volute, transforms this energy into a linear kinetic
one.

Thanks to CAD and CFD, more and more studies have
been carried out to improve these machines. These are mostly
concentrated on the impeller. Volutes studies are often ditched.
One main problem for the CFD study of such a shape is the
inner volume’s meshing. It has to have an optimal size to offer
the best ratio between results’ quality and calculation time.

The different options and criteria to make a good mesh
are tested and their efficiency are compared using the grid
convergence index method. A python program has developed
to perform this comparison. Once the important parameters are
found, the ideal mesh will be describe.

Index Terms—centrifugal compressor, volute, CFD, ANSYS
CFX, mesh, optimisation, python, GCI method

I. INTRODUCTION

As turbocharger equip almost all the new internal combus-
tion engine on the market, it is becoming more and more
important to have them optimized. Despite the ecological
changes in our society, these engines will always be used,
whether with new fuels or in certain areas, where they are
needed. That is why the flow machines’ laboratory of the OTH
Regensburg has developed a test stand for these components.

Before the tests, prototypes first have to be investigated in
a computational fluid dynamic (CFD) software. Discretization
is maybe the trickiest part of the simulation process. In order
to reduce the computing time, some simplification can be
made. Knowing which computing method should be used also
helps defining a proper mesh. All these choices depend on
the geometry of the volute and the kind of fluid we want
to simulate. The boundary conditions and dimensions of our
simulations would be the same than on the test stand. The
heart of this work would be the meshing of the said volume
considering the flow in it.

At first, we have to define the geometry we want to use.
Considering the study settings, the solving technique is chosen.
This will be helpful to choose the proper type of mesh.
The Gride Convergence Index (GCI) method will allow to
determine, which meshing options are useful and which one

increases the computing time without improving the quality.
All simulation are carried under Ansys CFX.

II. SCIENTIFIC AND TECHNICAL BACKGROUND

A. Volute’s vocabulary

The volute is the snail shape of the centrifugal compressor,
its goal is to collect the flow coming from the impeller and
to bring it to the outlet pipe. The fluid first flows trough the
volute inlet, then goes to the volute itself and goes to the axial
diffusor through the volute outlet.

Figure 1. Definition of the volute geometry [8, p. 4]

Usually, the volute cross-section varies linearly with az-
imuthal angle (φ on Figure 1).

B. Different kinds of mesh

For further details cf. [11]

Most common CFD problems require the Finite Volume
Method (FVM) or the Finite Difference Method (FDM). Finite
Element Method (FEM) is only efficient for very complicated
geometries. Depending on the simulation method that is used,
the mesh can differ.

A mesh can be structured or unstructured. A structured
mesh is generally made of hexaeder whereas an unstructured
mesh can be made of almost any form but is usually made
of tetraeders. Meshes can also be a mixture of structured and
unstructured meshes.
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Geometry fitted meshes must follow the contours of the

geometry.
Cartesian meshes are the right alternative to geometry fitted

meshes. CFD tools using this mesh type offer more precise
and efficient algorithms. But the mesh lines cannot be fitted
to bodies of complex geometries. In locations where body
boundaries do not fit the cartesian mesh, interpolations must be
used in order to take the effects of the misalignment between
mesh and geometry into account.

Figure 2. Different kinds of mesh: unstructured (A), structured (B), hybrid
(C) and Cartesian (D) [11]

C. Different simulation methods

For further details cf. [7]

Depending on the flow, its geometry, the precision wanted
and the calculation time available, the calculation method can
change.

The most accurate calculations rely on the kinetic gas
theory: it allows to simulate all kind of fluid with all the
frictions and rotational considerations. The main problem of
this method is its need for a Cartesian mesh which cannot fit
to most geometries.

The Navier-Stokes equations simulate the same phe-
nomenon but only for low Knudsen numbers. Indeed, if the
Knudsen number is much lower than 1, the flow is considered
as a continuum flow. In this case, the Navier-Stokes equations
can be used. This is probably the most used method in aero-
dynamic and hydrodynamic: it can simulate the phenomenon
with any kind of mesh.

In order to reduce the calculation time, the Euler equations
or the potential theory can be used. None of them take the
frictions into account. The potential theory does not even
consider the rotations.

Table I sums up these paragraphs.

D. The outer layer

In order to model the friction caused by the walls, the
mesh quality is usually improved in the near wall region. It
usually implies to use a hybrid mesh as shown in Figure 2.
Tohttps://de.overleaf.com/project/5f0ebf973a1e3600018e8c2d
obtain such a mesh, the ANSYS "Inflation" option is used.

Because of its high Reynolds number(Re), the flow in a
volute is turbulent, it’s velocity u is spread into four zones,
depending on it’s distance to the wall y. This distance and

friction rotations
Kinetic gas theory

(without restricition) yes yes

Navier Stokes equation
(incl. boundary layer)
(for continuum flows

(Kn << 1)
newtonian fluids)

yes yes

Euler equations no yes
Potential theory no no

Table I
DIFFERENT CALCULATION METHODS [7, P. 11]

speed are described using y+ [3] and u+ [2] which are
dimensionless speeds and distance. These are described as
follow:

y+ =
u∗y

ν
(1)

and

u+ =
u

u∗
(2)

where, according to [6] and [14]

u∗ =

√
ν(
∂u

∂y
)y=0 (3)

Calculating y+ is made easier by some program such as the
one presented by [1].

According to [15] and [7] the four velocity zones shown in
Figure 3 have the following characteristics:
• at the wall contact, where y+ = 0, the wall friction is so

high that u+(0) = 0,
• in the viscous sublayer, where 0 < y+ < 5, u+ = y+,
• in the buffer layer, where 5 < y+ < 30, the turbulence

effects starts being stronger than the viscous one, y+ is
hard to estimate, the maximal deviation is by y+ ≈ 11
and

• in the log-law region, where 30 < y+ <≈ 200, u+ =
1

k
ln y+ + C where k = 0, 41 and C = 5, 0.

Figure 3. The four regime of turbulence [5]

The buffer layer and viscous sub layer are usually modeled
rather than simulated.

E. Evaluating the quality

Different method can be used in order to evaluate the quality
of a mesh. The aspect ratio investigates the shape of each
cell whereas the grid convergence index (GCI) focuses on the
deviation of the simulation related to the mesh quality.
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1) Aspect ratio: The aspect ratio of a geometric shape is the

ratio between its longest and its shortest edge. It is always be
bigger than 1. The smaller it is, the better it is. An optimisation
goal can be to minimise the average aspect ratio of a shape
or to minimise the maximal one.

2) Grid convergence index (GCI): For further details cf. [10]

The GCI quantifies the evolution between different meshes. It
takes into account the result of the simulation; it allows the
evaluation of the uncertainties related to the mesh in the final
results. It usually compares three meshes based on their results
for one or several performance criteria.

The first step of the process is the definition of the grid size
for all the different meshes. For a 3D simulation, the grid size
is defined as:

h = 3

√√√√ 1

N

N∑
i=1

∆Vi (4)

where N is the number of cells and ∆Vi the volume of the
ith cell. It actually is the cubic root of the average volume and
therefore represents an average side length of each cell.

The three simulations should be named 1, 2 and 3 so that
h1 < h2 < h3. The grid size evolution between two meshes

are r21 =
h2
h1

and r32 =
h3
h2

. φk is the value of the kth

simulation. εij = φi−φj is the result’s deviation between two

meshes. The grid refinement factor is defined as r =
hcoarse
hfine

it should be bigger than 1, 3.

Knowing that s = sign

(
ε32
ε21

)
:

q(p) = ln
rp21 − s
rp32 − s

(5)

and

p =

∣∣∣∣ln | ε32ε21 | +q(p)
∣∣∣∣

ln r21
(6)

can be solved using the fixed point algorithm method [4]. The
function q is only here to simplify Equation 6 whereas p is a
dimensionless variable usefull to calculate the GCI.

This allows to calculate the extrapolated values and the
different errors from coarse and fine simulations:

• The extrapolated value: Φ21
ext =

rp21Φ1 − Φ2

rp21 − 1
,

• the approximate relative error: e21a =| Φ1 − Φ2

Φ1
|,

• the extrapolated relative error: e21ext =| Φ12
ext − Φ1

Φ12
ext

| and

• the GCI: GCI21fine =
1.25 ∗ e21a
r21p − 1

.

Φ32
ext, e

32
a , e32ext and GCI32coarse would be calculated the same

way. All these data must be calculated again for all of the
different measured values. In our case, HEINRICH [8] recom-
mends to optimise the static pressure recovery coefficient Cp

and the total pressure loss coefficient Kp:

Cp =
pout − pin
pt,in − pin

and (7)

Kp =
pt,in − pt,out
pt,in − pin

. (8)

The GCI is a percentage describing the mesh quality’s evolu-
tion between two meshes.

III. SIMULATING

A. Form to mesh

In order to perform a CFD simulation on a CAD part,
the inner volume should first be extracted. Indeed, the CFD
program only deals with fluid volumes. The physical charac-
teristics of the piece holding the flow would be given through
the boundary conditions, the step just before computing.

The geometry is simplified but its dimensions respect the
orders of magnitude of the test stand’s volute. Indeed, the goal
of this study is to develop a meshing method in order to always
have a comparable mesh for each new volute shape to test.

To prevent numerical mistakes, an outlet cone is added after
the diffuser. This outlet cone does not really exist, it is just
added for the simulations‘ stability.

The results of our simulations are taken at the cone’s inlet.
Apart from the outlet cone, all the surfaces are producing shear
stress on the fluid, these are named “no slip wall”. The outlet
cone is a friction free surface (“free slip wall”) because it is
not a real surface and therefore should not restrict the fluid in
any way.

Figure 4. Modeled volute with the outlet cone highlighted

In order to measure Cp and Kp (as presented in Equation 7
and Equation 8) on the outlet of the volute, the geometry is
separated into two geometries: the outlet cone and the volute
itself. It is otherwise not possible to measure the outlet’s
pressure and static pressure.

B. Simulation method

Due to the complex shape of the volute, setting a cartesian
mesh was not possible. That’s why the kinetic gas theory
equations are not usable.

According to GRÜN [7], the Navier Stokes equations allow
to use almost any kind of mesh, depending on the computing
method used.

The Navier Stokes equations allow to simulate rotation and
friction. Therefore these are ideal for us. The only restrictive
criteria is the Knudsen number of the flow. It should be much
smaller than 1. This dimensionless number [7] compares the
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average distance between two molecules λ and a characteristic
length L:

Kn =
λ

L
. (9)

In this case, we are working on a compressor, so the pres-
sure obviously varies between the inlet and the outlet. The
pressure’s order of magnitude is around 1 bar, the average
free space is therefore around 68,10 · 10−9 m. The order of
magnitude of the characteristic length is one meter. Knowing
all that, the Knudsen number can be calculated. Its order of
magnitude is 10−7 which is much smaller than 1. Even if this
calculation was carried out only with order of magnitudes,
the results are so far from the limit that it does not require
any further investigations. The calculation would all be carried
using the Navier-Stokes equations

Not all turbulences can be simulated, the smallest ones
must be modeled using turbulence models. Two of the most
commonly used turbulence models are the k-omega (k − ω)
and k-epsilon (k− ε) models. k−ω and k− ε are respectively
efficient close and far from the wall, the k − ω − SST (SST
means Shear-Stress-Transport) is a mix of the advantages of
them both. That’s why this model is used.

C. Evaluation of the meshes’ quality

The chosen method for the evaluation of the mesh quality
relies on the GCI. It would allow to evaluate the importance
of each functionality of the meshing tool. It focuses on the
deviation made by the mesh. The aspect ratio method mostly
focuses on the aspect of the mesh. Even if this is an interesting
data, it is not enough to compare two meshes.

In order to use the GCI method, a python program was
developed to perform all the calculations previously men-
tioned. Depending on the programmer, the structure of the
program may vary. In our case, it is structured into three parts:
the importation of the python libraries, the definition of the
functions, the operative part of the program.

As for all python programs, the first step is to import all
the libraries which provide useful functions for the code. For
this program only the numpy and math library were needed.

All data of each simulation are stored in a matrix where each
line describes a mesh. Each column describes an element of
this simulation, respectively: “name of the mesh”, “number of
cells” and “result" of the simulation for the watched criteria”.
Actually, a Python matrix is a list of lists. During the run
of this program, a “grid size” column is added. This matrix
is named “liste” in the python program. Using the function
“tri4el_liste”, a new matrix named “datas” is created, it would
hold the same data than “liste” except that the lines would
be ordered differently. They are sorted so that the first line
shows the simulation with the smallest grid size and the last
line the biggest grid size. In order to simplify the writing of
the final program, each variable useful to obtain the GCIs has
a dedicated function.

def tri4el_liste(hi):
"""sorts a matrix according to the value
of its 4th column"""

Figure 5. Illustrated iterative process [16]

hf = []
hf=sorted(hi,key=lambda column: column[3])
return hf

This function makes sure that h1 < h2 < h3 [10].
To calculate the grid size, the “h” function has been devel-

oped. In order to simplify the calculations, h has been defined

as h = 3

√
vol

N
where vol is the overall volume of the meshed

volume instead of h = 3

√
1

N

∑N
i=1 ∆Vi.

def h(x, vol):
"""calculates h"""
return (vol/x)**(1/3)

This approximation does not have a significant impact on
the solution. The sum of all the volumes is very close from
the overall volume. Such a sum is not possible to code in
python. Indeed, iterative process are limited to 1000 iterations
in python and the order of magnitude of the meshes’ sizes
is 100 000 elements. Even if this approximation may lead to
some difference, it does not matter because the grid size’s goal
is only to say which of these three meshes is the coarsest and
which one is the finest.

Having a grid refinement ratio bigger than 1, 3 is not the
only constraint applying to the meshes. The three element
number must be evenly distributed. If not, an over flow error
might appear during the computing as shown below.

OverflowError: (34,’Numerical result out of range’)

One important function of this algorithm is the fixed point
iteration function. It is named fixedp in this program. This
function has been taken from the glowing python which is
an interactive python blog [13]. The fixed point iteration
algorithm allows to solve equations looking like x = f(x).
The main idea is summed up in Figure 5. Starting from a x0
value, the algorithm would then calculate x1 using the iteration
step xi+1 = f(xi). The iterations are repeating until the error
e = |xi − xi−1| is smaller than a defined value: 10−5 in our
case.
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The condition of convergence (for a function named g

instead of f) according to the Indian institute of technology
of Madras is:

“If g(x) and g′(x) are continuous on an interval J about
their root s of the equation x = g(x), and if |g′(x)| < 1 for
all x in the interval J then the fixed point iterative process
x(i+1) = g(xi), i = 0, 1, 2, . . . , will converge to the root
x = s for any initial approximation x0 belongs to the interval
J .” [4]

The ASME [10] recommends this method, suggesting that
these conditions are met.

The automatically sorting of the meshes with the function
“tri4el_liste” is not the only user-friendly measure of this
program. Indeed, everything is commented and explained, so
that an unexperimented user can understand it and use this
program. He must only read and understand what the GCI is.

IV. EXPERIMENTING

Different aspects of the mesh have been investigated: the
default element size (DES), the default growth rate (GR) and
the inflation parameters. By meshing the geometry, the outlet
cone automatically tends to get a structured mesh with a low
number of elements.

A. simulation parameters

To perform the simulation, the boundaries conditions are
defined. As described in subsection III-A, the diffuser’s walls
are set to "no slip wall" and the outlet cone’s walls as "free
slip wall". The inlet’s velocity is set to 90 m s−1. As said in
subsection III-B, the used turbulence model is the k − ω −
SST model. The outlet’s is set to a defined mass flow, which
corresponds to the inlet [12, p. 44].

Figure 6. the geometry in the ANSYS-CFX, while setting the boundary
conditions

B. Global mesh’s parameters

1) Default element size: The DES is a value quantifying
the mesh’s refinement. For our geometry, the default element
size can vary between 10mm and 1000mm.

It was the first criteria to be inspected. The study has
been carried out without using any inflation. Apart from
the DES, all the mesh values have been left to the default
one. The results in Table II were obtained simulating three
time precisely the same conditions, just the DES changes

Table II
DES STUDY

Mesh A B C
description DES=10mm DES=100 mm DES=1000 mm

number of element 267 039 49 788 29 147
Pin(Pa) 1 797,24 2 451,86 2 277,81
Pt,in(Pa) 6 601,25 7 096,42 7 010,6
Pout(Pa) 716,809 1 402,55 592,944
Pt,out(Pa) 1 705,91 1 416,97 1 589,88

Cp -0,224902 -0,225922 -0,355998
Kp 1,01901 1,22282 1,14535

Table III
GCIS OF THE DES STUDY

Cp Kp

finest 1, 37335.10−9% 0, 255011%
coarsest 0, 00564409% 0, 325490%

between two simulations. Cp and Kp are calculated with the
simulations’ results using the Equation 7 and Equation 8.

Table III shows how the pressure values can vary just by
changing the meshes.

The only needed values are the GCIs between the coarsest
and the finest meshes for the pressure recovery coefficient and
the total pressure loss coefficient. Having different GCI values
shows that, whether we want to investigate Cp or Kp, their
are two different optimal meshes. Table III shows that total
pressure loss coefficient, is way more impacted by the DES
than the pressure recovery coefficient.

Table III shows that the DES have no influence on Cp. The
DES’ influence on Kp rate is very small too.

2) Growth rate: The influence of the GR have been inves-
tigated. The experimental results are presented in Table IV.
The simulations have been carried out using the default mesh
settings and no inflation. The default element size has been
set to 100mm. The GCI study (see Table IV) shows us that
even if Cp is well impacted by the GR, Kp feels it once again
even more.

3) Global mesh’s parameters’ summary: This first part of
the study has shown us that Cp is less impacted by these two

Table IV
GR STUDY

Mesh A B C
description GR=1,1 GR=3,045 GR=4,99

number of elements 111 741 18 090 15 107
Pin (Pa) 2 834,47 2 531,44 2 429,93
Pt,in (Pa) 7 633,27 7 205,39 7 091,96
Pout (Pa) 1 015,02 277,586 128,873
Pt,out (Pa) 2 141,11 1 270,38 1 118,98

Cp -0,379146 -0,482216 -0,493574
Kp 1,14448 1,26980 1,28119

Table V
GCIS OF THE GR STUDY

Cp Kp

finest 1, 54691% 2, 27020%
coarsest 1, 48345% 1, 92980%
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Table VI

FLH STUDY

Mesh A B C D
e1 = 0, 014mm 0, 14mm 1, 4mm 14mm

Number of
elements 81 691 73 548 58 976 34 469

Pin (Pa) 2661,56 3830,67 2837,47 1580,83
Pt,in (Pa) 7020,18 8421,6 7525,77 6281,5
Pout (Pa) 831,465 1484,79 964,75 216,572
Pt,out (Pa) 1754,66 2472,52 2001,27 1096,45

Cp -0,419879 -0,510981 -0,399445 -0,290226
Kp 1,208070 1,295833 1,178359 1,103045

parameters than Kp.
Comparing Table III and Table V shows that in order to

have a efficient mesh to study Cp, it is useless to have a fine
DES. It is more important to have a fine GR. Even if the the
DES has an impact on Kp, it stays neglectable in comparison
to the GR.

Even if the most optimal mesh might not be the same for
both Cp and Kp, having just one mesh for both of the criteria
allows to run the simulation only once, which saves even more
time.

C. Inflation parameters

Several criteria describe the inflation layers of a mesh. The
tested ones are the first layer thickness (e1) and the maximal
number of layers (n, named "Maximum layers" in ANSYS).
The inflation growth rate (IGR) cannot be tested because a
fine enough grid refinement ratio cannot be reached. The total
thickness (en) is described in Equation 10, it is basically the
sum of the terms of a geometric progression (a geometric serie)
of common progression IGR and start value e1.

en = e1
1− IGRn

1− IGR
. (10)

Based on the y+ calculation (see the outer layer), the first
layer thickness should be set to e1 = 0, 14mm to include the
whole buffer layer and viscous sub-layer (y+ = 30).

1) First layer height: The "First layer height" (FLH) ob-
viously describes the thickness of the first inflation layer. for
this experiment, the DES has been set to 1000mm and the GR
to 1, 2. The "Maximum layers" has been set to 20.

The simulation results are presented in Table VI. In order to
use a big enough grid refinement ratio, the A and D meshes
must be used. The number of elements’ difference between
the A and the B meshes is too small, it generates an overflow
error (as mentioned in Evaluation of the meshes’ quality).
Therefore, the used meshes are A, C and D.

The GCI study (see Table VII) shows that having a too
thin first layer is not an effective meshing parameter. As e1 =
0, 14mm is not considered for this study, this result has to be
mitigated.

2) Maximum layers: In order to study the influence of
the "Maximum Layers" (ML) inflation option, the default
"Element Size" has been set to 1000mm, the inflation GR
and the default GR have been set to 1,2.

Table VII
GCIS OF THE FLH STUDY

Cp Kp

finest 0,045399% 0,081715%
coarsest 0,111666% 0,115298%

Table VIII
ML STUDY

Mesh A B C
Description n=25 n=5 n=1

Number of elements 76 647 53 779 34 320
Pin (Pa) 4144,57 -4283,34 2618,22
Pt,in (Pa) 8698,49 -62,1356 7339,54
Pout (Pa) 1629,55 -6494,64 479,525
Pt,out (Pa) 2653,27 -5531,09 1409,35

Cp -0,552276 -0,523855 -0,452987
Kp 1,327476 1,295591 1,256045

To have a big enough grid refinement, the FLH has been set
to e1 = 0, 07mm. With a FLH of 0, 14mm the grid refinement
would not have been enough.

The Table VIII presents the three meshes used for this
experiment and their pressures.

The Table IX shows that the ML has an impact on Cp but
not really on Kp.

3) Inflation parameters’ summary: This second Part of
the study has shown us that the inflation does not have a
substantial impact on Kp. The "Maximum Layer" influences
Cp.

The fact that none of these two inflation criteria can reach
the GR’s GCI, can show that most of the turbulence are
situated in the main body of the volute, not in the boundary
layers. But it is just an hypothesis which should be investigated
deeper.

V. CONCLUSION AND PERSPECTIVE

What is clearly illustrated with Table X is that the DGR
is the ultimate parameter for the Cp and Kp simulation. The
maximal layer number is important for Cp but, for KP the
DES is the second most important parameter.

Table IX
GCIS OF THE ML STUDY

Cp Kp

finest 1,096944% 0,018781%
coarsest 1,263440% 0,021721%

Table X
PARAMETER RANKING BASED ON THEIR GCI REGARDING TO Cp AND Kp

GCIs Cp Kp GCIs
DGRfinest 1,5469% 2,2702% DGRfinest

DGRcoarsest 1,4835% 1,9298% GRcoarsest

MLcoarsest 1,2634% 0,3255% DEScoarsest

MLfinest 1,0969% 0,2550% DESfinest

FLHcoarsest 0,1117% 0,1153% FLHcoarsest

FLHfinest 0,0454% 0,0817% FLHfinest

DEScoarsest 0,0056% 0,0217% MLcoarsest

DESfinest 0,0000% 0,0188% MLfinest
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Table XI

THE BINARY RESEARCH PROCESS

stage e1(mm) Nodes Elements Sum =
Nodes+ Elements

1 14 101166 346635 447801
2 7,7 103543 319021 422564
3 4,55 120327 309936 430263
4 2,975 140232 335734 475966
5 2,1875 155678 360182 515860
6 2,58125 146606 344193 490799
1 1,4 180353 402867 583220

Starting from the coarsest mesh possible, it will be improved
step by step until the limit of 512 000 cells and knots allowed
by the ANSYS student version is reached [9]. As shown on
Figure 7, the first step is to set the DGR its finest level (GR =
1, 1), the medium DGR is skipped (it will not make sense to go
backward to generate a mesh with the medium DGR). Based
on the same logic, the parameters will be improved following
this sequence:
• DGR would be set to its finest value,
• ML would be set to its medium value,
• ML would be set to its finest value,
• DES would be set to its medium value,
• DES would be set to its finest value,
• FLH would be set to its medium value and at least
• FLH would be set to its finest value.

Figure 7. Optimisation steps illustrated on Table X

Once one of the criteria can not be improved without
overcoming the ANSYS student’s limit, a binary researched
is performed to get as close as possible to the limit.

The mesh can be improved until the first layer is set to
1, 4mm. Their is then 58 3220 (which is obviously bigger
then 512 000) elements and nodes in the mesh. The goal is
now to find a value for e1 between 14mm and 1, 4mm so
that the elements and nodes number is just below the limit.
Generating a mesh with a "First Layer Height" bigger than the
DES means that no inflation will be generated. In our case,
as long as e1 < 10mm, no inflation will be generated. With
a hand made binary research shown in Table XI, the optimal
mesh is set with an "First Layer Thickness" of 2, 6mm. It then
have 489 602 knots and elements which correspond to 95, 6%
of the biggest mesh available with ANSYS Student.

According to this study, the most efficient mesh, will have
the characteristics presented in Table XII

These mesh parameters should be used for the next step
of this project: finding through CFD simulations the optimal
shape for a centrifugal compressor’s volute.

Table XII
BEST MESH’S SPECS

parameter value
DGR 1,1

Maximal Layers 25
DES 10mm

First Layers Height 2, 6mm

Table XIII
ABBREVIATIONS

Abbreviation meaning
CFD Computational fluid dynamic

CAD computer assisted design

FEM Finite element method

FVM finite volume method

FDM finite difference method

GCI Grid convergence index

ASME American society for mechanical engineers

SST Shear-stress-transport

DES default"element size"

GR Growth rate

IGR Inflation growth rate

FLH First layer height

ML Maximum layers
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Abstract—This paper describes the approach of designing a
customized secure bootloader. Purpose will be the distribution of
CTF-styled automotive security challenges onto a target platform
for educational purposes. This is done by analyzing current
practices, requirements and conditions of bootloaders in the
real automotive industry in order to provide a more accurate
picture of the real world. The most important steps in designing
a bootloader, likely even secure software in general, are setting
clear security goals, as well as carefully considering the general
conditions introduced through the environment. While in our
application the internal structure of the bootloader does not
have to accurately represent reality, there are other factors that
show the difficulty in designing such a concept. Especially poor
hardware support and the fact that the challenges can be seen
as a firmware that is insecure by-design.

Keywords—Secure Bootloader, Security, Automotive, Security
Concept

I. INTRODUCTION

Everything in our modern society is getting more connected.
Close to everybody uses a smartphone. In recent years it
became popular to modify a house with many small computer-
like devices - forming a “Smart Home”. A similar development
is seen in the automotive industry. Cars nowadays can be seen
as a big network of up to 100 or more small computers and
they are even being connected with wireless interfaces to the
internet. All of these devices have something in common: they
run software. In many cases, software is not final when the
hardware is being manufactured in the factory or when it is
sold.
We have become used to updates. Usually feature update or
security updates. While a cars’ features may be final before
selling, security is very unlikely to be final. In general, there
are are two security requirements that have to be achieved.
“Requirements for the presence of desired behavior and re-
quirements for the absence of undesired behavior”[1]. While
it is quite easy to prove feature is existent simply by testing
and demonstrating it, it can be quite hard to prove that a
system doesn’t have any vulnerability and therefore is secure.
Therefore it is necessary to keep a device flexible in terms of
the software running.
This is where bootloaders are used. Figure 1 illustrates the
flash memory layout of such a device. A bootloader is the
first code that runs on a device after it is powered or reset. It
initializes the hardware, e. g. the microcontroller, into a usable
state and then jumps to the firmware in order to boot into it.

Fig. 1. Example bootloader memory layout.

It often comes with a firmware flash process, that allows for
a new firmware to be loaded into the devices storage instead.

II. BOOTLOADERS IN AUTOMOTIVE

In the automotive industry, security is of special interest
because of the requirements for functional safety. While many
devices in peoples usual life use an update mechanism (e.
g. phones, computers or IoT-Devices), most of the time a
malfunction of these devices is not life-threatening. This is
different with automotive software, which therefore has to
fulfill many functional safety requirements and is tested very
well. Nonetheless, even in the automotive industry, updates are
sometimes necessary when the car is already in the hands of
the consumer. Examples here would be the update for some
diesel cars[2] or also sometimes non-critical feature-updates.
Security vulnerabilities in cars may allow for threats found in
the traditional computer world[3] and cases like the famous
Jeep Cherokee-hack[4][5][6] show just how much functional
safety depends on security. The difficulty of creating and
implementing a flawless security concept, as argued in chapter
I, makes an update mechanism necessary to mitigate dangers
introduced through malicious intent or tampering with the
device. There has to be long-term security, especially when
considering the life-cycle of a car. While many day-to-day
computer-devices are often just used for a limited amount of
years, cars often have to be secured for several decades.
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A. General requirements

The following section lists general goals of a bootloader
in automotive when flashing a new firmware, based on a
specialist book[7, Chapter 9.4]:

• Programming conditions
Special conditions may have to apply while program-
ming. This is specified by the memory chip manufac-
turer, examples can be: voltages, temperatures or timing
constraints.

• Access controls
The bootloader should only allow authorized entities to
have access to the programming interfaces.

• Hardware-Software-compatibility
The bootloader should check the compatibility of the new
firmware to the hardware. Because of Original Equipment
Manufacturer (OEM) internal structures there may be
many versions of firmwares and Electrical Control Units
(ECUs). Compatibility has to be ensured.

• Memory area checks
A bootloader has to check different memory areas to
decide whether a flash process can be executed. A fault
condition could be that the target memory is not write-
able.

• Robustness against programming errors
The bootloader has to be secured from unintentionally
being overwritten. Even in case of errors while program-
ming the bootloader must stay operational to allow a
recovery of the device.

B. Main Security Goals

A bootloader not only should provide an update mechanism
for keeping the firmware running secure, but the process
should also be secure itself. In the eyes of an attacker, a boot-
loader is an appealing target, since it contains a mechanism
for changing the software running and hijacking that process
may be a possible target for controlling the ECU.

In general, a secure bootloader provides two essential main
properties that distinguish it from a normal bootloader. These
are explained here related to the automotive industry:

• Confidentiality of the firmware
The goal is to ensure confidentiality of secrets within the
firmware. Different parts of a firmware can be seen as
secret or not. In an open-source approach, often there are
no secrets at all. Sometimes there are just small pieces
to be kept secret (e. g. an authentication token). So it
must be clear what has to be secured. In automotive, most
of the time the OEM wants to protect his intellectual
property and therefore has an interest for keeping the
entire firmware secret. While updating the firmware of
an ECU, it has to be transferred through several, possibly
insecure channels. The tool to be used here is usually
encryption.

• Integrity and authenticity of the firmware
The goal is to ensure the integrity and authenticity of
the software running. This is usually achieved through a

process commonly known as “Secure Boot”. It describes
a boot process, that only allows authorized software to
run. It makes sure, that only firmware that was approved
through the OEM is allowed. Usually signed fingerprints
of the firmware that can only be produced by the OEM
are used to achieve this. They can be generated by using
public key cryptography. The software is verified every
time the ECU boots. The background of this is to have a
safe system. Running a modified firmware on a car’s ECU
that is not tested and certified may impose danger to the
driver and occupants, as explained before. It also hinders
an attacker from easily hijacking the update process and
injecting modified firmware, since he is not able to create
a signed fingerprint.

While the automotive industry introduces many special
attributes and conditions, it has still a lot of problems to
be solved in common with other industries. By analyzing a
sketch of a concept from the IoT-sector[8], the following (non-
exhaustive) list of requirements should find consideration if
applicable, when designing a secure bootloader:

• Key storage
For cryptographic mechanisms within the bootloader to
work, the secrets or keys have to be stored in a secure
way. A hardware root of trust or secure key storage can be
a good option. This is essential for fulfilling Kerckhoffs’
Principle[9].

• Revoke mechanism for signing keys
In case private keys are leaked, a mechanism for revoking
keys would mitigate possibilities to tamper with the
device’s update mechanism.

• Rollback prevention
It should not be possible to downgrade a firmware to a
earlier version that might have security flaws.

• Readout protection
Generally prevent possibilities to externally read data and
extract data from the ECU. For example by disabling
JTAG or encrypting external flash chips. This prevents
common attack vectors.

These goals are supposed to provide a good starting point and
orientation for designing a secure bootloader targeted at the
automotive industry and are still open for discussion.

C. General conditions

Every software project depends on the different parameters
that it is embedded in. Hardware capabilities, as well as
requirements introduced through functional safety and general
economic considerations may influence the requirements of a
bootloader.
Besides the general circumstances concerning functional
safety introduced at the start of chapter II, hardware capability
is of importance. In the automotive industry in particular it is
tried to keep the costs in production low because of the high
quantity of cars. An ECU usually just barely fulfills the mem-
ory and performance requirements to fulfill its tasks since any
unused performance reserve is likely to cost a lot more when
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considering the quantity. In contrast, cryptography in general
increases the resources required and microprocessors with
special-purpose security hardware modules built-in are even
more expensive. In order to have a secure system, hardware
support must allow for it. While not only the microprocessor
has to provide security features like a secure key storage or
readout protection, it must also be secure. If the hardware-level
security fails, software is likely to be vulnerable. An example
of how it should not be is the STM32F1 microprocessor series.
There it was proven that the readout protection can easily be
broken[10].
It also has to be kept in mind that even hardware attacks are
possible, since the attackers are most likely able to get their
hands on the car and thus have physical access. Therefore it is
essential that it is carefully evaluated whether the conditions
allow for the security concept to be implemented and if it is
secure despite the attackers possibilities.

D. Current State: Industry

Currently, in the automotive industry bootloaders are
widely used. This is due to the advantages they provide[7].
Without one, every ECU would have to be programmed in
the factory for many different cars and versions of cars.
This creates a logistical complexity because of many slightly
different ECUs. One of the most important advantages is that
an ECU can be reprogrammed or updated more easily when
it is necessary, e. g. at a repair shop.
Bootloaders in the automotive industry come in different
kinds of flavors, but usually work in a similar way. As most
of the software in automotive, they use a highly modular
approach and fulfill different standards. This allows for
reusability of the code. The ECU manufacturer can chose
from several companies that provide proprietary bootloader
solutions which can be adapted to different ECUs. Therefore
it is often the case that the bootloader is provided by an
external company.

E. Current State: Technical Aspects

In general, the bootloader is interfaced with over the car-
internal network. Nowadays the Controller Area Network
(CAN) bus system in combination with the ISO-TP[11]
transport-protocol is very common to be used for commu-
nicating with the bootloader. The communication itself is
using diagnostic protocols. One popular example is the Unified
Diagnostic Services (UDS)[12] protocol. It is a client-server
based protocol, where the vehicle repair shop tester (client)
sends requests to the ECU (server), which then answers
with responses. Functionality for authentication for using the
interface and flashing the ECU is defined.
Due to the modularity and hardware properties, an automotive
bootloader consists of several components. They are called
Boot-Manager, Flash-Loader and Flash-Driver[7]. Figure 2
shows how they could be aligned in memory.

• Boot-Manager
After powering on the ECU or a reset, the Boot-Manager

Fig. 2. Example automotive bootloader memory layout.

is the first code to be executed. It decides whether the
execution flow should continue towards the Flash-Loader
or the Application Firmware. Criteria for this decision
are whether there is a valid firmware or whether a switch
into programming session has been requested.

• Flash-Loader
The Flash-Loader contains the necessary code to control
the execution flow while programming. It also must be
able to communicate with the tester, therefore it contains
an communication stack for the necessary protocols.

• Flash-Driver
The Flash-Driver contains the actual programming al-
gorithms in order to program the actual memory chips.
These are usually routines for erasing memory and pro-
gramming it. They can be already stored on the flash
chip as part of the Flash-Loader or provided through
the tester only when needed. Depending on the memory
chip, different programming algorithms may be needed.
As an example it could be a CPU-internal flash or an
external Electrically Erasable Programmable Read-Only
Memory (EEPROM). While reprogramming a memory
chip, depending on the chip itself, it may be possible
that other memory blocks of the same chip aren’t ac-
cessible. Therefore the Flash-Driver is often copied to
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RAM and run from there, since chips may not allow to
be programmed and have code being run from at the same
time.

This standardized approach also allows for addressing the in
chapter II-B mentioned security goals.
In order to achieve confidentiality of the firmware, it is
possible to specify an interchangeable encryption algorithm
and transfer the firmware encrypted. A suitable and com-
monly used algorithm is called Advanced Encryption Standard
(AES), as an example.
Integrity and authenticity of the firmware can be achieved
on different security levels. A simple checksum can verify
whether the programmed firmware is in its original state, but
this can easily be manipulated. If security is needed, e. g.
in case of a secure bootloader, cryptographic methodes like
Hash-based Message Authentication Code (HMAC) and the
Rivest–Shamir–Adleman (RSA) cryptosystem can be used.
In summary, the automotive industry uses a standardized
approach that allows for mathematically secure concepts to
be implemented within a bootloader. That said, it all depends
on Kerckhoffs’ Principle[9] and for the keys to be secret, as
well as the bootloader running to not be manipulated.

III. AUTOMOTIVE-LIKE BOOTLOADER FOR
CTF-CHALLENGES

In order to create a security concept, the conditions have to
be carefully examined since different use-cases may require
different approaches. In addition, every feature should be
considered if it really is necessary, since the more complex
a software becomes the more likely it is to contain security
vulnerabilities.

A. Use-case

The final goal is a secure bootloader for education purposes,
but it shouldn’t be strictly limited to that. The idea is to have
this bootloader be part of a course that provides students
with realistic Capture-The-Flag (CTF) security challenges in
the automotive context. In such a challenge, the student has
to discover and exploit a purposefully implemented security
vulnerability. If he succeeds, the student obtains a “flag”, e. g.
a random string of data, that proves he solved the challenge.
The secure bootloader itself will be used to distribute different
challenges towards the hardware the challenges will run on.
This will happen through automotive protocols in order to
keep it realistic. The bootloader-interal structure does not
have to be the same as in a real automotive bootloader, since
the bootloader should just provide a proper environment
and hacking the bootloader is not scope of the challenges.
Nonetheless, the bootloader should be resistant to attacks.
Security purpose of the bootloader is to prevent any cheating
while the challenges are being distributed. Since they will
be flashed over CAN, students have access and could just
sniff all challenges, extract the flag and therefore solve every
challenge with the same exploit. Therefore, main goal is to
protect the flag and to leak as little information about the
challenge as possible. In addition only authorized code should

be run to restrict any access further.

B. Conditions

The use-case and chip used introduce some special
conditions that have to be considered when designing the
bootloader. The chip used is the “ATSAME70N21B”[13].
It provides a few security-relevant features like a Memory
Protection Unit (MPU), True Random Number Generator
(TRNG), hardware AES and Secure Hash Algorithm (SHA)
support.

• Insecure firmware by-design
One special condition is that the firmware is insecure by-
design due to it being a CTF challenge. This means the
bootloader must not only provide security from outside
attacks, but even from the firmware. Attackers are ex-
pected to even achieve arbitrary code-execution since it
may be the challenges’ goal. While it is intended to allow
an extraction of the flag if the challenge is flashed, secrets
within the bootloader, e. g. cryptographic keys, still have
to be secured in order to not have the bootloader security
be compromised.

• No hardware supported key management
In order for the bootloader to provide security, the cryp-
tograpic keys must not be leaked at any point in time.
The microprocessor in use does not provide any hardware
key management. Since the bootloader is the first code
running, it has full control over the microprocessor and
therefore it should be possible to configure the MPU to
provide memory space that only the bootloader itself can
access. In addition the MPU should be used to restrict
access to hardware modules or memory spaces further
that are not needed for the firmwares.

• Hardware access
The challengees are provided the physical hardware and
have access to the hardware not only when solving the
challenge, but also when the challenge is distributed.
This is important to consider because hardware attacks
can be very hard to defend against. Such attacks can
be side-channel and glitching attacks. While they are
often of great effort they can often be quite successful.
Nonetheless, the hardware is still managed and controlled
by the providers of the challenges. If for example keys
are leaked, they can be changed and possible counter-
measures to attack may be implemented.

IV. CONCLUSION

Bootloaders in the automotive industry have some special
properties due to the economy of the industry. Especially the
interchangeability, standards and the fact that programming is
very close to the embedded hardware is the reason to that.
Due to the different requirements, it is reasonable to design
the CTF bootloaders’ internal architecture in a vastly different
way to keep complexity and therefore the attack surface low.
Nonetheless, from the outside it will seem like an automotive
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bootloader since it implements the protocol properly. This
paper shows that it is necessary to have clear security goals.
Without the knowledge of what to protect, security measures
may be inadequate. Also the general conditions are of impor-
tance. Possible attack vectors should be considered and the
hardware support is important. If the latter is insufficient, it
may not be possible to achieve the intended level of security at
all. As for further work, an exhaustive attack surface analysis
should be done in order to understand the threat fully.
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Abstract—The EU-Horizon-2020 project ”SWS-HEATING”
aims at developing a compact solar-assisted heating system with
advanced materials and components, to achieve a solar fraction
over 60 % of heating demand (both space heating and DHW) of
energy efficient single-family houses in central/north Europe. The
core of the proposed energy system is an innovative, almost loss-
free, multi-modular adsorption seasonal heat storage based on an
innovative adsorption module employing a new sorbent material
of the Selective Water Sorbent (SWS) family and heat exchangers
(HEXs) to act as adsorber, evaporator and condenser. To this aim,
asymmetric plate heat exchangers (ASPHEX) available form one
of the SWS-Heating consortium partners shall be experimentally
investigated as adsorber/desorber and evaporator/condenser heat
exchangers in an adsorption storage module.

The construction work, which has been carried out to adapt
the available ASPHEXs to realize the world-wides most compact,
lab-scale test unit of an adsorption storage module based on
ASPHEXs in the Laboratory of Sorption Processes (LSP) of
OTH Regensburg are presented. In addition, the adsorption-
evaporation process has been experimentally investigated under
typical operating conditions of adsorption heat conversion pro-
cesses and the obtained results have been discussed.

A design review has been carried out to optimize the perfor-
mance of the investigated ASPHEXs for application in the multi-
modular seasonal adsorption storage. The design review results
shall be realized by the consortiums partner and the optimized
heat exchangers shall be tested in single as well as multi-modular
adsorption storage units.

Index Terms—adsorption heat storage, plate heat exchangers,
SWS, solar thermal energy

I. INTRODUCTION

The depletion of the fossil fuel sources and the increasing
concerns regarding the greenhouse gas (GHG) emissions and
climate change are leading the world towards intensifying the
utilization of renewable energy sources. Solar energy is one of
the most promising alternative energy sources. However, due
to the fluctuating and unstable nature, it does not match, most
of the time, to the consumers energy demand. This divergence
can be compensated by suitable energy storage technologies
[1]–[3].

According to the EU-commission, the primary energy con-
sumption in the EU household sector amounts to 25.7 % of
the total energy consumption in the EU. In the households,
the energy consumed for space and water heating amounts
to 79.2 % of the total energy consumption. Until now, the
EU-household sector depends by far on the traditional heating
systems, which consume either fossil fuel or electrical power.
In addition, an abundant amount of energy is lost every year
in the different energy conservation processes worldwide [4].
About 63 % of this energy is classified as low-grade waste heat
(<100 ◦C), which cannot be utilized in electricity generation
due to its low temperature.

Therefore, the interest in exploiting such low-grade waste
heat as well as solar thermal energy for space heating has been
recently increased considerably. Since the low-grade waste
heat has mostly fluctuating nature as well, an effective heat
storage technology, which allows long-term energy storage and
compatible with the fluctuating and low-grade heat sources,
could make a remarkable achievement in reducing the GHG-
emissions in the household energy sector.

There are three main thermal energy storage techniques:
sensible, latent and thermochemical [5]. In sensible storage,
the stored heat is proportional to the temperature difference of
the storage medium, i.e. the temperature difference between
the charge and discharge phases. The storage density depends
on both the temperature difference and specific heat of the
used medium. The heat storage medium can be liquid or solid
and the most common example is the water (in the liquid
phase). The use of water as a sensible heat storage medium is
favourable due to the cost-effectiveness, environment-friendly
and good thermodynamics characteristics, in terms of the spe-
cific heat [6]. The main drawbacks of using water as sensible
storage medium is the limitation of temperature working range
(0 to 100 ◦C) and the high corrosion potential of the storage
system components. Although the sensible heat storage system
has simple designs, low cost, it is classified as a low heat
storage density technology and suffers from high thermal
losses.
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In case of latent thermal storage, the large change in
enthalpy during the phase change process at almost constant
temperature of the storage material is exploited to store
heat. The material are often mentioned as Phase Change
Materials (PCMs) [7]. The phase change process can be a
transition process between solid and liquid phase (i.e., melting
and solidification process) or between two different crystal
structures of the solid phase. Water beside salts are the most
common inorganic materials used for the latent heat storage
systems, where the storage is usually in the form of a transition
between solid and liquid phase. Zalba et al. [8] have reviewed
various aspects of latent heat storage systems, like PCMs heat
transfer and applications. Latent heat storage systems have the
advantage of operation in low temperature range and possesses
a higher energy storage density in comparison with sensible
heat storage.

The main advantage of latent heat storage is the ability to
carry out charge and discharge processes without temperature
fluctuations. However, the slow kinetics of the phase change,
the instability of the PCM, and the material volume variation
associated with the phase change of the material are the main
drawbacks of this kind of heat storage. In addition, it is not
very much suitable for long-term heat storage, due to the heat
dissipation from the PCM to its surrounding.

Thermochemical energy storage is achieved by means of
a reversible thermo-physical or thermos-chemical reaction
between two components for storing thermal energy [9].
The heat storage systems associated with chemical reactions
demonstrate high storage capacity compared with those associ-
ated with physical reactions. However, regarding the reaction
kinetics, the physical reaction systems demonstrate superior
performance. The sorption technologies involve physical reac-
tions, which need generally lower charging temperatures com-
pared to the chemical reactions. A sorption process involves
a reaction between a refrigerant such as water or ammonia
with a sorbent, which could be liquid (absorption system) or
solid (adsorption system). Beside the high storage capacity,
the almost zero-losses of the thermochemical energy storage
system is the main advantage of using those systems for long-
term, e.g. seasonal, heat storage.

Although absorption heat storage systems in e.g. Water-LiCl
have received a lot of attention, they require relatively high
charging temperatures, compared with adsorption systems. A
greater risk of crystallization and pumping corrosive liquid are
further drawbacks of such absorption systems [10]. In case of
adsorption heat storage systems, these drawbacks do not exist.
However, adsorption systems still have other challenges, which
are presented in poor heat and mass transfer coefficients. More
details about the advantage and disadvantage of the available
heat storage technologies could be found elsewhere [5], [9].

It can be concluded that the compatibility of adsorption
storage systems with the low-grade heat sources (<100 ◦C)
and the almost zero heat losses make it one of the most
attractive heat storage technologies for exploiting solar thermal
energy and the low-grade waste heat for space heating and
cooling applications. The enhancement of the combined heat
and mass transfer characteristics and the development of new
adsorbent materials with higher adsorption capacities may
lead to a remarkable improvement on the performance of
such heat storage systems. Moreover, the system compactness,
durability, reliability and fabrication cost should be taken into
account when it comes to a commercial product.

The EU-project ”SWS-HEATING” aims, therefore, at devel-
oping an innovative seasonal thermal energy storage (STES)
system based on the adsorption technology. A new system
shall be developed with a novel storage material and a creative
configuration, i.e., a sorbent material embedded in a compact
multi-modular sorption STES unit. This will allow to store
and shift the harvested solar energy available abundantly
during summer to the less sunny and colder winter period,
thus covering a large fraction of heating and domestic hot
water demand in buildings. The targeted benefit of this next
generation solar heating technology is to reach and overcome a
solar fraction of 60 % in central/north Europe with a compact
and high-performing STES system.

In this study, a compact single module, adsorption heat
storage, with all components made of stainless steel and with
a pair of a high-efficient asymmetric plate heat exchangers
(ASPHEXs) developed from one of the SWS-Heating con-
sortiums partners shall be assembled and pre-tested under
relevant operating conditions of a real adsorption system. The
setup module shall allow carrying out adsorption-evaporation
and desorption-condensation processes representative to the
processes carried out in the real adsorption heat conversion
systems, like heat storage, heat pumps and chillers.

The applied ASPHEXs are identical and are not basically
designed to act as adsorber/desorber. Therefore, a dedicated
adaptation work should be carried out. The details of the
adaptation and construction work, which has been carried
out to adapt the applied ASPHEXs to produce the world-
wides most compact, lab-scale test unit of a single-module,
adsorption storage based on ASPHEXs in the Laboratory of
Sorption Processes (LSP) of OTH Regensburg are presented.
Based on the pre-test results, described and discussed in
this work, the design review measures shall be derived, in
order to design an optimized ASPHEX for application in the
next developments of the multi-modular seasonal adsorption
storage within the SWS-Heating project.
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II. ASSEMBLY OF THE SETUP

A pair of identical closed-structure ASPHEXs produced
by Alfa Laval, Sweden, was selected to assemble a com-
pact single-modular adsorption heat storage system. Figure
1 depicts the configuration of the applied ASPHEXs. The
ASPHEX is a stack of multi-nickel-brazed parallel plates made
of stainless steel (SS). The brazing of the plates together forms
two separated and non-identical domains. The ASPHEX are
designed to exchange heat between two fluids (gas or liquid).
Therefore, each domain shall be occupied by a flowing fluid,
which enters the ASPHEX from an inlet port and leaves from
the corresponding outlet port of that channel. Moreover, the
design of the ASPHEX allows the draining of the condensed
droplets in case of using the ASPHEX for cooling down a
condensable gas.

Fig. 1: ASPHEX Compact 26 with N-20 (A=83,0 [mm]) [11]

From the above description, it is clear that the applied
ASPHEXs are not designed to act as adsorbers /desorbers.
Therefore, some adaptation efforts are required to apply them
as adsorber/desorber or evaporator/condenser in an adsorp-
tion storage module. The ASPHEX should enable the heat
exchange between a HTF passing through one of the two
separated domains of the ASPHEX and an adsorbent material
occupying the other domain of the ASPHEX. As mentioned
above, the two domains are not identical. The volume ratio
of the domains is 1.66 and the bigger domain has the two
big ports (see Fig. 1), which allows the application of such
heat exchangers for heat recovery aspects in cooling down
the exhaust gases of e.g. a combined heat and power system.
From the Coefficient Of Performance (COP) point of view,
it is favourable to select the smaller domain for the HTF
and the larger one for the adsorbent material, because that
leads to decrease the heat capacity ratio of the Adsorber
(KAdsHX) [12] and, accordingly, increase the COP. Another
advantage of using the larger domain for the adsorbent is the

a) 4 co-rotating spiral with a
diameter of 4 mm and a pitch
of 210, 4 supports, base plate
closed and hollow cylinder

b) 3-D printed cylindrical frame
with the stainless steel sieve

Fig. 2: Cylindrical frames with 4 mm wall diameter and a
pitch of 210 mm per 100 mm

larger ports (see Fig. 1), which can be utilized to connect the
adsorber/desorber to the evaporator/condenser with lower mass
transfer resistance.

The form of the adsorbent material plays also a significant
role on the mass transfer resistance facing the vapour flow
during the adsorption and desorption processes. Using the
adsorbent in form of loose grains provides lower mass transfer
resistance compared with using the adsorbent in a coated form.
Indeed, the coating form demonstrated higher heat transfer
rates between the adsorbent and the surfaces of the heat
exchanger, however it suffers from poor mass transfer and high
production costs. Several experimental studies [13]–[15] have
demonstrated that adsorbent materials in form of loose grains
can provide the same specific power of a coated adsorbent
layer, if the right grain size is selected. In addition, with respect
to stability, production cost and ease of production, the use of
loose grain has many advantages [12].

In order to use adsorbent in form of loose grains without
allowing the grains to fall out of the adsorbent domain into,
e.g. the vapour manifolds (the two openings with the biggest
diameter in Fig. 1) of the ASPHEX, a special construction
allowing the vapour to pass through, while preventing the
adsorbent grains from falling out has been designed.

Figure 2 depicts the design of this special construction. It
is a cylindrical frame with a piece of fine stainless steel (SS)
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Fig. 3: Schematic layout of the experimental adsorption stor-
age unit with the required sensors and actuators

sieve mounted annularly on the lower part, thus facing the
different adsorbent domain channels. Two pieces of this special
construction have been realized with the aid of the 3-D printing
technology existing in the laboratory of Sorption Processes
of OTH-Regensburg and mounted in the vapour manifolds of
the ASPHEX. With appropriate stoppers, both frames have
been mounted in the adsorber/desorber heat exchanger and
prevented from any movement after the assembly of the
whole storage module. To fill the adapted ASPHEX with
the adsorbent grains, the two small ports for draining the
condensed gases have been utilized. The Adapted ASPHEX
has been mounted on a vibratory sieve shaker and filled in
with the adsorbent grains. The adapted ASPHEX has been
filled with 765 gram of dry silica-gel grains of type ”Siogel”
produced by OKER CHEMIE, Germany, in the size range of
0.71-1.0 mm.

The layout depicted in Figure 3 illustrates a schematic for
the assembled, single modular adsorption heat storage unit.
The system consists, as depicted in Figure 3, mainly of two
compartments.

The first is the top-left ASPHEX adapted to work as
adsorber/desorber and the second is the second identical
ASPHEX (without any adaptation) to work as an evapo-
rator/condenser. The two ASPHEXs are connected together
through two separated pipelines. The connection pipes allow
the refrigerant vapour to transfer between the two ASPHEXs.
Two vacuum gate-valves (V1.2 and V2.2) are mounted on the
pipelines to allow separating the two ASPHEXs from each

Fig. 4: Setup of the test rig with two ASPHEXs and the
necessary vacuum components

other. Two pressure transducers (P1 and P2) are mounted on
the pipelines connecting the two ASPHEXs together (See Fig.
3) to measure the pressure of the refrigerant vapour in the
two ASPHEXs separately, i.e., the vapour pressure inside the
adsorber/desorber and the evaporator/condenser. Finally, two
extra vacuum valves (V1.1 and V2.1) are mounted on the
pipelines to allow evacuating the two ASPHEXs separately. In
addition, the valve used to evacuate the evaporator/condenser
(V1.1) is used also to fill it with the degassed refrigerant.

The pipelines and valves are all made of stainless steel.
To prevent the undesired local vapour condensation on the
inner surface of the connection piping and valves, especially
during the condensation-desorption processes, a controlled
heating cable is wrapped around them to keep their wall
temperature higher than the condensation temperature. The
set-up is well insulated to minimize the heat loss/gain to/from
the surrounding. A leak test has been carried out with the
helium leakage test unit to ensure the vacuum tightness of the
whole assembly before starting the measurements. Figure 4
shows the 3D-drawing of the assembled components of the
adsorption storage module depicted schematically in Figure 3.

A. Evaporator/condenser preparation

After evacuating the whole system, the two vacuum gate
valves (V1.2 and V2.2) shall be closed to separate the
evaporator/condenser from the adsorber/desorber. An external
tank filled with degassed water, which shall be used as a
refrigerant, is to be placed on a high-sensitive balance and be
connected to the evaporator/condenser through valve (V1.1)
mounted for evacuation and filling the evaporator /condenser
with the refrigerant. A cold heat transfer fluid (HTF) at 5 ◦C,
is allowed to pass through the evaporator/condenser to cool it
down and enables condensation of the water vapour coming
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out from the external tank. After accumulating 225 gram of
the degassed water in the evaporator/condenser valve (V1.1)
is to be closed. The amount of the water (refrigerant) has
been determined based on the amount of the dry adsorbent
in the adsorber/desorber and the planned testing conditions
allowing a maximum water uptake of 29.4 g water /100g
of dry adsorbent. The amount of water should be a little
higher than the maximum amount of water, which could be
adsorbed during any of the adsorption-evaporation processes
(24 g/100g). A much higher amount of the refrigerant results
in higher film thickness in the evaporator/condenser during
the adsorption-evaporation and desorption-condensation pro-
cesses, thus reducing the system dynamics by increasing the
heat transfer resistance upon evaporation/condensation. On the
other hand, a smaller refrigerant amount could lead to very
much reducing the pressure at the end of the adsorption-
evaporation process, thus reducing the adsorption dynamics
and the overall performance of the adsorption unit.

B. Hydraulic Setup

In order for the experimental investigations of adsorp-
tion/evaporation and desorption/condensation operation phases
of different adsorption heat transformation processes to be
accrued out at controlled operating conditions, a dedicated
hydraulic setup has been developed and mounted in the
laboratory of Sorption Processes of OTH Regensburg. The
hydraulic setup, which is depicted in Figure 5 , comprises two
separated hydraulic circuits, a primary and a secondary circuit.
The primary circuit (lower loop designated as HK) feeds the
adsorber/desorber heat exchanger, whereas the secondary one
(upper loop designated as NK) feeds the evaporator/condenser
heat exchanger. A high precision control system has been
established to allow realizing the desired temperature, pressure
and flow rate of the HTF on each hydraulic circuit upon
entering the respective heat exchanger.

Fig. 5: Hydraulic setup [16]

In addition, the control system allows sudden falling and
rising of the HTFs temperature on the primary circuit, enabling
carrying out adsorption and desorption processes similar to

the processes taking place in real adsorption heat pumps and
chillers. Moreover, thanks to the two gate valves connecting
the adsorber/desorber to the evaporator/condenser, adsorption
and desorption processes similar to the processes taking place
in adsorption storage systems can be experimentally investi-
gated.

The above described setup allows conducting evaporation-
adsorption and condensation-desorption processes according
to the large temperature jump (LTJ) methodology described
in more detail in [17], which corresponds to the processes
taking place in adsorption heat pumps and chillers. Moreover,
it allows the experimental investigation of adsorption units ac-
cording to the large pressure jump (LPJ) method developed in
[18], which replicates the processes taking place in adsorption
storage and heat transformation systems.

C. Experimental procedure

In this study, adsorption-evaporation processes at different
operating conditions corresponding to the LTJ methodology
[17] have been conducted. Therefore, the gate valves con-
necting the adsorber/desorber to the evaporator/condenser are
kept open during all conducted processes. Every adsorption-
evaporation process comprised three successive phases. The
first is the dehydration phase, during which the temperature
of the HTF feeding the Adsorber/desorber heat exchanger is
adjusted to 90 ◦C for one hour.

The second is the preparation phase, which aims at realizing
the adsorber/desorber equilibrium state condition for starting
the quasi-isobaric adsorption process. This is done by adjusting
the adsorber/desorber heat exchanger to the adsorption start
temperature, calculated from the equilibrium vapour pressure
diagram of the applied adsorbent-adsorbate pair (here Siogel-
water) [19] and, in the same time adjusting the temperature
of the evaporator/condenser heat exchanger to the required
evaporator temperature of the tested adsorption process.

Details about the working principle of the thermally driven
adsorption transformers could be found in Dawoud [20] as
well as in Aristov et al. [21]. Using the equilibrium data of
Siogel-water pair in [19], the starting adsorption temperatures
and initial uptakes corresponding to evaporation temperature
of 10 ◦C and 15 ◦C, condensation temperature of 30 ◦C and
35 ◦C and driving heat source temperature of 90 ◦C have been
determined, (see Table I).

The end adsorption temperature is set equal to the condenser
temperature or the respective process. This preparation phase
takes 2 hours to ensure reaching the equilibrium state. The
third test phase is the quasi isobaric adsorption phase, in
which the temperature of the HTF feeding the adsorber PHE
decreases rapidly to the end-temperature of the adsorption
process. The LabVIEW code written to control the whole set-
up allows to enter the desired end-temperature and realizing it
at the inlet of the adsorber/desorber in about 2 minutes. The
adsorption phase is measured over 2 hour as well to ensure
reaching equilibrium conditions at the end of the process.
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TABLE I: Applied operating conditions in the different experimental runs conducted in this work

THeat source, ◦C TEvap, ◦C TCond, ◦C Tads−starting , ◦C W0, g/100g

90 10 30 65 4.22

35 59 5.24

15 30 72 4.15

35 65 5.15

D. Power outputs and water uptake evaluations
The continuously stored readings from the volume flow rate

sensors in each hydraulic circuit and temperature sensors in-
stalled at the inlet and the outlet of both evaporator/condenser
and adsorber/desorber (T1.1, T1.2, T2.1 and T2.2 in Figure 3)
are used to carry out the temporal energy balance of each
unit. The uncertainties of the installed sensors are depicted
in Table II. The outcomes of conducted energy balances are
the instantaneous output power of the evaporator/condenser
unit and the adsorber/desorber as described by the following
equations (1) and (2).

Q̇Evap = ṁHTF,Evap. ·CpHFT · (TEvap,in − TEvap,out) (1)

Q̇Ads = ṁHTF,Ads · CpHFT · (TAds,in − TAds,out) (2)

Where, ṁHTF,Evap. and ṁHTF,Ads are the mass flow rate
of the HTF passing through the evaporator and adsorber,
respectively. The HTF is water and its mass flow rate is set
at 6 kg

min in every heat exchanger. CpHFT is the specific heat
capacity of the HTF (4.2 kJ

kg·K ). TEvap,in,TEvap,out, TAds,in

and TAds,out are the inlet and outlet temperatures of the HTF
passing through the evaporator and the adsorber, respectively.

As the vapour volume inside the system is small and
the mass of the vapour existing inside it can be neglected,
compared with the mass of the water liquid in the evaporator
and the water adsorbed in the silica grains, the assumption
of equality between the rate of water evaporation in the
evaporator (ṁEvap.) and the rate of water adsorption in the
adsorber (ṁAds) is very reasonable. In addition, the maximum
vapour pressure change inside the adsorption unit is below 2
mbar. The rate of water evaporation is calculated, accordingly,
by equation (3).

ṁEvap. =
Q̇Evap.

∆hEvap.@TEvap.

(3)

Where, ∆hEvap.@TEvap.
is the latent heat of evaporation at

a certain evaporator temperature (TEvap.). The water uptake

(w) is defined as the ratio of the weight of the absorbed water
to the weight of the dry adsorbent and its instantaneous value
could be calculated from:

w(t) = wo +

∫ t

0
ṁAds · dt

mAds,dry
(4)

Where, mAds,dry is the dry mass of the adsorbent and wo

is the initial water uptake (given in Table I).

TABLE II: Sensor used for measurements [22]–[25]

Sensor Accuracy Measured quantity

Balance KERN type EMB
6000-1

± 0.1g Dry weight of adsor-
bent filling the adsor-
ber/desorber

Pressure transducers
PFEIFFER VACUUM
type CMR 362

± 0.2 % of reading Vapour pressure
inside the
adsorber/desorber and
evaporator/condenser

RTD temperature sensors
TMH type Pt100

1/10 DIN class B HTFs temperatures at
the inlet and outlet of
both ASPHEXs

Flow meters SIEMENS
type Sitrans F M MAG
100

≤ 0.4%± 1mm
s

The power due to the released heat of adsorption (Q̇Ads(t))
can be calculated from the following equation:

Q̇Ads(t) = mAds,dry ·
dw

dt
· ∆His(w) (5)

Where, His(w) is the isosteric heat of adsorption, which
is almost constant at w = 0.05−0.24kg

kg and equal to
(50.5 ± 1.8) kJ

mol .
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III. RESULTS AND DISCUSSION

A. Evaporator Power

Figure 6 presents the experimentally obtained evaporator
power at the given operating conditions in Table I. Before
starting each adsorption-evaporation process, the adsorbent
grains, with their content of water (adsorbate), should be
in a thermal equilibrium with the water vapour surrounding
the grains. This is realized by the preparation phase over
2 h. To conduct an adsorption process as it takes place in
real adsorption heat pumps, sudden cooling of the adsorbent
martial is required. The hydraulic unit enables this temperature
reduction over ∼ 100 to 140 seconds for the HTF temperature
from the set adsorption start temperature (Tad−start) to the
set adsorption end temperature (Tad−end). Once the adsorbent
grains start to be cold down, the adsorption process is triggered
and refrigerant vapour molecules starts to diffuse inside the
pores of the grains. This interaction between the adsorbent
and the refrigerant molecules is due to the well-known Van
der Waals forces [26]. Consequently, a pressure difference
between the vapour inside and outside the grains is developed
, which keeps the adsorption process running until this driving
force vanishes upon reaching the new equilibrium condition
corresponding to the adsorption-end temperature (Tad−end)
and evaporator pressure.

The binding of the refrigerant molecules to the adsorbent
surfaces results in releasing the so-called heat of adsorption
(His(w)). The temperature of the adsorbent grains tends to
increase and the ability of the grains to adsorb more refrigerant
decreases. Therefore, effective cooling is required to ensure the
continuity of the adsorption process. The higher the pressure of
the adsorption-evaporation processes, the higher the evaporator
power obtained. The blue and red curves in Figure 6 repre-
sent the evaporator power obtained at evaporator temperature
15 ◦C, which are higher than the evaporator powers obtained
in case of applying evaporator temperature of 10 ◦C ( curves
represented in green and magenta colours). The evaporator
power obtained in case of applying condenser temperature of
30 ◦C (Tad−end = 30 ◦C) is, however, higher than the power
obtained in case of condenser temperature of 35 ◦C (Tad−end

= 35 ◦C). This is attributed to the higher differential water
uptake expected (and measured in Figure 7) at lower condenser
temperatures.

In all cases, the evaporator power increases rapidly and
reaches a maximum value (0.52 kW in case of TEv = 15 ◦C
and Tcond = 30 ◦C) over the first few seconds. This is attributed
to the existing high adsorption driving force, explained above,
at the beginning of each adsorption process leading to higher
adsorption rate and, accordingly, high evaporation rate. At
the time of peak power, the rate of adsorption is at its
maximum value. Afterwards, the adsorption rate decreases
due to the decrease of the driving force (vapour pressure
difference between inside and outside the adsorbent grains)
and, consequently, the evaporator power decreases with a slow
rate until reaching almost zero power after 3000 seconds.

Fig. 6: Evaporator power obtained at the different applied
operating conditions

B. Water uptake

Figure 7 illustrates a comparison between the water ad-
sorption dynamics obtained at the different operating condi-
tions. The maximum water uptake is obtained at evaporator
temperature of 15 ◦C and condenser temperature of 30 ◦C,
whereas the minimum value is at 15 ◦C and 35 ◦C evaporator
and condenser temperature, respectively. This can be attributed
to the increasing temperature left between evaporator and
condenser from 15 to 25 K and the expected reduction of both
evaporator power and adsorber performance. The initial water
uptake at every operating conditions has been calculated from
the equilibrium model of Siogel/water pair in [19] and the
values are reported in Table I. The final water uptake obtained
at the tested operating conditions has been checked against
the values obtained from the equilibrium model, as a function
in Tads−end and evaporator pressure (PEvap). The maximum
deviation obtained is 1.48 g/100g. The maximum uncertainty
in estimating the water uptake out of the experimental inves-
tigations is estimated to be less than ±0.42 g/100g.

Fig. 7: Water uptake variation with the time obtained at the
different operating conditions
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C. Adsorber power

Figure 8 depicts the adsorber power variation with the
time obtained experimentally at the different applied operating
conditions. Since the large temperature jump method has been
adopted for the all conducted experiments, the adsorber power
increases very rapidly and reaches up to a maximum value
(8.35 kW in case of Tev = 15 ◦C and Tcond = 30 ◦C) during
the first few seconds. This is attributed to the step change in
the HTFs inlet temperature. At the time of peak power, the
HTFs outlet temperature is still very close to the ASPHEXs
initial temperature (72 ◦C in case of Tev = 15 ◦C and Tcond =
30 ◦C), whereas the inlet temperature attains the adsorprion-
end temperature (Tad−end = 30 ◦C). Afterwards, the power
output decreases rapidly and gets lower than 2 kW after 60
seconds. After that time, the adsorber power continues to
decrease, but with a clearly slower and slightly fluctuated
rate until it reaches almost zero power after 1800 seconds.
The slight fluctuation in the adsorber power is attributed to
the fluctuation in the HTF inlet temperature, as depicted in
Figure 9, which depicts the HTFs inlet and outlet temperature
variations with the time for the experimental run with Tev =
15 ◦C and Tcond = 30 ◦C.

Fig. 8: Adsorber power variation with the time obtained at
the different operating conditions

In order to evaluate the relative contributions of both sen-
sible and adsorption heat on the adsorber power, the power
due to only the heat of adsorption has been calculated from
equation (5) and subtracted from the adsorber power, in order
to estimate the contribution of sensible heat stored in the
adsorber components on the total adsorber power. The results
obtained for all applied operating conditions are illustrated
in Figure 10, in which the adsorber power including both
contributions (due to the release of the heat of adsorption
and that due to the sensible heat stored) is represented by
the solid blue lines, and the power due to only the release
of the adsorption heat is represented by the solid red lines.
The dashed red lines represent the resulted power due to the
sensible heat stored in the ASPHEXs metal, HTF and the dry
adsorbent. The power due to the sensible heat vanishes almost

Fig. 9: HTFs inlet and outlet temperature variation with the
time (in case of Tev=15 ◦C, Tcond=30 ◦C and Tsource=90 ◦C)

completely during the first 2.5 to 5 minutes of the process
start depending on the boundary condition. The cross over
between both contributions (heat of adsorption and sensible
heat stored) takes place after 20 seconds from the beginning
of the adsorption process and, from there on, the power due to
the heat of adsorption dominates the process dynamics. The
lower the sensible heat stored in the metal and the HTF of the
adsorber HX compared to the heat of adsorption, the higher
the COP of the adsorption system. From the system specific
power (SP) point of view, this sensible heat has to be rapidly
transferred to the HTF to allow a rapid and effective cooling
of the adsorbent material and, consequently, a fast adsorption
process leading to a high systems SP.

From the above analysis, it is clear that reducing the metal
mass of ASPHEX and minimizing the domain of the HTF
inside it shall result in decreasing the sensible heat stored in
the adsorber heat exchanger and, consequently, improve the
system COP and SP. This can be done by very much reducing
the thickness of both endplates of the PHE (in the current
design 4 mm, leading to a 30 % mass contribution to the
total mass of the HEX. In addition, the degree of asymmetry
between the two domains (volume of the adsorbent domain to
the volume of the HTF domain) must be increased, from the
current value of 1.66 for the investigated PHEX to at least 3 in
the design reviewed design. Indeed, the tests have been carried
out with Siogel-water as a working pair, which is not the most
effective adsorbent in the market but could be acquired faster
as it offers a limited differential water uptake leading to a small
contribution by the stored heat of adsorption. The main target
of this work was to offer the proof of concept of applying
plate heat exchangers in the adsorption field for the first time
worldwide and most importantly to derive the design review
measures for the next generation ASPHEX, which is now
under development for the SWS-heating project. In parallel,
the target for the differential water uptake is three times that
of Siogel, which has been proven in a parallel experimental
campaign at OTH for the materials developed by the SWS-
Heating project partners.
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a) Tev=15 ◦C, Tcond=30 ◦C and Tsource=90 ◦C b) Tev=15 ◦C, Tcond=35 ◦C and Tsource=90 ◦C

c) Tev=10 ◦C, Tcond=30 ◦C and Tsource=90 ◦C d) Tev=10 ◦C, Tcond=35 ◦C and Tsource=90 ◦C

Fig. 10: Heat of adsorption and sensible heat stored in the adsorber contributions on the adsorber overall power

IV. CONCLUSION

A compact single adsorption heat storage module, with all
components are made of stainless steel and with a pair of a
high-efficient asymmetric plate heat exchangers (ASPHEXs)
developed from one of the SWS-HEATING consortium part-
ners is assembled. The setup module allows carrying out
adsorption-evaporation and desorption-condensation processes
representative to the processes carried out in the real adsorp-
tion storage systems, heat pumps and chillers. Experimental
investigations under relevant operating conditions of a real
adsorption heat pump are carried out. The study comes out
with a recommendation to reduce the volume of the heat
transfer fluid (HTF) domain of the adsorber/desorber heat
exchanger with taking care of the influence on the heat transfer
between the heat exchangers metal surfaces and the HTF. In
addition, the thickness of the end plates of the plate heat
exchanger shall be very much reduced.
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pp. 1–18, 2016. [Online]. Available: https://dok.kern-
sohn.com/manuals/files/German/EMB-BA-d-1636.pdf

[26] D. M. Ruthven, Principles of adsorption and adsorption processes.
John Wiley & Sons, 1984.



 Regensburg Applied Research Conference 2020 

 121 

Jan Triebkorn: Development of a High Pressure Constant Volume Combustion Chamber for 
Investigation on Flammability Limits 
Triebkorn, Jan 

  

Development of a High Pressure Constant Volume
Combustion Chamber for Investigation on

Flammability Limits
Jan Triebkorn

Faculty of Electrical Engineering and Information Technology
Laboratory for Combustion Engines and Emission Control

OTH Regensburg
Regensburg, 93053 Germany

Email: jan.triebkorn@st.oth-regensburg.de

Abstract—The focus of this research work is to develop a
constant volume combustion chamber (CVCC) which can be
used to investigate the laminar burning velocity and thereby
the flammability limits of gaseous mixtures of combustible gas,
oxidizer and diluent. In this work specifically hydrogen and
oxygen are uses as a combustible gas and an oxidizer, respectively.
Argon and water (steam) are used as diluents. The chamber is
designed to simulate the condition of the gas mixture inside of
a combustion engine. Initial conditions prior to an ignition can
be up to 70 bar and 450 ◦C. This work describes the approach
designing the CVCC with regard to the boundary conditions, the
material choice and the geometry. For this purpose a structural
and thermal analysis have been made using the finite element
method. To be able to precisely reach a certain gas composition
inside the chamber three methods are used (Dalton’s law of
partial pressures, mass flow controllers and mass spectrometry).
To calculate the laminar burning velocity the increase in pressure
is measured and evaluated.

Keywords—Constant volume combustion chamber; Laminar
burning velocity, Flammability limits.

I. INTRODUCTION

As part of the research project QUAREE100 a one cylinder
combustion engine is in development. This engine uses a
mixture of hydrogen, oxygen, argon and water as a working
gas in a closed cycle process and thereby has zero CO2 emis-
sions. Prior to the initial operation of this engine fundamental
information about the characteristics of the combustion process
of this hydrogen-enriched gas mixture is required. The laminar
burning velocity is an important characteristic of the reactivity
of combustible mixtures and allows to extract even more basic
flame properties. [1], [2]

While the combustion of mixtures containing hydrogen has
been repeatedly investigated, the research was mainly limited
to initial temperatures and pressures close to atmospheric
conditions (as reported by [3]). In the last decade more investi-
gations at elevated temperatures and pressures were made, but
compositions with steam (water) and argon as diluents were
not tested. As the described engine uses a mixture consisting
of H2, O2, Ar and H2O, there is no entirely comparable
information about the combustion characteristics of such a
mixture available.

As it is not recommended to obtain such experimental data
using and possibly damaging an engine a constant volume
combustion chamber (CVCC), which can easily be modified
and is comparatively inexpensive is an optimal solution. It is
designed to simulate the gas conditions at top dead center of
the engine (at the end of the compression stroke).

In different literature aside from calculating the laminar
burning velocity from the pressure rise at the initial stage
of flame propagation often optical methods are used as well.
However this study focuses only on the first method as good
results are achievable. [2]

II. MEASUREMENT TECHNOLOGY

A. Test Bench Setup and Measurement Instruments

The general setup of the test bench with the CVCC, the gas
supply and measurement instruments is illustrated in Figure 1.
The chamber uses the following measurement instruments:

• piezo-electric pressure transducer with charge amplifier,
0 bar to 250 bar, (Kistler 6052C and 5018A),

• piezo-resistive pressure transducer with amplifier,
0 bar to 100 bar (Kistler 4011A100 and 4624AK),

• 1.5mm NiCr – Ni thermocouple (type K),
• BOSCH GDI injector for water injection,
• mass flow controller (Bronkhorst type FG-201AV),
• mass spectrometer (V&F EISense) to analyse gas com-

position and
• real-time target machine (Speedgoat) with programmable

FPGA (8 analog I/O’s, 200 ksps) for data acquisition and
pressure indicating.

To ensure that a certain gas composition can precisly be
achieved three different measurement methods will be used.
The combustion chamber will be filled step by step based
on the proposed procedure in DIN 6146 [4] and using Dal-
ton’s law of partial pressures and a piezo-resistive pressure
transducer. Because at high temperature and high pressure
especially in presence of steam (H2O) the gas mixture can
not be considered as an ideal gas, therefore the compress-
ibility factor Z (calculated with REFPROP using the NIST
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Figure 1. Schematic design of the test bench consisting of the CVCC, the
gas supply and measurement equipment.

database [5]) needs to be taken into account. In addition mass
flow controllers are used to measure the amount of gas filled
into the chamber for every single gas. After the filling process
a small amount of the mixture can be analysed by a mass
spectrometer to verify the gas composition.

To control the filling and evacuation process and for the data
acquisition a real time machine (speedgoat) is used. After the
ignition the pressure is measured by a piezo-electric pressure
transducer. The increase in pressure at the initial stage of
combustion needs to be recorded at very high frequency (up
to 100 kHz) and resolution (16 Bit), therefore a FPGA is used
similar to typical engine indication systems.

Heating cartridges are used to heat the CVCC and thereby
the gas mixture. Multiple thermocouples are used to monitor
the temperature of the case and the gas mixture.

B. Gas Composition and Limitations

While oxygen and argon can both be provided by 200 bar
gas cylinders, the hydrogen supply is the current facility
is limited to 10 bar. Figure 2 illustrates lean and rich gas
compositions targeted in this work. In addition the maximum
possible amount of H2 is shown for a given total pressure (40,
50 and 70 bar respectively) depending on the maximum partial
pressure of H2 (10 and 20 bar).

While one study [6] reported that stoichiometric mixtures
with less than 50% diluent (steam) and at high pressures
are susceptible to detonate even leaner mixtures (λ > 2)
could only be tested down to a diluent level of about 70%
(at a total chamber pressure of 70 bar). Table I shows some
limitations for the gas composition for an exemplary chamber
pressure of 70 bar and λ = 1 due to the available hydrogen gas
supply (10 bar) and the potential benefits of a higher available
pressure (e. g. 20 bar).

C. Calculation of Laminar Burning Velocity

Typically two methods are used to calculate the burning
velocity. This is on the one hand by optical measurements

0 20 40 60 80 100
Concentration diluent (H2O + Ar), %(mol)

0

20

40

60

80

100

C
on

ce
nt

ra
tio

n
H

2
,%

(m
o
l)

40
50
70

40

50

70

1.00 < λ < 5.00

0.25 < λ < 1.00

λ = 1.00

rH2,max(ptot) @ 10 bar

rH2,max(ptot) @ 20 bar

Figure 2. Graph illustrating lean and rich air-fuel ratios (λ) and limitations
for the gas composition due to the available hydrogen gas supply.

Table I
LIMITATIONS FOR THE GAS COMPOSITION OF THE MIXTURE DUE TO

LIMITATIONS ON THE HYDROGEN GAS SUPPLY EVALUATED FOR A TOTAL
CHAMBER PRESSURE OF 70 bar AND A STOICHIOMETRIC RATIO λ = 1.

H2-supply minimal diluent maximal hydrogen
concentration concentration

pH2,max rdiluent,min rH2,max

10 bar 78.57% 14.29%

20 bar 57.14% 28.57%

using high-speed cameras and on the other hand by measuring
the increase in pressure inside the chamber. In this study only
the latter is used as multiple studies (e. g. [2] and [7]) reported
good results for both methods.

The pressure method was proposed by Lewis and Elbe [8]
and developed by Andrews and Bradley [9]. While in the past
it was difficult to attain sufficient sensitivity and accuracy
from a pressure transducer due to advancements in technology
today the pressure can be measured very precisely and thus
this method presents a relatively simple technique to obtain
information about the flame propagation. [1]

This method takes the adiabatic change of pressure and
temperature of the unburned gas into account. The laminar
burning velocity SL can be evaluated by: [2]

SL =
SS

σ

(
1 +

1

γb

B2r
3
b

(S3
Sp0 +B2r3b)

)
, (1)

where σ = ρu/ρb is the expansion rate of burned mixture, rb
is the burned gas radius, γu and γb are specific heat ratios for
the unburned and burned gas and p0 is the initial pressure.
B2 is the polynomial coefficient of the correlation of the
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experimental pressure-time history: p(t) = p0 + B2 · t3. SS

is the visual flame velocity given by:

SS =

(
B2

p0

(
γbR

3 + γu
σ r

3
b − γbr

3
b

(1− 1
σ )γbγu

− r3b

))1/3

, (2)

where R is the internal radius of the chamber. Initially this
method is designed for spherical chambers and an ignition
at the centre. However this method is still expected to be
sufficient to obtain qualitatively information about the laminar
burning velocity of different gas compositions.

III. DIMENSIONING AND DESIGN OF THE CVCC
The chamber material and the general design of the CVCC

has been chosen and designed based on the following bound-
ary conditions:

• initial pressure: up to 70 bar,
• initial temperature: up to 450 ◦C ,
• small volume and
• high corrosion resistance.

A. Material Selection
As high corrosion resistance is required different stainless

steels are considered. At high temperatures austenitic steels
are susceptible to hydrogen atoms diffusing into the steel
lattice, accumulating and forming CH4 (methane) which leads
to a pressure buildup and results in blister and hydrogen
embrittlement. However AISI 316Ti has high amounts of
chromium (16.5% to 18.5%) and nickel (10.5% to 13.5%)
which imparts good resistance to hydrogen attack. [10]

Figure 3 shows the yield strength (0.2% offset) over a
broad temperature range. It can be seen that the yield strength
decreases significantly for a temperature around 450 ◦C. While
Inconel 601 has a higher yield strength of 330MPa at 550 ◦C
it is much more expensive due to the higher amount if
nickel (∼ 58% compared to ∼ 12%). [11] Therefore 316Ti
is selected for the chamber.
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Figure 3. Yield strength (0.2% offset) of two different alloys at elevated
temperatures. [12], [11]

B. Geometry of the CVCC

The next step in the design procedure is the geometry.
Regarding the volume of the chamber multiple factors are con-
sidered. Because CVCCs are often used to analyse the spray
pattern of fuel injectors at varying pressures, the maximum
spray penetration and maximum width usually need to be taken
into account. However this is not an intended usecase for this
CVCC. Injected water hitting the wall is not a concern in this
situation as it evaporates quickly. The targeted experimental
data in this study is quite fundamental, thus there is no need
to take the actual geometry of the one cylinder engine into
account. While typically CVCCs with an internal radius of
70mm to 250mm are used because of before mentioned
reasons, in this case a smaller volume is more desirably.

The small volume comes with many advantages, less gas is
needed to reach a certain pressure, which not only leads to a
shorter time to fill, heat up and evacuate, but also means the
energy from the combustion is considerably lower.

Typical shapes are cylinders and spheres, for easier manu-
facturing a cylinder is used. The chamber needs multiple ports
for the gas inlet and outlet, spark plug, injector, thermocouple,
pressure transducer, overpressure valve and rupture disk. To
accommodate all those parts, which will mostly be placed
lateral, a height of 20mm and a diameter of 40mm is suitable.
This results in a chamber volume of 25 cm3.

The gas inlet will be placed tangential to ensure a good
mixing of the gases as demonstrated in [13]. This eliminates
the need of a mixing fan which makes the design even more
complex (as shown in [14]).

C. Structural Analysis

1) Calculation of Load: To approximate possible peak
pressure while combustion Cantera is used with the GRI-
Mech 3.0 reaction mechanism [15]. This detailed mechanism
is widely used to model natural gas combustion.

As the partial pressure of hydrogen is currently limited
to 10 bar the combustion of a stoichiometric test mixture of
10 bar H2, 5 bar O2 and 35 bar Ar was simulated. The total
pressure prior to an ignition without taking non-ideality into
account is 50 bar and initial temperature is 573K. This results
in a peak pressure of 249 bar. The same amount of hydrogen
and oxygen diluted with steam instead of argon results in a
peak pressure of 160 bar.

As described in [2] the burning velocity can be determined
by measuring the pressure rise at the initial stage of the flame
propagation. Therefore the maximum chamber pressure can
be limited by an overpressure valve without losing valuable
information. By limiting the chamber pressure independent
of the combustion pressure the load on the chamber and
the measurement instruments can be reduced. The maximum
chamber pressure before the overpressure valve opens is set
to 100 bar.

2) Calculation of Minimum Wall Thickness: For an initial
estimate the combustion chamber can be approximated as a
thick-walled cylinder. For cylindrical shapes hoop stress is the
most critical stress, hence it is the only stress calculated. Hoop
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stress for a thick-walled cylinder can be calculated by Lamé’s
equation:

σh =
pi · r2i − po · r2o

r2o − r2i
− r2i · r2o(po − pi)

r2(r2o − r2i )
, (3)

where ri is the inner radius, ro is the outer radius, r is the
radius to a point in the wall, pi is the inside pressure and po
is the outside pressure.

For this calculation a maximum chamber pressure of pi =
100 bar, an outside pressure of po = 1bar and an inner radius
of 20mm is assumed. A safety factor of 10 is desired. Taking
a remaining yield strength of 150MPa into account this results
in a minimum wall thickness of 24mm. Because the chamber
is not an actual cylinder and holes are not taken into account
the minimum wall thickness is set to 30mm.

3) Strength Analysis by Finite Element Method: Followed
by the calculation of the minimum wall thickness and the
geometry of the chamber a CAD model of the CVCC was
created. A section view can be seen in Figure 4.

Spark Plug

Copper
Seal

Thermocouple

GDI Injector

Pressure
Transducer

Combustion
Chamber

Figure 4. Section view of CAD model of the CVCC. Top: side view. Bottom:
Top view.

In addition to the calculation of hoop stress the strength
of the CVCC is analysed by the finite element method (see
figure 5). The inside pressure is set to 100 bar and the top

Figure 5. Analysis of the CVCC by finite element method. Stress in MPa
by von Mises yield criterion.

part of the chamber which is screwed to the lower part has a
preload of 50 kN. The chamber is sealed with a copper ring.
The model consists of 63.018 elements.

Stress in the side wall around the holes reaches 20MPa, in
the corners of the chamber stress can rise as high as 40MPa
which is expected. While a safety factor of 10 was not achieved
it is still considered as sufficient for the expected load.

As the injector and the piezo-electric pressure transducer
both need to be cooled they represent heat sinks, thereby an
even heat input into the chamber is difficult to achieve. To
optimize the placement and the required power the same CAD
model was used to simulate the thermal load. Four heating
cartridges with a length of 60mm, a diameter of 8mm and a
maximum power of 500W are used. The thermal simulation
demonstrated that even if the heating cartridges are placed
strategically and the power of each one is set independently
an even temperature on the wall inside the chamber can not
be achieved.

Because of this there is the risk of steam condensing on the
relatively cold wall of the CVCC, as the boiling point at those
high (partial) pressures is quite high.

IV. CONCLUSION AND OUTLOOK

Initial calculations point out that the currently available
hydrogen gas supply (10 bar) restricts the possible gas com-
positions, thus solutions to overcome this limitation will be
looked into.

According to the boundary conditions of an initial chamber
pressure up to 70 bar and an initial temperature up to 450 ◦C
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a CVCC was created. The CVCC is made from stainless steel
AISI 316Ti and is designed to withstand a static pressure
of 100 bar at 450 ◦C. The thermal simulation of the heating
system brought the potential problem of an uneven temperature
distribution to the attention. To solve this problem an insert
like a bushing could be used to function as a heat shield in
the area of the heat sink.

After the initial operation of this test bench further mod-
ifications can be made to acquire even more experimental
information. For example the system can be modified to use a
glow plug instead of spark plug, thereby surface ignition can
be investigated as well.

To obtain as much data as possible in relatively short time
the test bench needs to automated and optimised to precisely
evaluate flammability limits with as little tests as possible.

In addition to the intended investigations, the CVCC can be
used versatile to investigate different mixtures with different
gases or even synthetic fuels.

In general this test bench makes it possible to obtain
experimental information and data about hazards arising from
the different applications with hydrogen like fuel cells.
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Abstract—Automotive security will become more and more
important in the comings years. Cars will increase their interfaces
to the outer world and because of that their attack vectors will
increase. To confront this problem, ways to teach and learn about
this topic are needed, but cars and electronic control units are
too expensive to be used by the majority of students. Therefor
we present a way of using consumer electronics and open source
software to create a prototype for automotive network security
education. This platform is set to be portable inside a coffer
and, due to its nature of using free software, is able to simulate
real life attacks on cars for demonstration purposes as well as
learning about the security flaws modern cars contain.

Index Terms—Car Security, CTF, Education

I. INTRODUCTION

The demand for competent security researchers and devel-

opers in the automotive and embedded market is rising for

years. Car manufacturers as well as universities are seeking

appropriate ways and tools to qualify their students and

developers for this thematic. The high cost of cars makes a

hard entrance barrier for hands on introduction into automotive

penetration testing. Yet this niche is becoming more and more

important for security analyses. Already carried out attacks on

cars [1][2] show the vulnerabilities and attack vectors [3], as

well as the possible implications of such attacks.

This project aims to confront these entrance barriers and

problems by trying to develop a cheap automotive network

security platform, while trying to leave it as realistic as

possible. For this goal we will show that it is possible to

make an affordable hacking platform in which real life attack

scenarios can be displayed and repeated. On top of that the

widespread use cases for open source software for penetration

testing cars and building up learning platforms will be shown.

Some research and prototypes have already been developed,

but with oftentimes different goals in mind. These are readable

in section II. Due to it’s nature of being primarily developed

for university students, certain objectives for the learning

process have to be set out. This takes place in section III.

The overall architecture of the platform is outlined in section

IV. The architecture is divided in the hardware and the

software part. The hardware part shows the measures which

had to be taken to keep the costs of this project low. The

software part shows the main programs and its use cases,

where the importance of open source software is highlighted.

After that, two implemented challenges are described, which

are oriented on real life scenarios.

At the end, section V gives an overview of the accomplished

work and shows possible future enhancements.

II. RELATED WORK

Automotive networks in coffers for security research

purposes are a niche concept, which is not researched much

yet. But car manufacturers are starting to develop their own

testbeds for teaching their own developers. Toyota for example

started with the Portable Automotive Security Testbed with

Adaptability (PASTA) project, their first adventure of

this kind[4]. Because of the ongoing development in the

autonomous driving sector, Toyota saw the need for an open

and programmable research tool, which allows them to make

security analyses of electronic control units. They fit a small

coffer with four microcontrollers, all programmable and with

an open design, and connected them together with the use

of the CAN bus. They implemented four microcontrollers as

ECU replacement inside this setup, which can be programmed

depending on the use case. These are then on connected with

each other over a CAN bus, which is also implemented inside

the coffer. The system allows for future connections like for

example Ethernet or Bluetooth.

Another similar model of a partial car communication build

up was presented by the security researchers Charlie Miller

and Chris Valasek. They woth work on research regarding

the penetration testing of cars and ECUs. They are known

for their Cheep Cherokee Hack[1][2][5] in which they

successfully altered the internal CAN bus communication to

control the car from distance. The model they presented had

the goal to lower the entry barriers for security researchers

in the automotive sector. Because of the high costs of cars,

this limits the research possibilities for entry level analysts.

They are in favor of buying used single car ECUs and the

buildup of a testbench, in which the ECUs are connected

depending on the attack scenarios.[6] It should be noted that

this approach only applies to the execution of penetration

tests, but leaves out the whole educational aspect of teaching

car security and also capture the flag challenges (CTF).

The general usage of CTF challenges has already been

researched by different institutions. A russian university for

example used this kind of approach to teach students about
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information security. The result of their study have shown that

the participation and the motivation of the students reaches

higher levels[7] when using this gamified way of teaching.

Another similar idea was tried by the makers of picoCTF [8].

In contrast to the already mentioned PASTA coffer of Toyota,

they used a completely virtualized approach. A complete

Open Source framework for build CTF style challenges

was made with the intention of other people contributing

with new challenges. During a competition, which was

aimed at american high school students, over 2000 people

participated. The projects main goal was to try and use CTF

style competition on high schoolers. Due to the nature of

these competitions, most of them are aimed more towards

university students[9].

III. OBJECTIVES

Due to the aforementioned lack of fitting methods to learn

about car security, the idea of a platform for learning about

these topics was born. Certain objectives for this have been

defined:

• Low Costs Existing platforms for learning about car

security are not cheap. The PASTA platform of Toyota

for example is still as costly as a middle class car. Buying

ECUs and setting up a automotive network testbed,

as recommended by Miller et al. [6], is also breaking

the 1000 Euro barrier. Therefor the platform must use

cheaper alternatives. To measure this feature the best case

scenario is to be cheaper than 400 Euros, whereas the

worst case is to be as expensive as a standard new car,

which would be around 25.000 Euros.

• Portable Using a car to study automotive security, the

portability is not existing. The space required for the

car and the costs for a parking spot are well over the

budget. Therefor the goal is to get the whole automotive

network inside a small portable coffer, which can be used

anywhere. Here the best case scenario is if the whole

platform can be used anywhere in the world by being

able to put it in a standard size coffer or bag. The worst

case would be if it is stationary and only move able with

a distinct temporal forerun.

• Open Source Due to the first objective, keeping the costs

down, proprietary software can’t be used. Another reason

to choose open source is the ability to let people over

the world participate. The Scapy framework already has

many automotive protocols implemented and there are

existing kernel modules for Linux operating systems to

communicate over CAN. With open source researchers

can use already implemented methods and contribute

new ones. The success metric hereby ranges from ”only

proprietary software” to ”only Open Source software”.

• Gamification Approach For making users more inter-

ested in car security the learning should follow modern

ways of teaching. Using CTF style challenges are used

to create a competitive environment in which users are

eager to learn more and accomplish more tasks, while

keeping it entertaining and fun. The success metric for

this ranges from ”not suited for educational purposes” to

”in line with education purposes for universities as well

as the industry”.

With the shown objectives an evaluation of our approach

against the existing alternatives in section II is made by using

the success metrics in table I:

TABLE I
THIS PAPERS APPROACH LISTED UP WITH THE OBJECTIVES AND THEIR

MEASUREMENTS FROM SECTION III PLUS THE ”AUTOMOTIVE SECURITY

TOPIC” FEATURE. THE SCALE RANGES FROM +3 (VERY STRONG) TO -3
(VERY WEAK), WHERE 0 IS INDIFFERENT

Our Ap-
proach

PASTA Chris Valasek
& Charlie

Millers
Approach

picoCTF

Low Costs 3 -3 1 3
Portable 3 3 -2 3
Open
Source

3 3 1 3

Gamification
Approach

3 1 -3 3

Automotive
Security
Topic

3 3 3 -3

The overall alignment of the platform is to make learning

about the security of automotive networks cheaper and more

accessible. The cost factor is an important of this project,

which will be covered in the next chapter. Another important

topic is that of the education part. Learning about car security

should be interesting and fun for students, which means that

the project is taking the gamification approach. To make this

approach consistent with the alignment, certain goals, methods

and content of the education part have to be defined:

• Learning Goals One of the most important goals is to

enhance the security education on the topic of connected

cars. The awareness regarding attack and manipulation

vectors of modern cars should be raised. On top of that

basic knowledge about the composition of modern car

networks, as well as the approach of malicious software

should be conveyed.

• Learning Methods Students should in principle solve

exercises, so called challenges, which should be set up

as realistic as possible. A notebook must be plugged into

the interfaces of the coffers network and predefined tasks

should be understood and solved by the students. For that

a point based system will be used. Each challenge has a

certain value, depending on the difficulty of the task.

After solving the challenge, the students get a unique

string, so called flag, which they have to enter in the

accompanying website. Through this point based system,

a competition should be created between the students

in which they get motivated to use more of the learned

knowledge and therefor solve more of the assignments.

A russian university already applied a similar approach

in using CTF games to teach students about network

security. In the publication A CTF-Based Approach



 Regensburg Applied Research Conference 2020 

 129 

  
in Information Security Education Alexander Mansurov

showed that the gamification of learning material and the

competitive part of CTFs enhance the motivation and the

learning speed of the participants [7].

But due to high knowledge barriers in the security fields,

authors like Cheung et al. plead for a workshop class in

which theoretical and practical parts are combined [10].

This is implemented in our challenges in which a lecturer

will start with explaining theoretical concepts and after

that the penetration testing starts.

• Learning Content Due to the topic of automotive se-

curity the content of the learning experience covers a

wide area. The network architecture of cars, as in the

differences of older architectures to newer architectures

is one of the first starting points. From there on the

different protocols which are used will be discussed and

learned. These range from CAN, ISO-TP, UDS to newer

ones like Automotive Ethernet protocols. This covers the

theoretical part of the learning experience.

After that, the students will gain experience in using pene-

tration testing tools like Scapy. This will be accomplished

by using predefined challenges, which all contain a real

life scenario of a attack on a cars ECU or network.

IV. ARCHITECTURE

Derived from the objectives in section III the architecture

of the platform can be build. It is divided in the hardware and

software aspects of the platform.

A. Hardware

The objectives ”Low Costs” and ”Portable” are the ones

influencing the hardware part the most. ”Portable” requires the

platform to be able to be fitted inside a coffer. ”Low Costs”

limits us in our selection of fitting ECU replacements. Figure

Fig. 1. Abstract graphical overview of the hardware architecture of the
platform, with two ECUs replacements and two bus systems

1 shows the basic idea of how the networks inside the platform

look like.

1) Electronic Control Units: Modern cars can contain over

80 different ECUs. Their performance ranges from small, bare

metal microcontrollers to powerful machines with operating

systems and web browsers. Therefor the hardware should

represent that. Raspberry Pi Computers, which are used to

simulate the ECUs, are able to offer both a low performance

and high performance device.

2) Bus Systems: Following the idea of keeping the project

as close to real car networks, the bus systems inside the

platform consist of CAN and Ethernet. CAN is still the most

used bus inside modern cars and will be for the foreseeable

future. The easiest way of setting up this bus was to use a

9 pin ribbon cable, with the two communication lines CAN

HIGH and CAN LOW being terminated with a 120 Ohm

resistor. Interfaces for connecting the ECUs to the bus are

spread all over the bus.

Automotive Ethernet is the most recent development in the

car network sector. Due to the need for faster communication,

more bandwidth and the problems of developing a new system,

car makers choose the existing and well tested Ethernet. The

OSI model contains 7 layers for communicating inside a

network. Protocols from layer 2 and upwards are usable for the

specific demands inside a car. The existing layer 1 technologies

for Ethernet are also usable for diagnostic purposes like

Diagnostic over Ethernet (DoIP) [11, p. 141]. But for the

internal communication another physical layer was invented:

BroadR-Reach. This layer allows for better electromagnetic

compatibility and weight reduction. The compatibility with

standard Ethernet connections is not possible with BroadR-

Reach. Due to the availability and cost problems with this

technology and the otherwise trouble-free usage of the higher

layers, the car hacking platform uses standard Ethernet. Pro-

tocols like the aforementioned DoIP and SOME/IP are set in

the layer 7 of the OSI model and are therefor unaffected by

these lower layer changes.

3) Cost: With ”low cost” as a main objective for the project

and with the guideline of being cheaper than the alternatives

(e.g. automotive testbed for around 1000 Euros [6]), certain

limitations had to be applied. The used electronics is mostly

consumer electronics and therefor no automotive grade. Table

II gives an overview of the total cost.

TABLE II
COST STATEMENT OF THE PROJECT

Amount Description Cost (in Euro)
1 Coffer 50
2 Raspberry Pi 4 (2Gb) 100
1 Ethernet switch 30
3 Ethernet cable 25
1 9 pin ribbon cable 8
1 Raspberry Pi Display 65
1 Power supply 25
2 PiCAN 2 Duo 65
1 Miscellaneous 30

Total Cost 398

The ECUs from figure 1 are Raspberry Pi single chip comput-
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ers. They are equipped with an operating system which allows

the development of more complex challenges. Their Ethernet

ports allow the simulated Automotive Ethernet communication

inside the platform. As for the CAN communication the

PiCAN 2 Duo shields are used. They are equipped with two

CAN interfaces, which enables us to simulate four ECUs in

total on the bus.

B. Software

1) Raspbian OS: The most used operating system for

Raspberry Pis is the Raspbian OS. It is a Debian-based

Linux operating system. Due to its open source nature, certain

modifications for the platform were able to be made. Restricted

user accounts, who are not able to read and therefor bypass the

task to solve the challenges. On top of that preconfigurations

regarding the WiFi connection, the ability to configure the

ECUs remotely and the ability to flash the challenges have

been made.

2) can-utils: Debian based operating systems allow for

the installation of the can-utils package from the official

repositories. The package has implemented user space appli-

cations for communications over CAN in combination withe

the SocketCAN Linux subsystem.

3) Scapy: Scapy is a python framework for packet ma-

nipulation. It allows the creation, modification, receiving, and

sending of messages. Due to its open source nature, the

contribution of new protocols is possible. Many automotive

protocols like CAN, UDS and SOME/IP have already been

implemented for usage. The challenges inside the coffer are

all implemented with this framework.

4) Challenges: CAN Man-In-The-Middle
Man-In-The-Middle (MITM) attacks are a well known and

used threat on every network. They are a ”[...] clever way to

circumvent encryption [12, p. 406]”. The basic idea is that

instead of two communication partners A and B communicat-

ing with each other, a third participant, the attacker, is sitting

right between them. When A thinks he is talking to B, he

is instead communicating with the attacker and vice versa.

Due to the CAN bus’ missing encryption, the question for a

MITM attack use case on the CAN bus arises. One real life

example of such an attack is the manipulation of the odometer

value. The YouTube Channel bigclivedotcom shows such an

attack with a common microcontroller [13]. In this example the

microcontroller with two CAN interfaces is used to intercept

the correct message containing the odometer value, create a

new message with the original odometer value minus 40.000

and then send it to the dashboard. The main objectives of such

an attack are letting the car appear less used and increasing

the selling price.

Due to the simple nature of this attack and it’s high potential

of manipulating the cars worth, it was chosen as a introduction

challenge for this project. For the two ECUs communicating

with each other, the Raspberry Pis where used. The mas-

ter Raspberry Pi containing the Display is able to link the

messages’ values to the real life items, like for example the

tachometer or the rev counter. With these visible informations

and the use of the candump command from the can-utils
package, or the Scapy functions, the user is able to link the

CAN identifiers to the corresponding values. Here starts the

physical part of the challenge, where he has to remove both

ECU mockups from the common bus and connect each of

them to one of the CAN interfaces. From there on he needs to

write a program which intercepts only the CAN message with

the odometer value, decrease its number by a predefined value

and send it to the correct mockup. After completing these steps

the flag for solving the challenge will appear on the display.

UDS Scanning
Unified Diagnostic Services (UDS) is a specification for diag-

nostic purposes. It allows the communication and maintenance

of ECUs. Services like ”Read Data By Identifier (RDBI)” or

”Read Data By Address (RDBA)” are implemented for this

purpose. Because of this wide reaching access on an ECUs

internal program code and the security implications of this,

UDS is often used during attacks on cars [14].

For the challenge users need to gain access to certain security

levels. This can be done by using the RDBI and RDBA

services to gain knowledge about the system. With enough

information gathered the security level change can be started.

Even though the implementation of the security parts of UDS

are not standardized, an often used mechanism is the seed

key procedure. The tester requests a seed from the car, which

generates it and sends it to him. Then a predefined algorithm

computes the seed and sends the key to the car. If the key

generated inside the car is the same as the one sent from the

tester then security access is granted. The length of the seed

key pairs is not defined, but the most common length is 16 bits.

These 16 bits are an easy target for modern computers and can

be broken in approximately 110 hours using brute force attacks

[14]. This overstretches the time constraints for challenges

of the platform. Therefor other ways for authentication are

used. In the UDS Scanning challenge certain hints are given

to the user when he uses the UDS method RDBI. With

these informations the user is able to guess the authentication

method as a byte wise XOR operation of the seed with the

number 1337. By sending the correct key to the ECU the

challenge is solved.

V. CONCLUSION AND FUTURE WORK

In this work we showed different existing approaches for

learning about car security. We described our own approach

and its goals, objectives and functionality. For each objective

we used an individual scale to rate each one’s success in

reaching these objectives. We put our own prototype against

the available solutions and compared its features.

Learning about car security is, as explained in the beginning,

oftentimes expensive and not accessible for most people. Only

one out of the three other approaches we showed, the Toyota

PASTA coffer, was specifically for a similar use case as our

prototype. But this coffer still is not financially accessible

enough for most people. As far as the portability goes, only

two other approaches could be rated the same as ours. One

of them being the PASTA coffer, the other the picoCTF,
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which is missing the automotive security focus. In the specific

use case of a low cost, automotive network security learning

environment, which is also easily portable and not as static as

car or a test bench, we are able to offer our prototype as a

accessible solution.

As for future work on this prototype, more and more

challenges will be implemented. Another major change could

also be to follow a similar approach as the picoCTF and to im-

plement challenges inside a virtualized environment, therefor

cutting the cost factor even more and nearly completely cutting

the hardware part. Upcoming trends in the automotive world

like automotive ethernet give a better chance of using existing

transportation protocols from the web development field, as

for example the CAN and UDS protocols. The accessability

and portability could also be improved with this approach,

therefor widening the group of people who can learn about

car security.
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Abstract—The concentration of nitrogen oxides in ambient air
is an important contributor to air pollution. As a consequence of
high soil in the air, considerable health outcomes as well as an
increase in climate change can be the result. The measurement of
nitrogen dioxide (NO2) as part of the nitrogen oxides is therefore
a crucial point for assessing air quality. In this work a small,
transportable sensor for trace gas detection of NO2 in air is
developed in order to provide a system capable of monitoring
local concentration changes. Photoacoustic spectroscopy (PAS) is
used as measuring principle in the sensor setup. A periodically
amplitude-modulated laser excites the analyte molecules through
absorption of photons. The subsequent non-radiative relaxation
via energy transfer results in a local increase in temperature,
which leads to a pressure change. As the laser is modulated pe-
riodically, the pressure oscillation forms a sound wave detectable
with a microphone. The sound volume is then an indicator for
the NO2 concentration.

Index Terms—Photoacoustic, Photoacoustic spectroscopy, Ni-
trogen dioxide detection

I. INTRODUCTION

Despite well known health effects, negative environmental
impacts and premature deaths, humans all over the world are
still exposed to high air pollution concentrations which exceed
reference concentrations set by EU and WHO [1]. Especially
in densely populated areas with heavy traffic, a higher NO2

exposure can be measured. Citizens living there are at a higher
risk of developing asthma or irritations of the airways which
can lead to premature death. Further a increased incidence of
cancer is suspected but not yet scientifically proven [2].
The WHO proposed a hourly mean of 200µg/m3 (106.4ppb)
and an annual average limit of 40µg/m3 (21.3ppb) for NO2

[3], which has been adopted by the Federal Environment
Agency in Germany [4].
Due to cost and size of highly accurate measurement setups,
long term monitoring of NO2 so far has been carried out only
at a few fixed locations, resulting in a poor spatial resolution of
NO2 distribution. To remedy this situation, a sensor network,
consisting of small low-cost sensors is required.
Therefore, this research work aims to develop a small, trans-
portable and inexpensive measurement system for a contin-
uous in air trace gas detection of NO2 using photoacoustic
spectroscopy (PAS) as measurement principle.

II. PHOTOACOUSTIC SPECTROSCOPY

In 1880 the photoacoustic (PA) effect was discovered by
Alexander G. Bell. It describes the production of a sound

wave induced by absorption of light in solids [5]. After
understanding the process of light absorption by the theory
of quantum mechanics at the beginning of the 20th century,
the lack of suitable light sources delayed the application of
Bells discovery to the second half of the century [6].
The standard absorption spectroscopy computes the concetra-
tion by determining the lost light energy through a sample. The
lower the concentration in the specimen, the more similar the
optical power in front of and behind the sample, which restricts
the maximum limit of detection. Contrary to this, PAS deter-
mines the concentration of trace gases with a direct method,
as the absorbed light energy is not compared with a value,
but converted directly into the sound signal that indicates the
concentration. As the sensitivity is proportional to excitation
optical power, the performance of PAS based sensors can
benefit from the high output power levels achieved as a result
of technology developments by the semiconductor industry [7]
.This makes PAS a powerful measurement principle to detect
low concenrations of NO2 in ambient air.
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Fig. 1. Signal generaion using PAS.

Fig. 1 shows how the Signal in a PAS sensor is generated.
First the analyte sample in a measurement cell is irradiated
by light with wavelength coinciding with an absorption band
of the substance. The molecules are energetically excited to
electronic or vibronic states by absorbing this light and can
relax via collisions with another molecule. This non-radiative
relaxation converts the energy of the absorbed photon into
translational energy which leads to a local heat production in
the gas, also regarded as pressure change. Due to the periodical
modulation of the light source, the temperature and therefore
the pressure oscillates with the modulation frequency applied.
PAS measurement cells are designed as acoustic resonators
to increase the signal-to-noise ratio (SNR). Therefore, the
excitation at the resonance frequency, which depends on the
geometry of the resonator, forms a standing acoustic wave
that can be detected by different sensors e.g. microphones or
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Fig. 2. Cut through an expanded 3D model of the designed measurement setup. The blue line indicates the optical pathway.

quartz tuning forks. The amplitude or volume of this signal is
proportional to the gas concentration [8].

III. MEASUREMENT SETUP

The individual parts of the setup shown in Fig. 2 are
designed with CAD and manufactured by 3D-printing. The
laser mount, measurement cell and its seals consist of Metal
(AlSi10Mg) whereas the other components as the thermal
isolation and the parts of the beam splitter are printed in
plastic for thermal isolation issues, cost and production speed.
As a whole, the setup has a length of 20cm and width
and height of 4cm. Not shown in Fig. 2 is the peripheral
electronics, consisting of a board laser and thermoelectric
cooler (TEC) driver (meerstetter LDD-1121 & TEC-1122),
frequency generator (Keysight 33522B) for triggering, a lock-
in amplifier (LIA; Signal Recovery 7270) to evaluate the
microphone signal and an external power supply. All devices
are controlled by self-written code via LabView on a PC and
the signals are read and processed.

A. Laser diode

For NO2 detection a blue 447nm laser diode (Osram PLPT
450D E A01) in a TO90 package is used. The diode is
supplyed with a 50% duty cycle square wave amplitude
modulated current from the laser diode driver at a operating
point of 2,1A with a frequency fitting to the first harmonic
of the measurement cell’s acoustic resonator. The board driver
itself is triggered by the frequency generator to simultaneously
send a reference signal to the LIA for phase information. As
the PA signal is directly proportional to the optical power,
this laser diode is perfectly suited for the application due to
its high output power(>1W at operating point) compared its
size. For wavelength and power stability the laser mount is
cooled by a peltier element and a fan to remove the large
waste heat of ca. 7W efficiently, regulated by the TEC driver.
However, since the laser light can also interact with the metal
of the measurement cell and resonator and therefore contribute
to a PA background signal, a collimation lens system is placed

directly in front of the diode, where the blue line in the figure
starts. Ideally, as indicated by the line, the optical pathway
only interacts with the windows and the sample gas.

B. Measurement cell

The used measurement cell includes a double open ended,
cylindrical acoustic resonator with a differential microphone
(InvenSense ICS40730) placed on the upper side in the middle
for optimal signal detection, as the maximum amplitude of the
1st harmonic pressure wave is right in the middle. At both ends
of the resonator, buffer volumes with much bigger diameter
are designed to suppress external noise caused by e.g. the
gas flow. To seal the measurement cell, the buffer volumes
are closed by seals and antireflective (AR) wedged windows
(Thorlabs WW40530-A). AR is needed to reduce absorption
and stray light of the laser beam by the windows, that would
also contribute to the background signal. Like the laser mount,
the whole cell is temperature regulated by the TEC with a
peltier element to 40°C. As the speed of sound changes with
temperature the resonance frequency changes, following f =
c/λ. So this constant regulation ensures a stable resonance
frequency and therefore prevents signal changes caused by
temperature variations. In order to heat up the whole sample
gas to the correct temperature, it is passed through a spiral
path over a long distance before entering the resonator.

C. Secondary sensors

With the aim of monitoring external influences on the
measurement system, secondary sensors are implemented in
the setup. A photodiode (PD) is attached to the upper part
of the beam splitter, where a small part of the laser light
is directed. The rest of the laser power is absorbed by a
beam trap. The PD monitors the laser power. Measuring a
drop in power can indicate dirt on one of the windows, aging
or failure of the laser and damage to the collimation optics
and therefore is important to distinct signal drops caused by
these issues. Further, a temperature, pressure and humidity
sensor is implemented in the gas flow of the measurement
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cell (Bosch BME280). This gives the opportunity to surveil the
temperature stability. For characterization, pure gas mixtures
with set concentration, pressure and humidity are measured.
The BME makes it possible to calibrate the setup towards these
measurements in comparison with the sensors from the gas
mixing system. Thus, this helps a later application in ambient
air, where these values vary and so the measurement conditions
need to be adjusted, following the calibration.

IV. SETUP CHARACTERIZATION

Before the measurement system can be used in ambient air,
several calibrations and characterizations need to be carried
out regarding laser emission, resonance frequency, background
signal, cross-sensitivities to other gases, humidity, temperature,
pressure and ambient noise. The following section covers the
first three issues.

A. Laser

Emission wavelength and power of semiconductor diode
lasers depend on the temperature of the chip’s junction.
Obviously power increases towards lower temperature, as
recombination processes in the active region are more efficient.
Therefore, a low laser mount temperature and thus a lower

Fig. 3. Laser power decrease at different mount temperatures.

junction temperature is helpful for higher laser power, as Fig.
3 shows and due to the linear relation also increases the PA
signal if collimated correctly.
The emission wavelength of the laser was measured using a
spectrometer which showed, that at room temperature the laser
emits roughly one nanometer below the datasheet value. It
can be observed, that it undergoes a red shift with increasing
temperature due to decrease of the band gap of the diode.
This shift is linear in the measured temperature range with a
dependency of dλ/dT = 0, 053nm/K. In combination with
the measured power, the emission spectrum overlap with the
microstructure of the the absorption spectrum of NO2 gives
an indicator for the optimal operating temperature presented
in Fig. 4. Estimating the highest PA signal is achieved at a

Fig. 4. Laser emission spectra for different mount temperatures normalized to
the corresponding optical power and compared to the absorption cross section
of NO2 on the right axis. Absorption cross section extracted from [9].

mount temperature of 10°C. This is proven by computation
and measurement. Multiplication of the emission spectra,
normalized to the optical power, with the absorption cross
section and integration carried out on it gives, referenced to
the maximum value, a good prediction of the relative PA
signal change. Comparing these results to a measurement of
the PA amplitude at different laser mount temperatures, this
confirms the previous guess that 10°C gives the highest signal,
shown in Fig. 5. It turns out, that a laser emission as close as
possible to one of the two absorption maxima is ideal. Since
the laser degrades faster at higher temperatures, 10°C are used
as operating point. Ideally, the laser emission given from the
device would already be on one of the peaks. Shifting the

Fig. 5. PA Signal decrease on the one hand measured at different laser mount
temperatures and the other computed by the calculation described in the text.

measured spectra to different wavelengths and calculating the
PA amplitude referenced to 10°C gives a maximum PA signal
at the right absorption peak using the power and full width at
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half maximum (FWHM) of the 10°C spectrum. Approximately
10% PA signal benefit can be expected, if the laser diode
would emit at 448nm compared to the 10°C emission. After
setting to the ideal 10°C laser mount temperature, a power-
current characteristic curve is measured with the purpose of
calibrating the voltage signal from the photodiode to the actual
laserpower.

B. Resonance profile

In order to find the resonance frequency of the acoustic
resonator, a measurement of a dry gas sample at 40°C cell
temperature with a mix of NO2 and synthetic air (79,5% N2

with 20,5% O2) is carried out. The mix is set to a concentration
of 20ppm (parts per million) NO2. Theoretically with the
speed of sound at 40°C (c = 355, 576m/s) and the length
of the resonator tube (l = 3, 1cm) the resonance frequency
can be calculated. As its a double open ended resonator, the
wavelength of the 1st harmonic is λ = 2l. Also a shift of
the resonance node points occurs in an open ended resonator,
so the effective length is longer than the actual dimensions
(leff = 3, 465cm). Following f = c/λ = c/2leff , the
theoretical resonance frequency is 5131Hz.
The resonance frequency is determined by sweeping from low

Fig. 6. Frequency sweep for characterizing the resonator of the measurement
cell in Fig. 2.

to high frequencies and measuring the PA amplitude averaged
for 100 data points, shown in Fig. 6. The resonance frequency
is measured to be at 5110Hz, the difference to the calculated
value can be explained by the gas temperature being offset
to 40°C and the node shifting estimation not being perfectly
correct. As the cell is heated, the resonance frequency is
constant for dry air. If the gas sample is humid, a shift occurs,
and a new sweep needs to be carried out. For later application
a sweep routine, that reacts to external influences measured by
the secondary sensors need to be integrated into the software.
A way to determine the quality of the resonance curve is
the dimensionless Q factor. If the factor is low, that means
the resonator rings better or is less damped. Its magnitude is
computed by Q = fres/∆f , with the resonance frequency

fres and ∆f equaling the FWHM of the peak. In addition to
the dimensions, the quality of the pipe’s polish is one example
of influence factors on a high Q factor. For this resonance
profile the Q factor is 20,3 which matches to the other PAS
measurement setups in the same laboratory with the same size,
whose values are between 20 and 25.

C. Background signal

The background signal and the corresponding noise of a
PAS setup restricts its limit of detection and signal stability.
Different background signal sources can be distinguished:

• Sound coming from external sources or the gas supply
and flow.

• Electromagnetic compatibility (EMC) generating
crosstalk from electronic devices and cables to the signal
line from the microphone to the LIA that therefor is
shielded.

• Photons hitting the microphone membrane and producing
a signal by impulse transmission to the membrane.

• Laser light interacting with the walls of the resonator tube
caused by poor collimation and stray light.

Fig. 7. Frequency dependent background signal caused by laser light
interaction with resonator walls.

The last point is currently still a major problem in this
setup due to the lack of flexibility in the adjustment of the
collimation optics. This type of background signal depends
on the modulation frequency of the laser and can therefore be
measured by the same procedure as described in the previous
section, just without any NO2 analyte concentration and only
synthetic air, with which the laser beam does not interact. The
measurement results are displayed in Fig. 7.

V. CONCLUSION

This work shows the measurement principle of photoacous-
tic spectroscopy and realization in design and charakterization
of a sensor setup. The connection between laser temperature,
its emission spectra and the fine structure of the NO2 absorp-
tion profile is presented. As optimal working point for this
setup in regard of the PA signal obtained, 2,1A at 50% duty



 Regensburg Applied Research Conference 2020 

 139 

  

cycle and 10°C mount temperature are determined. Studying
the behavior of the acoustic resonator, a resonance frequency
of 5110Hz is measured, which fits to theoretical calculations.
The obtained Q factor of 20,3 is within the range of previous
experiences in the laboratory with similar measurement cells
and resonators. Due to the high background signal caused
by stray light from poor collimation, further investigations
are necessary to improve this issue and therefore enable the
setup to measure towards the low concentrations called by the
directives.
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Abstract—Real-time signal processing is part of many future-
oriented technologies, e.g. interference cancellation in automatic
speech recognition systems and digital image processing in
autonomous driving. The fields of application are wide-ranging
and the goal of keeping the development time short is in the mind
of many stakeholders. In this research project, different hardware
platforms are evaluated and a taxonomy for the systematic
selection of the best-fitting platform, including guidelines for a
purposeful engineering process, is developed.
To this end, different strategies for increasing code efficiency are
suggested in this paper and verified by implementing finite im-
pulse response (FIR) filters on a Texas Instruments C6000 digital
signal processor (DSP) and an ARM Cortex-M4 microcontroller.
Thus, the maximum number of floating-point filter coefficients
can be increased from 110, as achieved by the baseline DSP
implementation, to more than 5200 coefficients at a sampling rate
of 16 kHz without directly using processor-specific assembly in-
structions. When using the fixed-point implementation technique,
even more than 8500 filter coefficients of data type INT16 are
possible. The same filter implementation on the microcontroller
achieved a maximum number of 270 single-precision floating-
point and 320 INT16 filter coefficients.

I. INTRODUCTION

The processing part of real-time algorithms has to be
accomplished in a given time to ensure proper functionality.
Different hardware platforms fulfill this task more or less
successfully. If one platform needs less time for calculation
and/or data transfer than another platform, additional software
features (e.g. safety functions, parity checks, more complex
code, etc.) can be added, or a higher sampling rate can be
chosen for more accurate results. Nowadays, there are already
a number of voice-controlled internet-based assistants on
the market, such as products from the Amazon Echo family
or Apple Siri. In order to make these products accessible
to the masses, cheap and less sophisticated audio hardware
devices are used. Their deficits must be remedied by using
increasingly complex signal processing software, which
requires additional computing power to ensure the real-time
conditions [1, 2].
Digital signal processors have been widely applied for
decades and still constitute the most important device on
the market, whereas microcontrollers are gaining more and
more in importance. State-of-the-art microcontrollers (µCs)
feature high clock rates and sometimes additional signal

processing extensions with an instruction set optimized
for computationally intensive signal processing tasks. This
is already sufficient for many real-time applications (see
Fig. 1). In addition, microcontrollers are offering distinct
general-purpose possibilities. Today’s field-programmable
gate arrays (FPGAs) may also be utilized as specific and
powerful signal processing platforms. They are particularly
interesting for very computationally intensive tasks that are
suitable for parallel processing.
Operating with various hardware platforms may lead to
the same result, but in a significantly different workload
and hence extremely varying development costs. Each of
these platforms has its right to exist and offers unique
characteristics for the usage in different application areas.

A. Content

The aim of this project is to make a performance comparison
among the different hardware platforms, namely DSPs,
microcontrollers, and FPGAs. As an example application,
FIR-filters are used. These algorithms are optimized with
platform-specific methods to achieve the best performance.
For this reason, different scheduling methods (polling and
interrupts) and different implementation techniques are
compared and examples – implemented on fixed- and
floating-point units – are contrasted. Moreover, different
optimized DSP-libraries are used to reach a maximum of
parallelization and therefore speed. The possibilities of FPGA
hardware realization of the filter algorithms are demonstrated
and evaluated, too. Apart from that, the needed development
effort and the costs for the hardware and software are
considered. The results are used to evolve guidelines and a
taxonomy for various applications. This paper focuses on
a comparison of DSPs and microcontrollers and how code
efficiency can be increased on these platforms.

B. Digital Signal Processor - Introduction

Over the last decades, DSPs experienced a rapid devel-
opment. The fixed-point units that were prevalent in earlier
DSP models were – in some devices – expanded by floating-
point units. Still, the fixed-point units are cheaper, faster
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Fig. 1. Diversity and evolution of processor products from the Cortex
processor family (above) [3] and performance comparison of Cortex-M
processors (below) [4]

(but more complex to realize), and can deal with most of
the technological conditions, which makes them widespread
devices. A very important technical feature of DSPs is the
MAC-operation (multiply and accumulate), which is predom-
inantly applied in filter algorithms and allows to perform both
instructions within one clock cycle. Furthermore, to reach the
best performance, manufacturers often offer their customers
free libraries of optimized and easy-to-use intrinsic functions
that are programmed in assembler (see Fig. 2). As object of
evaluation, the TMS320C6748 DSP from Texas Instruments
is used.

Fig. 2. Number of CPU Cycles: Intrinsic versus hand-coded C function [5]

C. Microcontroller - Introduction
Nowadays, microcontrollers often include special DSP units

to deal with particular signal processing demands, e.g. per-
forming MAC instructions very efficiently and offering fast
interfaces to transfer the data to and from the audio codec.
The Cortex-M4 cores include an optimized DSP unit and a
floating-point unit, while being a cheap alternative to other
platforms. Moreover, the usage of SIMD (single instruction
multiple data) instructions and intrinsic functions (optimized
assembler functions that can be used directly in the C code) is
possible [3, 6, 7]. Fig. 3 shows the progress of the Cortex-M4
compared to the Cortex-M3 without DSP extensions.

Fig. 3. Performance of Cortex-M3 and Cortex-M4 (with DSP extensions) [8]

D. Field-Programmable Gate Array - Introduction
FPGAs (programmable hardware devices) are very versa-

tile and offer the ability to perform calculations in parallel.
Especially the computation of often-used higher-order FIR-
filters is a lot faster with that possibility. Therefore, FPGAs
(with a high number of included DSP slices) are very powerful
real-time platforms. However, the implementation of signal
processing algorithms on FPGAs tends to be more costly and
time-consuming than on DSPs and microcontrollers.

II. METHODS

The following section describes the investigations on the
respective platforms to achieve the best results in terms
of processing power. For this purpose, different profiling
techniques are applied to measure the performance and to
improve the code. A typical, simplified optimization flow
is shown in Fig. 4. The tests represent the execution time
and clock cycles for a given filter order and the maximum
number of filter coefficients that can be achieved in real-
time for a given sampling rate. Different scheduling methods
and various implementation techniques are compared in terms
of performance. Moreover, different optimization levels are
taken into account, and the resulting assembler code from the
compiler(-optimization) is analyzed.
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Fig. 4. How step by step code optimization works [5]

A. Digital Signal Processor - Methods

For initial investigations, the implementation takes place in
C and the influence of compiler optimization and intrinsic
functions is examined. The software is developed with the
Code Composer Studio environment from Texas Instruments
and the associated C6000 compiler. In the first steps the two
scheduling methods polling and interrupt service routine (ISR),
together with an FIR-filter, are implemented and contrasted. In
addition to that, the brute-force filtering and circular buffering
method are realized (see Fig. 5).
Brute-force filtering in real-time signal processing describes
the shifting of filter data by one sample, before a new sample
arrives. The process of shifting the individual samples forward
takes some time, especially with filters of very high order. With
the help of a circular buffer, the time consuming process of
shifting all the samples is bypassed. However, the indexing of
the samples in the circular buffer requires additional computa-
tions when implemented in C, since the hardware support for
circular buffering cannot be utilized. Both fixed- and floating-
point realizations are implemented.

Fig. 5. Brute-force (left) and circular buffer (right) attempt [9]

B. Microcontroller - Methods

The investigations on the DSP are expanded to the micro-
controller. Similar filter algorithms are implemented and the
performance before and after optimization is measured. The
software is developed in Keil µVision using the ARM com-
piler. The microcontroller includes a single-precision floating-
point unit [8]. Calculations with data type double are not
benefitting from that additional hardware and still take a lot
of time.

C. Field-Programmable Gate Array - Methods

The FIR-filter is implemented in fixed-point for hardware
realization. Due to the usage of the transposed direct form,
each filter coefficient is allocated to one multiply adder block
[10], that is able to perform the MAC operation. The multiply
adder blocks can be calculated simultaneously and provide
the result after just one clock cycle (see Fig. 6, example
implementation). When using the multiply adder block from
the IP catalog, the DSP48 slices are instantiated.

Fig. 6. Vector multiply - multiple DSP slice implementation [10]

III. RESULTS

The following section sums up the results from the DSP
and microcontroller implementations and contrasts them.

A. Digital Signal Processor - Results

In Fig. 7, the influence of compiler optimization is shown
for the different scheduling methods. In the upper diagram, no
optimization is applied at all, whereas in the lower diagram,
the highest compiler optimization is applied.

The maximum filter order in the ISR circular buffer version
is significantly lower than in the ISR brute-force version
(see figure 8, below), since the compiler is not capable of
ideally optimizing the circular buffer in the ISR. A look at
the assembler code confirms this thesis. The implementation
of the circular buffer in assembler would solve this problem,
since the optimization itself is thus inserted.

The execution times in ISR mode for the DSP are signifi-
cantly shorter than in polling mode (see Fig. 8, upper panel).
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Fig. 7. Comparison of the brute-force and circular buffer implementation in
polling and ISR operation without (above) and with compiler optimization
(below) in relation to the maximum possible filter order [11]

In addition the execution time, when using the data type float
is shorter in comparison to the data type double (results from
Fig. 7).

B. Microcontroller - Results

In Fig. 9, the impact of the single-precision floating-point
unit is shown. With the DSP, the execution time for single-
and double-precision floating-point data and therefore the
number of filter coefficients were approximately in the same
order of magnitude (see Fig. 7). Instead, the gap between the
maximum number of filter coefficients for the microcontroller
is significantly larger for both data types, due to the fact that
only single-precision floating-point data is supported by the
floating-point unit.

Fig. 8. Comparison of DSP and µC in relation to execution time (above) and
maximum number of filter coefficients (below) with data type float [11]

Fig. 9. Maximum number of single- and double-precision floating-point
coefficients [11]

Figure 8 shows the potential of DSP optimization. When
using the interrupt service routine, the number of possible
coefficients in the DSP increases significantly. In contrast,
the microcontroller in ISR operation in combination with the
brute-force method is by far not that effective.
Fig. 10 summarizes the knowledge gained about the hardware



 Regensburg Applied Research Conference 2020 

 145 

  

platforms DSP and µC. The computing speed of the DSP
is clearly superior to that of the µC, as expected. Both
platforms achieve the best performance when using the brute-
force variant together with fixed-point implementation (data
type INT16, see Fig. 10). The maximum number of possible
filter coefficients for data type float (32 bit) and INT16 (16
bit) is very similar, when using the µC, despite the data
size is different and floating-point calculations are more time
consuming in comparison to the fixed-point calculations. This
once again results from the single-precision floating-point unit.

Fig. 10. Comparison of execution time (above) and maximum number of
filter coefficients (below) with different data types for DSP and µC [11]

IV. DISCUSSION

With comparatively little effort, the number of filter co-
efficients could be increased and the processing time could
be crucially decreased. Intrinsic functions proved to be very
powerful and simple to use. Still, to get the maximum perfor-
mance, linear or C6000 assembler for the DSP is the first
choice. Unfortunately, the programming effort increases as
the optimization progresses (see Fig. 11). In general, DSP
optimization follows the 80/20 rule, which states that 20%
of the software in a typical application requires 80% of the
processing time. This is particularly true for DSP applications,
where a large part of the calculation time is required for the
inner loops of the DSP algorithms (e.g. with high-order FIR-
filters). The first step is not about how to optimize the code,
but which code section to optimize. To do this, first different
profiling methods should be utilized to find out where most
clock cycles are needed and so-called bottlenecks occur. An
important prerequisite for successful optimization is sound
knowledge of the hardware architecture, the compiler used,
and the algorithm implemented. Each processor and each
compiler has different strengths and weaknesses, which the

developer should know for the necessary optimization tasks
[12, 13].

Fig. 11. Optimization level and the required effort [9]

V. CONCLUSION AND FUTURE WORK

Concluding this contribution, DSPs are still essential in
today’s market, but good alternatives exist and may replace
DSPs in some applications.
On the one hand, the microcontroller’s computing power
is already sufficient for a lot of general-purpose real-time
applications. On the other hand, with the C6000 assembler, the
DSP offers additional optimization opportunities for experts
to achieve the maximum power for very computationally
intensive situations. This is mainly used, where high efficiency
or low energy consumption is more important than a short time
to market.

In future work, the FPGA-design is expanded by the inte-
gration of an audio codec for real-time applications. To this
end, the onboard audio codec has to be configured via an I2C
(Inter-Integrated Circuit) master controller.
The former investigations on the DSP and microcontroller are
expanded to the FPGA. The possibilities that arise with the
use of the FPGA are very versatile and interesting for very
computational-intensive and time-critical applications. We will
see to what extent the computing power differs from DSP
and FPGA. An overall comparison between the platforms is
carried out and the guidelines are developed from this. FPGAs
as part of heterogenous computer architectures are furthermore
a powerful option which should be considered.
Apart from that, a complex time-critical example, an adap-
tive filter for interference cancellation in real-time, will be
implemented on the mentioned platforms using the determined
guidelines and a comparison is done. Adaptive filtering is
playing an increasingly important role in modern means of
communication. It is mainly applied to eliminate interference
or echos, especially in the increasingly emerging so-called
hands-free applications. Examples of this are hands-free tele-
phony and voice control in vehicles and video conference sys-
tems. Applications that are currently very relevant are speech
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assistants, which are based on automatic speech recognition
(ASR) systems [14].
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Abstract— Muscle injuries represent almost one third of the 

total injuries soccer players suffer per season, which especially 
occur in the thigh muscles. The model of stress and athletic injury 
shows that an injury may follow stress responses triggered by 
cognitive or somatic interventions. Several studies show the effect 
of mental stress on upper extremities, but only few studies 
investigate postural changes resulting from a state of increased 
activation of the human body nor focus on the vulnerable lower 
extremities.  Therefore this work analyses the influence of mental 
stress on the muscle activity (EMG) and the kinematic changes 
(motion capture) of the lower extremities using the example of 
highly dynamic exercise. Five male participants had to run five 
times a 10 meter distance as fast as possible twice, one time just 
focused on the physical task and the second run with an additional 
cognitive task. EMG signals were used to see differences in 
muscular behaviour, time of performance serves seeing a 
difference in speed, step lengths were analysed to see differences 
in kinematics and a NASA-TLX gave a self-assessment. The 
comparison of EMG values (D2/Base) showed that there was no 
even difference between the two sprints over all subjects. The 
comparison of the times of performance showed that two of the 
subjects were slower, two were faster and one was equally fast in 
the second run. The change of left and right step lengths over the 
sprint showed slight differences between both sprints, which seems 
to be caused by varying starting and turning points. Even the form 
of self-assessment provides the information that the subjects were 
mentally challenged by the additional task but did not fell to have 
any difference in the physical demand and performance. As the 
number of participants is small, it is difficult to give a valid 
statement. The stressor does not seem to be effective. For future 
work the number of subjects needs to be increased and other 
validated stressors must be used. In total the outcome of this study 
under the current circumstances does not show any correlation 
concerning the additional mental task and the physical demand 
they tried to fulfil the sprints with.  

Keywords—EMG, stress, motion capture, highly dynamic 
exercises, kinematics 

I.  INTRODUCTION 
The influence of stress on sports injuries has been 

demonstrated in certain empirical studies. Stress factors affect 
human performance in various ways, both positive and negative 
[1]. There are different kinds of stress classified as emotional, 
cognitive and physical stress [2]. Cognitive stress is the most 
common stressor involved when humans try to accomplish real-
life tasks because most jobs demand the coordination of 
multifaceted task aspects [3]. Andersen and Williams (1998) 
developed a model based on stress theory which can be seen in 
Fig. 1. It shows that an injury may follow stress responses 
influenced by personality, history of stressors and coping 
resources and triggered by cognitive or somatic interventions 
[4].  
 

 
Fig. 1:  The model of stress and athletic injury. Factors which may 
cause stress response are shown. [4] 

 
Muscle injuries are very common to occur to athletes in 

highly dynamic sports. They represent almost one third of the 
total injuries soccer players suffer per season. Specifically, these 
injuries occur in the lower limbs (92%) and concern the thigh 
muscles, where 37% apply to the hamstrings and 19% to the 
quadriceps [5]. Participating in such competitive sports as soccer 
sets high demands on athletes’ physical skills. Consequently, 
injury frequency is rather high [6]. In the past years, there have 
already been studies which showed the effect of mental stress on 
upper extremities. Higuchi et al. (2002) figured out that, under 
stress, movement strategies tend to lead to more constrained 
trajectories in a computer-simulated batting task., as is seen 
under conditions of high accuracy demand, even though the 
difficulty of the task did not change [7]. This study mainly 
concentrates on the general performance and does not 
investigate possible changes in the muscle activities and 
recruitment during stressful situations. These activities could 
provide insights if the muscles react in a different way under 
stress and if the potential risk for injuries is higher. Van Loon et 
al. (2001) had a look at the changes in limb stiffness under 
conditions of mental stress. Two experiments showed a more 
precise performance of the tasks by increasing the limb stiffness. 
Nevertheless no differences in Electromyography (EMG) 
activity were observed [8]. That contradicts with the findings of 
Lacquaniti et al. (1991). They argued that reflex coactivation 
results in a transient increase in joint stiffness. Antagonist 
muscles produce joint torques with opposite signs but cooperate 
to increase joint angular stiffness [9]. But surprisingly few 
studies investigate postural changes resulting from a state of 
increased activation of the human body nor focus on the 
vulnerable lower extremities.  Furthermore solely aiming tasks 
are the main topic of previous studies, not high intense motions 
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  as sprints or fast changing directions during which most muscle 
injuries occur. 

Hence, the present work analyses the influence of mental 
stress on the muscle activity (EMG) and the kinematic changes 
(motion capture) of the lower extremities using the example of 
highly dynamic soccer related movements. 

 

II. MATERIALS AND METHODS 
Five male participants between 21 and 25 years and an 

average workout time of 1 to 12 hours per week took part in this 
study. They had to fulfil three different exercises with and 
without external stressors. Anthropometric data was notated for 
further processing of kinematic measurements. 
 

 Anthropometric data 

Subjects 
Age [Years] Height [mm] Weight [kg] 

23 ± 2 1816 ± 38 76 ± 5 

Tab. 1: Anthropometric data of the five male subjects 
 

A. Motion Capture 
Kinematic data was recorded with a motion capture system 

(MVN Link, Xsens Technologies B.V., Netherlands). The 
system uses 17 sensors which are fitted on the body with 
adjustable straps and a Lycra suit. This allows accurate data 
recording with an output rate of 240 Hz. In this study motion 
capture data was used to figure out the exact time of exercise 
and for further simulation purposes. Step lengths of each subject 
were evaluated. 
 

B. Electromygraphy (EMG) 
For measuring muscle activity 10 surface EMG-sensors 

(Trigno EMG, Delsys Inc., UK) have been attached to the main 
muscles in the participants’ thighs according to the scheme 
which can be seen in Figure 2. These recommendations for 
electrode application are working with an anatomical landmark 
system which is based on dominant bone areas and prominences 
or other structures that can easily be palpated [10].  
 

 
Fig. 2: Placement of EMG sensors according to SENIAM project [10] 

The sensors were positioned in the same way on the left and 
right leg at the suggested spot of M. rectus femoris (Sensor 1, 
Sensor 2), M. vastus lateralis (3, 4), M. vastus medialis (5, 6), 
M. biceps femoris (7, 8) and M. semitendinosus (9, 10). 
Normalization is an important component of the 
electromyography process to enable valid and reliable 
interpretations and comparisons of muscle activity. Therefore, 
the subjects were instructed to perform a maximum voluntary 
contraction (MVC) task for the anterior and posterior groups of 
muscles. For muscles concerning the extension of the leg, the 
participants had to push their legs away from load cells fixed to 
their heel. For muscles concerning the flexion of the leg, the 
participants had to push their legs against a load cells fixed to 
their heel. Each movement for each leg was repeated twice with 
a short break of one minute between the repetitions to gain 
recovery of the muscles.  
 

C. Exercises 
The first task which had to be performed by the subjects was 

a knee-flexion at maximum speed while lying prone on a divan 
bed to get data of biceps femoris and semitendinosus. They 
were given acoustic signals when they had to do this task. A 
total of five repetitions was recorded. A knee-extension sitting 
upright with maximum speed helps receiving data of their 
antagonists rectus femoris, vastus lateralis and vastus medialis. 
The procedure resembles the way knee-flexion was measured.  
To capture the interaction between agonists and antagonists the 
participants had to run five times between two marks (distance 
of 10m). This paper focuses on this highly dynamic exercise. 
Knee-flexion and extension will be evaluated in a later work. 
Artificial turf was used as floor cover to give the subjects more 
grip. These tasks were performed twice, starting without 
stressor followed by an external stressor (d2-test). The setup of 
the experiment can be seen in Figure 3. Two screens facing the 
running area are used for presenting the stressor. External 
factors as type of sport, sportswear and weather conditions are 
excluded in this work.  

 

 
Fig. 3: Experimental setup for performing the sprint over 50 meters 
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  D. External Stressor 
Cognitive stress is applied by the modified d2-test. The d2-

test measures selective and sustained attention. The test 
contains the letters d and p in combination with a different 
number of stripes which are shown after each other. The 
participant had to determine all ds with two stripes and tell the 
adviser the correct answer while doing the physiological task 
[11]. For getting an idea of the subject’s demands during the 
experiment, a NASA-TLX, which is a form for self-assessment, 
was handed over after each exercise [12]. The main points of 
the form were mental, physical and temporal demand, 
performance, effort and frustration. Each question could be 
answered with a maximum of 100 points with 5-point steps. All 
questions were compared between the exercise with and 
without stressor to see if the subjects noticed a difference. 

 

E. Reprocessing/Musculoskeletal model 
Kinematic data was imported into the AnyBody Modelling 

System (AMS) and applied to a motion capture model. Foot 
nodes are used to calculate ground reaction forces in this model.  
These reaction forces will be discussed in prospective works. 
The foot nodes were also used for determining the step lengths 
during sprint.  
 

III. RESULTS 

A. EMG 
After calculating the root mean square of any EMG signal, 

a mean was found for each muscle. For better comparison the 
mean of each muscle of the run with D2 stressor was divided 
by the corresponding Base value. The quotients for each subject 
and its muscles can be seen in Fig. 4. In general, the quotients 
are around 100 percent. That means there is no serious different 
between the sprint with and without the stressor. Even if there 
are 20 percent more or less to the 100 percent, there is no trend 
for any specific muscle to be more or less on average. Subject 
104 shows the highest deflections from around 0 percent to 220 
percent. This is justified by issues with the EMG sensors. Two 
of them (Rectus Femoris Right and Vastus Medial Right) fell 
off during the second sprint which caused a lower mean and a 
smaller quotient.  

 
Fig. 4: Quotient (D2/EMG) of EMG signals for every subject and 
analysed muscle. The ordinate is scaled in percent. The single bar 
graphs overlay. 

B. Performance 
Beside muscle activity the EMG signals also provide 

information about the duration of the exercise, which is the time 
of performance. This is the time between the subjects starts 
moving until it stands still again. The times of performance for 
each subject can be found in Fig. 5. 

 
Fig. 5: Times of performance of each sprint without (black) and with 
stressor (grey) for every subject 
Except Subject 102 with a delta in performance of 2.3 s, there 
is no big difference between the two sprints of the subjects.  
 

C. Kinematics 
Contact with the ground was basis for calculating step 

length. The norm of the vector between two steps offered the 
value. Figure 6 shown the changing step lengths during sprint 
with and without stressor for Subject 103. The abscissa depicts 
the number of the step. In the first subplot the difference 
between Base and D2 of the left foot are shown, the second one 
shows the difference of the right foot. The course of the graphs 
is similar. Because the subject started running with different 
starting position the graph of the base sprint looks a bit delayed.  

 
Fig. 6: Comparison of changing left (top) and right (bottom) step 
lengths during sprint with and without stressor for Subject 103.  The 
ordinate is scaled in meters,  
 
Peaks are showing the maximum step length of each segment. 
These peaks were averaged for each subject, sprint and foot and 
outlined in Table 2. There are slight differences between the 
runs with and without stressor but devoid of consistent trend. 
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Subject Nr. 

max step length [m] 
Base D2 

Left Right Left Right 
Subject 102 2.87 3.01 2.72 2.73 
Subject 103 2.88 2.74 2.86 2.74 
Subject 104 2.49 2.63 2.45 2.64 
Subject 105 2.63 2.56 2.82 2.65 
Subject 106 3.02 2.84 2.90 2.96 

Tab. 2: Averaged maximum step length for each foot and sprint per 
subject over 50 m 

 

D. NASA-TLX 
The self-assessment according to the NASA-TLX showed 

in almost every category a higher score for the sprint with 
stressor than without. In average the highest delta of 39 points 
can be seen in the mental demand. The physical demand is 4 
points less with stressor. The temporal demand reaches a delta 
of 24 points. The performance with stressor is 4 points higher 
than without, the effort is equal and the frustration is 16 points 
higher with stressor. 

 
Fig. 7: Reached score with standard deviation of NASA-TLX assessed 
by the subjects for each sprint. Abscissa shows all assessed categories 

 

IV. DISCUSSION 
The aim of this study was to investigate the influence of 

mental stress on muscle activity and kinematic changes of the 
lower extremities using the example of highly dynamic soccer 
related movements. Two sprints, one time without stressor and 
one time with stressor (d2), over 50 metres with change of 
direction after every 10 metres, were the basis of the data.  
Down to the present day six subjects have taken part in this 
study. After measuring the first subject some main adjustments 
had to be done to the measurement environment. The result of 
this was that only five subjects offered valid data.  That makes 
the size of the experiment very small to give solidified 
statements. Nevertheless, every kind of collected data was 
analysed to find indications for an influence of the stressor.  
Having a total of 27 sensors on the subject’s body, with even 16 
of them partly wired on the lower extremities, caused some 
issues. Some of the EMG sensors fell off during the sprint 
which led to lost insights in the corresponding muscles. After 
the Subject 104 the sensors were additionally fixed by tape, 

which kept the sensors at their place. Anyway, the available 
results of the EMG data showed no even difference between the 
two sprints. Neither one subject showed an equal deviation over 
all muscles to the first sprint nor one specific muscle showed an 
equal deviation over all subjects. When looking back to 
previous studies, differences in measured EMG signals were 
found after applying a stressor. On top of that injuries were 
more likely to occur under stress. J. Ekstrand and M. Hägglund 
showed that the muscle health is affected by stress, so that in 
this study differences in the EMG signal should be seen, which 
come from higher performances or a higher muscle tonus 
affecting antagonists during the tasks. That leads to the 
conclusion that either simple sprinting task may not be affected 
by stressors or the kind of stressor is not effective. 
Also, the time of performance did not make a uniform statement 
possible. Two of the subjects showed an increased time of 
performance, one subject was as fast as in its first sprint and two 
of the subjects showed a decreased time of performance in the 
second sprint with stressor. Having a look at the step lengths 
shows that there are slight differences between both sprints, but 
that does not seem to be caused by mental stress but rather by 
different starting positions and turning points. Though based on 
the small number of participants, currently no clear predication 
can be given, if the difference in the graph of step lengths comes 
from the stressor. The results of the times of performance and 
step lengths as they are, support the assumption that the stressor 
is not effective. 
The self-assessment NASA-TLX provides the information that 
the subjects were mentally challenged by the additional task and 
got frustrated by not ticking every answer right. They did not 
fell to have any difference in the physical demand and 
performance nor the effort they gave. The kind of mental 
demand caused by the modified D2 is obviously not enough to 
stress the physical behaviour of the subjects. 
Next to the pending analysis of the extension on flexion of the 
knee, it must be thought about validating and including other 
types of stressors in future work. Even the number of subjects 
needs to be increased to be able to validate outliers in the results. 
For gaining more insights different viewing conditions and 
investigation methods may be considered. 
In total the outcome of this study under the current 
circumstances and viewing conditions does not show any 
correlation concerning the additional mental task and the 
physical demand they tried to fulfil the two sprints with. The 
modified d2 test serving as stressor does not cause a difference 
in the physical and muscular way of sprinting. 
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Abstract—As part of the project neos (Netzentwicklungs-

offensive Strom) a general selection procedure for control 

algorithms for regulated distribution transformers is composed 

based on different technical and economical evaluation criteria. 

This procedure is intended to support the grid operator like a 

guideline to classify his grids and to achieve a more effective usage 

of regulated distribution transformers by using the optimal 

control concept. A simulation model is being developed to 

investigate various control algorithms. Time series of a whole year 

are stored in a resolution of one minute for consumers and 

producers of the respective grid model in order to simulate the 

network behavior in a realistic manner. The used data are raised 

by various measurements on households, photovoltaic systems and 

companies in the trade, commerce and service sector at the low-

voltage level as well as some measurements of different nodes at 

the medium-voltage level. Due to measurement errors and failures, 

it is sometimes necessary to replace missing data points in the time 

series with different interpolation methods or to replace them 

completely with comparable data sets. This paper presents an 

exemplary selection of the developed solution methods, which are 

implemented in an automated process to complete and adjust the 

real measurement data sets. 

Keywords—electrical distribution grid; emulation of distribution 

grid behavior; automated preparation of measurement time series 

I.  INTRODUCTION 

Since the "Act on the Priority of Renewable Energies" 
(EEG) came into force in 2000, Germany's energy supply has 
undergone a major restructuring. As a result of the decided 
measures of the agreement, a steady expansion of generation 
plants has been recorded since then [1]. In addition, new types 
of consumers will be added in the future because of the 
upcoming electro mobility, which will consume large amounts 
of electric power for a limited period. The still increasing 
volatile feed-in of decentralized generation plants as well as the 
erratic consumer behavior result in bidirectional and strongly 
varying load flows in the distribution grid. In order to keep the 
resulting voltage fluctuations within the permissible tolerance 
limits in accordance with DIN EN 50160 [2], grid 
reinforcements are required to solve the voltage problems so the 
new supply structure can be realized. One possible grid 
reinforcement option for solving this task are regulated 
distribution transformers. 

II. MOTIVATION AND OBJECTIVE 

For regulated distribution transformers are various control 
algorithms available, which differ in their technical complexity 
and the associated costs. In accordance with the technical 
capabilities of the individual control algorithm, different 
integration potentials can be achieved depending on the area of 
application. The unequal nature of low-voltage grids and their 
different future development in the sectors load, feed-in and 
electro mobility makes the selection process of a suitable control 
algorithm for the best possible utilization of the existing grid 
capacities difficult. Therefore, the selection of the optimal 
control algorithm for a particular low-voltage grid results in a 
high planning effort for network planning. 

As part of the research project neos ("Netzentwicklungs-
offensive Strom") a selection of control algorithms for regulated 
distribution transformers will be investigated based on technical 
evaluation criteria for various low-voltage grid structures. The 
aim is to design a general selection procedure for control 
algorithms for regulated distribution transformers by using 
network parameters. This planning assistance makes the use of 
regulated distribution transformers technically more effective 
and helps the grid planer to evaluate the measure compared to 
other grid expansion options in an easier way. Due to the 
urgency of the expansion measures in practice, the aim is to 
accelerate the decision-making process in grid planning. 

Several simulations investigate the selected control 
algorithms of regulated distribution transformers for different 
low-voltage grid structures. Real measurement time series are 
stored in the simulation grid models for a realistic reproduction 
of the grid behavior. Due to measurement errors and failures, it 
is necessary to replace missing data points in the real 
measurement time series by appropriate interpolation methods 
or to replace them completely by comparable data sets. 
Furthermore, in view of the simulation requirements, a further 
effort is required to make the available data sets usable for the 
simulations. The generation of complete measurement time 
series as well as their adaptation to the set conditions of the 
simulation is carried out by generally valid and automated 
methods. The focus of this paper is not the implementation of 
these automated processes, but the presentation of the developed 
solution concepts for the treatment of the different problems of 
the used measurement data sets. At the beginning an explanation 
of the simulation model settings and the associated requirements 
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for the measurement time series is given. In the following, the 
processing of the data sets for modeling the medium voltage 
fluctuations and the photovoltaic feed-in is described 
exemplarily. 

III. FRAMEWORK CONDITIONS OF THE SIMULTION MODEL 

As already mentioned in the introduction, a selection of 
control algorithms for regulated distribution transformers will be 
investigated with regard to their suitability for different low-
voltage grid structures. The simulations are carried out with the 
power grid calculation software PowerFactory from 
DIgSILENT. In order to generate a large number of realistic and 
dimensioning relevant grid conditions, time series of one year, 
which are used to emulate: 

• voltage fluctuations at different medium-voltage nodes, 

• photovoltaic plants in the low-voltage level, 

• household loads, 

• commercial, trade and service companies in the low-
voltage level and 

• Charging stations for electric mobility 

are included in the simulation model. Depending on the intended 
objectives of grid planning, various parameters and criteria are 
used to analyze and evaluate a control algorithm for regulated 
distribution transformers. Among other aspects, the focus is on 
determining the number of switching operations performed by 
the regulated distribution transformer within the observed 
simulation period. The control behavior of a regulated 
distribution transformer is determined by various design and 
setting parameters, which are summarized in [3]. If the regulated 
voltage violates the switching limits, the on-load tap-changer 
will not initiate a changeover until the delay time has passed.  
For more details on the switching process see [3]. The chosen 
delay time of the transformer controller plays a significant role 
for the observation of steps within a specified time interval. 
According to [4] and [5], delay times range from at least 10 s to 
90 s. In order to simulate voltage peaks and drops in the 
simulation model which are within the range of the delay time, 
a corresponding choice of the resolution accuracy of the 
simulation time steps and the time series is necessary. Due to the 
fact that one load flow calculation is performed per simulation 
time step, the total duration of the simulation correlates directly 
proportional to the resolution accuracy of the simulation steps. 
Taking into account a required simulation period of a complete 
year as well as the consideration of different low-voltage grid 
structures with different development scenarios, the simulation 
effort has to be kept as limited as possible. In view of a typical 
delay time of 60 s in practice, a one-minute resolution of the 
simulation time steps and the time series is therefore regarded as 
sufficient for the investigations of the control algorithms for 
regulated distribution transformers. 

Real measurement data with one-minute resolution is 
available to emulate the voltage fluctuation of medium-voltage 
nodes, photovoltaic systems and household loads by time series. 
There are no real measurement data sets with one-minute 
resolution to describe load profiles of different commercial, 
trade and service companies as well as of electro mobility 

charging profiles. For this reason, synthetic time series are used 
in these cases. The development procedures of appropriate 
synthetic load curves are not part of this paper and will not be 
discussed further in the following. See [6] and [7] for a detailed 
description of the procedure for generating electro mobility 
charging profiles. 

When integrating the real measurement time series into the 
simulation model, attention must be paid not only to the 
plausibility of the measurement data to be used but also to their 
completeness for the chosen year 2017 in the required one-
minute resolution. All existing real measurement time series 
have sporadic points in time as well as longer periods with 
missing or invalid measurement data, making it necessary to 
process the real measurement time series to complete time series 
for the usage in the simulation model. 

IV. MODELING MEDIUM-VOLTAGE FLUCTATIONS 

This section describes within the first part the measurement 
data used to emulate different characteristic medium-voltage 
variations. The second part describes the procedure for 
completing the original measurement data. 

A. Characterization of Medium-Voltage Fluctuations  

A total of nine different medium-voltage nodes are used to 
map different medium-voltage fluctuations. The measurements 
were taken within the framework of an already completed 
project at FENES. As already mentioned in chapter III, the 
evaluation of the measurements is carried out in a one-minute 
resolution for the year 2017. 

To characterize the different medium-voltage fluctuations, 
the voltage distributions are analyzed by taking into account the 
topological conditions of the network area. Figure 1 depicts in 
several diagrams the voltage distributions of different medium-
voltage nodes. The setpoint voltage USet of the considered grid 
area is 20.6 kV. Therefore, the medium-voltage voltage of 
1.03 p. u. has a higher level than the nominal voltage UN of 
20.0 kV. The higher voltage level counteracts the voltage drop 
and reduces the occurring line losses of the distribution grid. 

The blue histogram in Figure 1a shows the voltage 
distribution of the medium-voltage measured point 58, which is 
located directly on the lower voltage side of the high-
voltage/medium-voltage transformer of the substation. In order 
to adapt the voltage level to the various grid conditions, a 
continuous, load flow-dependent setpoint adjustment is done by 
the voltage regulator of the high-voltage/medium-voltage 
transformer. For this reason, a wide voltage range of 7.57 % 
relative to the nominal voltage UN results at the observed node. 
Due to the high installed power feed-in in the grid area and the 
resulting feedback into the overlaying grid level, voltage values 
below the setpoint voltage USet of 20.6 kV increasingly occur 
due to the dynamic setpoint adjustment. 

The red distribution in Figure 1a shows the modified original 
measuring time series of the measured medium-voltage node 58 
(adjusted), in which the voltage values are corrected by the 
adjustments made by the dynamic setpoint control. Compared to 
the original data of the measuring point, the distribution is 
almost symmetrical about the nominal voltage USet within the 
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voltage values of 20.25 kV and 20.95 kV. The resulting voltage 
range corresponds to the control bandwidth of 3.5 % of the 
nominal voltage UN of the regulation of the high-
voltage/medium-voltage transformer. 

 

Fig. 1.   Voltage distributions of the measured nodes 58 and 58 (adjusted) with 

and without dynamic setpoint control at the transformer substation (a), of the 

measured nodes 36 and 7 with short distance to the transformer substation (b), 

of the measured nodes 41 and 8 with medium distance to the transformer 

substation (c) and of the meas-ured nodes 38 and 47 with long distance to the 

transformer substation (d) for the year 2017. 

Figure 1b shows the voltage distributions for the medium-
voltage nodes 36 (orange) and 7 (green). Both nodes are located 
at the beginning of two different lines of the observed grid area. 
The distributions have a similar voltage range with spans of 
6.51 % and 6.71 % relative to the nominal voltage UN. Due to 
the increased power consumption at both measured points, the 
majority of the occurring voltage values are below the setpoint 
voltage USet. 

The voltage distributions of the measured points 41 (grey) 
and 8 (violet) are shown in figure 1c. The medium-voltage nodes 
are located in different strings with medium distance to the 
substation transformer. The centers of both distributions are 
above the setpoint voltage USet of 20.6 kV. Common cause are 
wind energy plants, which are installed next to the measured 
nodes 41 and 8. Due to voltage-maintaining by reactive power 
regulation at the feed-in points, the measured nodes 41 with 
5.45 % and 8 with 5.36 % of the nominal voltage UN have 
narrower voltage spectrums compared to the measurements at 
other medium-voltage nodes. 

Figure 1d shows the voltage distributions of the medium-
voltage nodes 38 (orange) and 47 (blue), which are located in 
different strings with a great distance to the substation 

transformer. Both distributions are characterized by a center of 
gravity of the distribution above the setpoint voltage USet of 
20.6 kV and a wide voltage range. With 7.06 % and 8.46 % of 
the nominal voltage UN, the measured points 38 and 47 have the 
highest fluctuation margins of all regarded medium-voltage 
nodes. 

B. Adjustment and Completion of he Measurement Time 

Series 

Considering the requirements of the simulation model for 
testing the control algorithms for regulated distribution 
transformers as described in section III, the following problems 
arise in the original measurement time series for the evaluated 
period of the year 2017: 

• sporadic points in time with missing voltage values, 

• sporadic points in time with voltage values below 
19.0 kV and 

• long periods of missing voltage values, occurring 
simultaneously at all considerate medium-voltage 
nodes. 

1) Replacement of Individual Points in Time with Missing 

or Implausible Measurement Values: With regard to the 

original measured time series of the selected medium-voltage 

nodes, short periods of one to three minutes with voltage values 

below 19 kV represent untypical outliers in the voltage curve. 

Voltage drops like this would lead to undesired effects when 

investigating the control algorithms for regulated distribution 

transformer. Therefore they cannot be used. The substitute 

values for these individual points in time are calculated by using 

linear interpolation approximation. The existing measured 

values of the two bordering points of time around the missing 

time interval serve as support points for the interpolation 

function. 

2) Replacement of Large Time Periods with Missing 

Measurement Values: In addition to individual missing or 

incorrect points in time, failures of longer periods of time occur, 

ranging from one day to six consecutive missing days in the 

worst case. The cause is the failure of the superordinate 

measuring system. As a result, the identical time periods are 

missing at all measuring points considered. Due to the 

simultaneous failure of all measuring points in the same grid 

area, it is not possible to use a suitable procedure to use and 

incorporate the measurement data of another measuring point 

as a substitute for the gap. Instead, the measured values of the 

previous period are incorporated depending on the size of the 

missing time interval. If, for example, the measured values of 

two consecutive days are missing, the measured values of the 

previous two days are used, starting from the time with the last 

available measured value. The time of the last available 

measured value is always the 00:00 o'clock value of the first 

faulty day of a failure period due to the daily replacement. With 

the aim of not generating any artificial jumps in the voltage 

curve, an adjustment of the voltage values at the interfaces of 

the failure time interval is carried out when the measured values 
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of the replacement period are incorporated. The creation of the 

adjusted substitute values Ufit for the missing time period tA is 

done by using equation  

Ufit(tA) = Usub(tA) ∙ g
1
(tA) + UStart ∙ g2

(tA) + UEnd ∙ g3
(tA).  (1) 

The terms 

g
1
(tA) =

{
 
 

 
 

 

tA

Tb

1

tA,End − tA

Tb

   

for   tA< tA,Start + Tb

for   tA,Start+Tb ≤ tA≥ tA,End − Tb

for   tA > tA,End − Tb

 (2) 

and 

g
2
(tA) = {

1−
tA

Tb

    for  tA ≤ tA,Start + Tb

0     for tA > tA,Start + Tb

 (3) 

as well as 

g
3
(tA) = {

0   for  tA ≤ tA,End − Tb

1−
tA,End − tA

Tb

  for tA > tA,End − Tb

 

 
 (4) 

with 

Tb = 30 min (5) 

indicate a piecewise linear weighting function for the voltage 
values of the replaced period USub (tA) and the real measured 
voltage values UStart and UEnd of the two bordering times around 
the failure time interval tA. In order to keep the editing influence 
on the real measurement data as low as possible and to 
adequately reduce and equalize the amount of artificial voltage 
jumps at the interfaces, a length of 30 minutes is chosen for the 
adaptation time interval Tb. To illustrate the effect of the 
adjustment function according to equation 1, Figure 2 shows an 
exemplary time section of the time series of the measured 
medium-voltage node 38. 

 

Fig. 2.   Exemplary time section of the time series of the medium-voltage node 

38 with adjustment of the substitute values (red) and non-adjustment of the 

substitute values (orange) at the intersection of a period with missing measured 

values 

The completed time series with the adjusted substitute values 
Ufit is represented by the red curve for the missing period tA. The 
completed time series is marked blue outside the failure period. 

In contrast, the orange curve indicates a completed time series 
without adjustment of the substitute voltage values. An artificial 
voltage jump would occur around 00:00 o'clock without an 
adjustment of the substitute voltage values. In contrast to the 
example shown in Figure 2, the artificial voltage jumps may be 
less pronounced at the transition points and may be below the 
level of real voltage jumps, whereby the substitute measured 
values would fit uncritically into the original measurement time 
series. The algorithm does not differentiate between these 
situations and applies an adjustment of the measured values in 
all cases. 

V. MODELING PHOTOVOLTAIC FEED-IN 

The first section of the section describes the data basis used 
to simulate the photovoltaic feed-in. The procedure for 
completing the incomplete original measurement data follows. 

A. Description of the Used Measurement Data 

When selecting an appropriate measurement time series to 
emulate the photovoltaic feed-in, the location of the photovoltaic 
system must be taken into account in addition to the requirement 
of a one-minute resolution of the year 2017. Next to the daily 
and seasonal influences photovoltaic feed-in also depend 
strongly on the location. To ensure that the occurring 
photovoltaic feed-in is sufficiently compatible with the 
overlaying medium-voltage fluctuation, it is practical to use the 
existing measurements on photovoltaic plants from the same 
grid area of the medium-voltage nodes. The recorded active and 
reactive power data (P and Q data) for the measured photovoltaic 
point 60 are taken from the same databank. For the later 
simulation to investigate the control algorithms for regulated 
distribution transformers, it is sufficient to consider a single 
photovoltaic feed-in profile for the modelled low-voltage grid. 
The photovoltaic park connected at the medium-voltage level 
has an installed capacity of 2.19 MW. For a simulation of the 
photovoltaic feed-in at the low-voltage level, it is necessary to 
normalize the P and Q time series of the photovoltaic park from 
the medium-voltage level to the maximum P or Q value and to 
scale it accordingly in the low-voltage grid model for the 
different plants. 

B. Adjustment and Completion of the Measurement Time 

Series 

In addition to the normalization of the P and Q values, the 
following problems have to be solved for using the measured 
photovoltaic time series: 

• sporadic points in time with missing P and Q values and 

• long periods of missing P and Q values. 

1) Replacement of Individual Points in Time with Missing 

or Implausible Measurement Values: The original time series 

of the selected photovoltaic point 60 has a few time points with 

missing P and Q values. Up to an interval of ten consecutive 

points in time, a linear interpolation method is used to 

approximate the missing measured values. The existing P or Q 

measured values of the two adjacent time points around the 

failure period act as support points. 
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2) Replacement of Large Time Periods with Missing 

Measurement Values: For longer periods with more than ten 

successive missing measurement values of the original time 

series, a differentiation is made whether the missing data occur 

within the day or night hours. In both cases, the P and Q values 

are always replaced in pairs. If the measurement failure occurs 

within the day hours, the affected day is completely replaced by 

the measurement data of the directly preceding day. The 

background to this approach is the intention to maintain the 

seasonal trend of the photovoltaic feed-in. Consequently, a 

repetition of an identical PV feed-in profile is tolerated. Similar 

to the methodology used to complete the time series of the 

medium-voltage nodes, the 00:00 point of time of the first faulty 

day of a failure period represents the intersection to the existing 

original values of the time series. An adjustment of the active 

or reactive power values at the transitions is not necessary due 

to the insignificant fluctuation of the measured P and Q values 

during the night hours. For this reason, periods with missing 

measured values that occur exclusively within the night hours 

from 22:00 to 05:00 are replaced by the measured values of the 

previous night. Due to this differentiation there is no 

unnecessary exchange of existing measured values of relevant 

daily hours. Figure 3 shows a section of the normalized P time 

series of the measured photovoltaic point 60 to illustrate this 

procedure. 

 

Fig. 3.  Exemplary time section of the P time series of the measured 

photovoltaic point 60 with the missing time period (red background) of the 

original time series (green) and the completed time series (blue) with the 

substitute values (red graph) 

VI. CONCLUSION AND NEXT STEPS 

To investigate the control algorithms for regulated 
distribution transformers, time series of one year are stored in 
the simulation model to emulate the grid behavior (medium-

voltage fluctuation, photovoltaic feed-in, household and 
commercial, trade and service companies loads). Due to 
measurement errors and failures it is necessary to modify the real 
measurement data sets. In case of one to a maximum of ten 
consecutive missing data points, an approximation of the 
missing values by interpolation is made. If the missing period is 
larger, it is necessary to incorporate measurement data from a 
comparable data set. The developed solution methods for the 
selection and incorporation of the substitute data for the 
completion of the annual time series for the year 2017 differ 
depending on the considered data set. Due to the modular 
structure of the automated procedure, all data sets are able to use 
different program routines, to solve common problems. An 
example would be the routine to determine all missing points of 
time of the measured time series. Furthermore, the integration of 
extensions to treat new issues of other data sets can be 
implemented in a simple way. 

In the next step, the various low-voltage grid models will be 
supplemented with realistic temporal development scenarios for 
generation and consumer capacity as well as electric mobility. 
The results of the various simulations are assessed using a 
systematic evaluation methodology. Based on the evaluation 
results, the simplified procedure for selecting a suitable control 
algorithm for regulated distribution transformers is derived. 
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Abstract—Capacitive micromachined ultrasonic 
transducers (CMUTs) offer many benefits in comparison 
to commonly used piezoelectric micromachined 
ultrasonic transducers (PMUTs). Besides the 
reproducibility, especially in terms of temperature 
stability and biocompatibility. The latter is of great 
importance in medical applications. For instance, 
CMUTs can satisfy the requirement of lead-free systems 
for respiratory monitoring unlike PMUTs. In recent 
projects, our institution developed an applicable system 
for flow rate measurement including a pair of CMUTs 
(emitter and sensor) mounted on opposing ends of a 
diagonal path with the fluid flowing in between. One can 
determine the flow rate by the principle of ultrasound 
runtime difference caused by the flowing medium, while 
alternating the roles of the CMUTs as a sender or 
receiver. Henceforth, a new generation of CMUTs with a 
larger number of cells on a single chip ensures the 
usability of the system in applications with flow velocities 
not significantly smaller than the speed of sound in the 
respective media. Whilst applying a certain phase shift 
pattern to the numerous cells of the new CMUT, one can 
achieve a beamforming effect to equalize the drift of the 
ultrasound propagation path away from the receiver. 
This maintains the signal level on the receiving end. 
 

Keywords—CMUTs, beamforming, ultrasound, flow rate 
measurement, phased array 

I. MOTIVATION 
Many technical applications require monitoring systems 

for a fluid flowing through pipes. Along other measurands like 
the temperature or the density of the flowing medium the flow 
rate is very often of great importance as its manipulation is a 
common way to control e.g. the fuel feed of a system. 
Generally, the determination of a measurand comes along 
with a perturbation of the system. Like the simple 
measurement of an electrical current requires an ammeter that 
has a non-zero resistance and effectively reduces the current 
conducted by the node on which the ammeter is inserted, so 
you do when you place a simple Prandtl-probe into a pipe with 
air flowing through [1]. On the one hand you get the dynamic 
pressure and thereby the flow rate but on the other hand you 
arouse turbulences in the gas flow because of the solid probe 

in it. Therefore, you have manipulated the flow conditions and 
thus the measured value is not the same as it was before 
placing the probe. That is why it is desirable to establish a 
measurement application that does not interfere too much to 
the flow conditions. 

II. INTRODUCTION 
In terms of fluid flow measurement existing solutions 

usually offer either a direct determination of the wanted 
measurand or a turbulent-free way of obtaining it. For 
instance, there is a principle called laser-doppler-anemometry 
(LDA) which uses small particles fed into the fluid flow that 
periodically scatter light in an interference pattern created by 
the presence of two crossed laser beams [2]. According to the 
frequency of the detected light reflexes one can determine the 
speed of the particles that – if they are small enough – equals 
the flow rate. The big advantage of LDA is the absence of any 
solid probes or similar but adversely one uses an indirect way 
of flow rate measurement and on top of that the use of lasers 
results in high costs. The other way round – turbulent but 
direct and cheap measurement of the flow rate – is executed 
using the aforesaid Prandtl-probes. A better solution is to use 
ultrasound emitters and sensors [3]. In recent projects, our 
institution developed an applicable system for flow rate 
measurement including a pair of CMUTs (emitter and sensor) 
mounted on opposing ends of a diagonal path with the fluid 
flowing in between (fig. 1). One can determine the flow rate 
by the principle of ultrasound runtime difference caused by 
the flowing medium, while alternating the roles of the 
CMUTs as a sender or receiver. This method yields positive 
characteristics like the independency to density, temperature 
or viscosity of the fluid. In our latest research project, we 
work on the development of advanced CMUTs that are 
capable of beamforming. This effect is achieved by 
implementing several independent cells on a single CMUT-
chip – a so called phased array of ultrasound emitters or 
sensors. Alongside with this evolution another advantage 
comes into account, namely the possibility to mount the 
whole sensorics and electronics on one printed circuit board 
when using a reflector in the pipe, so that long coaxial 
conductors are no longer necessary which leads to a better 
responsiveness of the CMUTs and also reduced parasitic 
effects on the signal-level. Furthermore, the costs of such a 
system can be decreased drastically. Besides, the measured 
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  absorption of the acoustic wave intensity yields a 
proportionality to the gas concentration [4]. This makes it 
possible to completely analyze the gas flowing through a pipe 
– its flow rate as well as its blend and the concentration of its 
compounds. 

 

 
Fig. 1: Measurement setup for the determination of the flow rate by using the 
ultrasound runtime difference principle 

III. CMUTS 
Capacitive micromachined ultrasonic transducer (CMUTs) 
are part of an upcoming technology in the ultrasound 
generation. They are a potential candidate to replace 
commonly used piezoelectric micromachined ultrasonic 
transducers (PMUTs) [5]. The latter are inferior to CMUTs 
in terms of temperature stability and biocompatibility. These 
two advantages can be very helpful in medical applications 
since the requirement for lead-free components and the 
ability to sterilize them in an autoclave cannot be satisfied by 
PMUTs but CMUTs. Furthermore, the simple transducer 
element can be fabricated cheap when emerged from a 
microtechnological fabrication process for high volume 
production. This makes it interesting for the use in medical 
home-care products to be used several times. Additionally, 
CMUTs are not subject to structure-borne sound, which 
makes it possible to mount the transducers on a PCB with a 
small distance between them whilst not arousing crosstalk. 
 
Basically, a CMUT comprises a static and a dynamic 
electrode [6]. More specifically, the static electrode is 
embedded into a cavity within a substrate (e.g. glass) and the 
dynamic electrode is represented by a thin (i.e. a few microns 
thick) silicon membrane bonded to the substrate (see fig. 2). 
 

 
Fig. 2: Cross section of a single-cell CMUT 
 
The CMUTs is then operated with an electrical signal applied. 
The voltage between the two electrodes has an optional DC 
as well as an AC part with the first forcing the CMUT into a 

state called ‘static deflection’ – this decreases the minimum 
distance between the electrodes and thus increases the 
sensitivity of the CMUT in receiving mode – and the latter 
causing a periodic oscillation of the membrane. That is why 
a CMUT is also categorized as an electro-mechanical or 
acusto-electrical transducer with the vibrational stimulus to 
the medium above the membrane (e. g. air) creating a 
propagating pressure oscillation (i.e. sound wave). 

IV. ACOUSTIC BEAMFORMING WITH PHASED ARRAYS 
Analog to a convex optical lens with given (numeric) aperture 
there are ‘acoustic lenses’ in the form of a multi-cell CMUT 
or phased CMUT array that is also capable of focusing and 
steering ultrasound waves like a lens does it with optical 
waves. The aperture of such an array has a similar meaning 
like it has in optical applications [7]. 
 
But first one needs to specify the different forms of phased 
arrays. They are commonly distinguished in 3 different main 
types: 1D, 1.5D and 2D arrays (see fig. 3 and 4). There are 
some literatures that even introduce 1.25D and 1.75D arrays 
for a more thorough classification [8]. 
 
A 1D array has several elements along one direction. The 
whole length of the row is named ‘total active aperture’ A, 
whereas w is the ‘width’ of a single element and e its ‘length’ 
or ‘elevation’. The array increment is also called ‘element 
pitch’ p. Additionally, the gap k between two single elements 
is denoted by the word ‘kerf’. 
 
1.5D arrays show a few elements across the secondary 
dimension with the ‘total passive aperture’ equivalent to the 
active one mentioned above. 
 
Eventually the active and passive aperture of 2D arrays are of 
the same magnitude with a similar number of elements in 
across each direction. Therefore, a distinction between active 
and passive plane is no longer necessary. All functionalities 
in terms of beamforming are available in both dimensions. 
 

 
 
Fig. 3: 1D array with corresponding geometric terminations 
 

 
 
Fig. 4: 1.5D array with fewer elements across the passive plane; 2D array 
would be correspond to a similar number of elements across both planes (not 
shown in this figure) 
 

p

k

e

w

A



 Regensburg Applied Research Conference 2020 

 163 

  So now we can classify the different types of phased arrays 
according to their beamforming capability. Basically, there 
are two important impacts that can be aroused on an 
ultrasonic beam: focusing and steering (see fig. 5). 
 

 
Fig. 5: 1D array of CMUTs with different phase shifts to single cells. Left: 
no phase shift (normal mode), middle: focusing, right: beamsteering 
 
Focusing is already possible with little number of cells across 
one direction whereas steering is solely feasible with a bigger 
number of cells. So beamsteering in both directions is a 
unique selling point for 2D arrays. Another effect that can be 
used with full 2D arrays is apodization [9]. It is equivalent to 
a gaussian filter with which one can focus through holes that 
would create diffractive effects and thus decreasing the 
contrast in imaging ultrasonic applications in medical 
institutions. 
 
These effects can be achieved by delaying the excitation of 
the single cells in a certain manner (see fig. 5). Here we come 
back to the analogy to optical lenses. A convex lens is thicker 
in the middle than at the edges. That causes different runtimes 
of the light through the lens and therefore leads to a curved 
wave front when it was planar before. These annular wave 
fronts meet at the focus point likewise the ultrasound gets 
focused when a phase shift pattern is applied to the CMUT 
array. 

V. AIR FLOW MEASUREMENT 
The determination of the flow rate in gaseous media (e.g. air) 
can be done by the ultrasound runtime difference method. 
This principle is based on the effect that a soundwave has a 
relative propagation velocity – the speed of sound. 
Depending on how the medium moves, the soundwave may 
take different times to cover a fixed distance [10]. 
 
Referring to the situation in fig. 1 the ultrasound alternatingly 
runs in and against the flow direction resulting in two 
different runtimes or time of flights (TOF) (1). 
 
 

𝑐𝑐 = 𝑐𝑐0 ± 𝑣𝑣 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (1) 
 
These runtimes are used to calculate the delta of the inverse 
runtimes that is used to calculate the flow rate v according to 
equation (2). 
 

𝑣𝑣 =
𝐿𝐿

2 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
∙ ∆𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (2) 

 
 

The inverse runtime difference is defined in equation (3) as 
follows: 
 

∆𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
1
𝑡𝑡2
−

1
𝑡𝑡1

 (3) 

 
One can see that the flow rate can be determined completely 
without knowledge of any other sizes but two geometric 
constants – the length L and the angle φ to the flow direction 
of the diagonal path. Not even the speed of sound comes into 
account but the premise of being a constant along the path 
which is usually satisfied in homogenous media. 
 
The application of beamforming and -steering with phased 
CMUT arrays can be helpful when used in air flow 
measurement. So, it gets possible to circumvent the given 
condition that the two CMUTs must be mounted on opposing 
ends of a diagonal path and thus demands the presence of 
cavities in the pipe that cause turbulences (see fig. 6). 
 

 
 
Fig. 6: Turbulences caused by the cavities for the diagonal path with a CMUT 
at each end 
 
A better way is to use a reflector opposed to the now plane 
integrated CMUTs and to provide the ultrasonic beam to hit 
the receiving CMUTs by beamsteering (see fig. 7). 
 

 
 
Fig. 7: Planar integration of both CMUTs into the pipe for flow rate 
measurement in air 
 
According to the guideline VDI/VDE 2642 Ultrasonic flow 
rate measurement of fluids in pipes under capacity flow 
conditions [10] the reflector in the installation depicted in fig. 
7 may simply be the inner wall of the pipe (see fig. 8). 
 

 
Fig. 8: Installation guideline for ultrasound flow rate measurement 
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  Another advantage of this installation is the possibility to 
react to changing flow rates that would cause a drift of the 
ultrasound beam resulting in a reduced signal level on the 
sensing end. By adjusting the angle by which the ultrasound 
beam gets steered one can readjust the soundwave to the 
receiving CMUT to maintain the signal level. The data 
processing could be carried out using a field programmable 
gate array (FPGA). 
 

 
Fig. 9: Planar integration of both CMUTs into the pipe for flow rate 
measurement in air 

This procedure is schematically portrayed in fig. 9. In case 
(a) the speed of sound c is much bigger than the flow rate v, 
thus no effect can be seen. In case (b) there is a perceivable 
drift because the flow rate is no longer several magnitudes 
smaller than the speed of sound. And in case (c) a 
readjustment action realigned the ultrasound beam to the 
receiving CMUT. 

CONCLUSIONS 
A cheap turbulence-free flow rate measurement system for 

air flows will be of huge interest in the future. A phased-
CMUT-array-based solution can satisfy these requirements 
and is a new technological solution that currently does not 
exist. In the end one will be able to use this application in 
numerous field applications such as the spirometry in which 
the respiratory volume as well as the consumed oxygen can be 
observed [11]. Graphene-based CMUTs that are transparent 
may also be very interesting if one wants to perform 
spectroscopic measurements through the CMUT. Another 
application might be in the field of materials testing or in 
automotive in means of an air mass meter. Especially in 
motorsports, where common air mass meters are replaced by 
a restrictive α-n-map to avoid turbulences respectively flow 
detachments in the intake of a combustion engine, such a 
system could dominate future solutions. 
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Abstract—Biogas plants have the ability to serve the electrical
grid with several ancillary services. Congestion management is
one of this possible contributions. For further investigation of a
possible contribution of biogas plants to congestion management,
simulations on a grid model of a distribution grid are done.
Therefore a reference biogas plant is choosen, which is used in
the simulations. Also a congestion generation strategy is defined.
From the generated congestions a situation is selected for fur-
ther investigation. Several simulations with different congestion
situations show the ability of the reference biogas plant to serve
the grid in this concrete situation. Based on the results, further
necessary investigations are derived.

Index Terms—biogas plant, distribution grid, ancillary ser-
vices, congestion management, power flow simulations

I. INTRODUCTION

Biogas plants have the advantage over other renewable
generation plants that they have an integrated energy storage
system with their gas storage tank. Thus they are in a position
to shift their electricity production away from gas production.
With this feature biogas plants can provide ancillary services
in many different ways for the electrical grid and thus make an
important contribution to gradually replacing the conventional
power plant park in Germany with renewable energies. [1], [2]

Until 2012, payment due to the Renewable Energy Sources
Act (EEG) only focused on the amount of produced energy.
Therefore a huge incentive was given to reach high utilisation
of the generators [1, p.18]. Despite efforts to support flexibil-
isation of biogas plants since 2012 [1, p.64], the capabilities
of these units are not generally known among plant and grid
operators. Thus, one aim of the research project OPTIBIOSY
is to figure out situations in which biogas plants can serve the
grid.

In this paper possible contributions of biogas plants to
congestion management in distribution grids are discussed.
Therefore simulations on a grid model of a real grid from the
project partner Lechwerke Verteilnetz GmbH (LVN) are done.
This requires a generation strategy for congestions, because
in the original grid there are no congestions. The selection of
a reference biogas plant on which the investigations will be
carried out is briefly discussed.

II. METHODS

To figure out the capabilites of biogas plants in congestion
management, load flow simulations with real net-, generation-

and consumption data are done. LVN therefore provided a
grid model of an existing grid. Also time series of feed-in
power for an entire year for some generation units, which are
measured due to regulatory requirements, in this grid model
are available. The remaining feed-in and consumption time
series were created using different modelling strategies [3].
The time series are necessary for the simulations.

Defined reference biogas plants are placed in the grid
model. Congestions are forced through a congestion generation
strategy, which is based on the future expansion of generation
plants and consumers and thus causes problems that will arise
in the distribution grid in the coming years. With a simulation
of an entire year single congestion events are filtered which
will be inspected further via simulations of the day they occur.
By manually getting congestions worse, the ability of the
additional reference biogas plant to solve the congestion is
examined. For this paper, only one grid model and only one
congestion event is examined.

A. Used reference plant

For this paper, one biogas plant out of a pool of reference
plants is used for simulations. This plant consists of two
combined heat and power units, one with 250 kW, the other
with 500 kW electrical power. The power coefficient is one,
i.e. the heat output corresponds to the electrical output. The
volume of the gas storage tank is 1500m3. The volume is
considered remaining constant over the year, environmental
impacts like changes in temperature or atmosphere pressure
will receive no consideration. A tank with 100 t water is used
as a heat storage tank. The operating temperature lies between
50◦C and 90◦C. The biogas plant supplies heat to its own
fermenter, a drying plant and a residential area. As analysis
of existing biogas plants show [4], plants like this are usually
found in southern Germany.

To get a realistic feed-in behaviour of the reference plant,
project partner Lechwerke AG (LEW) calculates spot-market
oriented feed-in schedules based on market prices in 2018
and on estimated prices in 2035. This is necessary because
flexibilised biogas plants often use the so called ”Mark-
tprämienmodell”, based on §§ 20 and 23a EEG to get revenues
beyond the regular sponsorship [1, p.62].
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B. Definition of congestion

For the congestion generation strategy to apply, at first
a congestion has to be defined. There are two types of
congestions in electrical grid: violation of voltage limits and
overloading of elements.

1) Voltage limits: In medium- and low-voltage grids voltage
must remain within a band of ±10 % of agreed supply voltage
[5]. Generation units an storage systems are allowed to raise
voltage in low voltage grids 3 % at maximum [6]. Since only
non-regulable local network transformers are present in the
grids under consideration, medium and low voltage levels are
rigidly coupled here. Thus voltage in medium voltage grid
must not exceed 107 % of agreed supply voltage.

In consultation with the project partner LVN, using 21.2 kV,
i.e. 106 % of agreed supply voltage, is a practice-oriented
value for the upper voltage limit. This value is used in the
following as a definition for voltage problems.

2) Overloading: Overloads can permanently damage or
destroy equipment and must therefore be prevented. Medium-
voltage grids are usually planned for (n-1)-security which
means that in the event of a failure of one piece of equipment,
no other must be overloaded. Since generation plants can
be remotely controlled, this rule does not apply to their
connection to the grid. [7, p.195]

Thus, in the following, overloading of elements due to feed-
in of generation units is considered as utilisation above 100 %.

C. congestion generation strategy

Congestions must be generated in the congestion-free net-
work model for further investigations. This is basically pos-
sible by increasing the feed-in power from PV and wind
power plants or by increasing the connected consumer power.
To select a procedure, data of the Grid Development Plan
Electricity 2030 [8] just as the feed-in time series of elements
in the grid and the feed-in schedule of the reference biogas
plant are analysed.

In scenario B 2035 of the Grid Development Plan, an
installed PV capacity of 97.4 GW in 2035 is assumed for
the whole of Germany. Compared with the system master
data of the transmission system operators [9], this results in
an increase of 55.0 GW in relation to 2017. 90.8 GW of
installed capacity is assumed for wind onshore in the same
scenario, which corresponds to an increase of 40.6 GW. The
development will be distributed differently across the regions.
While southern states will have a large installed capacity of
photovoltaic systems, the north will be dominated by capacity
from wind turbines. Scenario B 2035 reflects an ambitious
expansion of electricity generation from renewable energies,
moderate sector coupling and greater flexibility for consumers.

For electricity demand by consumers, the NEP identifies
both demand-increasing and demand-reducing factors. Re-
gional differences are particularly marked in the development
of consumption. Depending on the scenario, net electricity
demand in some districts will fall by 25 % or more, while
in other areas it will rise by more than 25 %.
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Fig. 1. Generation schedule of the reference biogas plant

On the basis of these forecasts, it is decided to generate
congestions in the grid model by changing the feed-in power.
The feed-in power will increase throughout Germany and only
differ regionally in the technologies. Moreover, the increase in
feed-in power in the simulations allows the use of the 100 %
capacity utilization limit, as described in the previous section.

Increasing the feed-in power can be accomplished through
either scaling photovoltaic or wind power plants. A compar-
sion between the biogas generation schedule, the photovoltaic
power generation and the wind power generation shows,
that increasing wind power is most suitable for generating
congestions which can be handled by the biogas plant. In
figure 1 one can see the generation schedule for the whole year
2018 as a heatmap, scaled on maximum power output from
the biogas plant. It is immediately apparent that the biogas
plant is usually, except in winter, not in operation from late
morning to late afternoon. One can compare this to the usual
time photovoltaic plants feed in, which is shown in figure 2.
This figure shows the feed in power of photovoltaic plants
in the grid model used for the examination. Comparing these
two figures, it is apparent, that the biogas plant usually is
in operation at times, when the photovoltaic infeed is low.
As a result, PV-related congestions usually occur outside the
operating hours of the flexibilised biogas plant.

This behaviour can be explained with the spot market prices.
In [10] the spot market prices in 2018 are pointed over the
photovoltaic feed-in power in germany. A raising amount of
photovoltaic power in the grid results in a lower price. This is
to be expected thus photovoltaic plants today don’t sell their
power at the spot market, but get a fixed sponsorship which is
granted through EEG. At the spot market, photovoltaic power
is sold with a price of 0 EUR. Because the feed-in schedule of
the biogas plant is spot market optimized, i.e. it is attempt to
earn the most, the plant is in operation when prices are high
and therefore usually not, when photovoltaic infeed is high.
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Fig. 2. Feed-in power of photovoltaic plants in the grid model, scaled to
installed photovoltaic power
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Fig. 3. Feed-in power of wind power plants in the grid model, scaled to
installed wind power

Biogas plants are only able to handle overload situations in
the grid caused by high infeed when they are in operation at
this times. Then they can reduce power. Otherwise, the only
possibility was to switch on and feed in additional power,
which is contradictory to the aim of reducing current on over-
loaded elements. Due to the relations mentioned above, the
choosen biogas plant with the calculated generation schedule
cannot serve the net in situations, where photovoltaic driven
congestions appear.

For congestion generation infeed of wind turbines can be
scaled, too. Figure 3 shows the generation characteristics of the
wind power plants in the grid model used for the examination.

One can see, that infeed power of wind power plants shows
no characteristic daily behaviour like photovoltaic. At most

Fig. 4. Schematical drawing of critical overhead line section

figure 3 shows a seasonal difference in power generation
between summer and winter. In winter the wind turbines
are high utilised for longer periods of time then in summer.
Because phases with high infeed-power of wind turbines can
last many hours up to more than a day, there are times where
wind infeed is high as well as the reference biogas plant is in
operation. The biogas plant isn’t able to shut down for such a
long time, because gas production is a continous process and
storage capacity will be exceeded after several hours. This
makes it possible to generate congestions through scaling the
installed wind power in the grid model which can be handled
through the biogas plant.

D. Choosing a congestion situation for examination

After some simulations with the grid model, an overhead
line section shows up as a critical point for overload when
the feed-in power is increased. A schematical drawing of the
section is shown in figure 4.

The medium-voltage string starts from the transformer sub-
station with an almost 4 km long NA2XS2Y cable section
in which consumers with a rated load of 1330 kW as well
as PV systems with a rated output of 848 kW are con-
nected. The affected overhead line section connects to the
cable section. The overhead line section extends over a total
length of 1.78 km with a cross-section of 95 mm2 and is
divided into six sections by five nodes. Within the section,
two short spur lines supply two hamlets with 400 kW rated
consumer power each and 234 kW and 336 kW of installed
PV power. The remaining string after the affected overhead
line section branches out several times. Connected to it are in
total 13705 kW consumers, 4001 kW PV systems, 10500 kW
wind turbines and 235 kW biogas plants.

The mentioned reference biogas plant is set at the very end
of the medium-voltage string, which means it is geograpically
a few kilometres away from the overhead line section. To
analyse the suitability of biogas plants for congestion man-
agement, a simulation model is used, which monitors the load
at section 1 of the overhead line. If the utilisation is to high,
feed-in power from the biogas plant will be reduced. Another
simulation model is used, with witch the given generation
schedule is followed, no matter how high utilisation of the
overhead line is.

Simulations with a scaled wind power output show that
with a scaling factor of 1.2 an overload occurs on 23.09.
at 10:30 am1. At this time the biogas plant is in operation.
Therefore, this day will now be examined more closely.

1times are normalized to winter time
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III. FIRST RESULTS

With a scaling factor of 1.2 for the feed-in power from
wind energy plants and a scheduled operation of the biogas
plant, the simulations show an overload of the complete
overhead transmission line in the quarter hour from 10:30 am
to 10:45 am. Sections 1 to 3 show a utilisation of 101.69 %,
section 4 101.41 % and sections 5 and 6 100.82 %.

If the operation of the biogas plant is adapted to the
congestion, no more congestion occurs. The biogas plant
is therefore able to completely eliminate the congestion by
adapting the operation mode. The model reduces the feed-
in power from the original 750 kW to 521.4 kW between
10:30 am and 10:45 am. The utilization in section 1, whose
utilization is used as control parameter, is thus reduced to
99.98 %.

In this specific case, the utilisation of the overhead line
in section 1 has a sensitivity to the change in active power
of δc

δP = 7.48 %
MW . The reaction of the biogas plant to the

congestion also cause a change in filling levels of the storage
tanks at the end of the day. The gas storage tank filling level
shows 126 kWh more stored energy due to power reduction
to scheduled operation. In contrast, there is no change in the
heat storage tank filling level. This is due to the fact that in
operation with spot market optimized schedule the heat storage
tank is full from 9:30 a.m. to 12:00 p.m. and the thermal
energy produced is discharged via the emergency cooler. Due
to the congestion reaction, the amount of energy removed by
the emergency cooler drops from 152.5 kWh to 103.06 kWh
within the fifteen minutes in which the control is carried
out. The use of a substitute heat supply as well as the gas
flare is not necessary either when operating according to the
schedule or after the congestion reaction within the day under
consideration.

With a scaling factor for wind turbines of 1.225 and
a scheduled operation of the biogas plant, the considered
overhead line section is overloaded in three quarters of an
hour. From 08:00 a.m. to 08:15 a.m., only section 4 is affected
with 100.08 % and sections 5 and 6 with 100.21 % load. In
the quarter hour from 09:00 a.m., the load in sections 1 to
3 is 101.35 %, in section 4 100.98 % and in sections 5 and
6 100.27 %. The third quarter of an hour affected begins at
10:30 a.m. At that time, the load factor is 104.06 % in sections
1 to 3, 103.78 % in section 4 and 103.19 % in sections 5 and
6.

If the operation of the biogas plant is adapted to the
congestion situation, the congestion is completely cleared at
09:00 a.m. and 10:30 a.m. At 09:00 a.m. the simulation model
reduces the output of the biogas plant from 750 kW to 540 kW,
at 10:30 a.m. from 750 kW to 190 kW. The overload of
sections 4 to 6 at 08:00 a.m. is not detected by the model,
because the load in section 1 is used as the control variable.

The sensitivity of the load of the overhead line to a
change in active power of the biogas plant is 7.47 %

MW at
09:00 a.m. and 7.49 %

MW at 10:30. Assuming that the sensitivity
at 08:00 a.m. also has these values, a power reduction of

28 kW would be necessary to eliminate the overload at this
time.

The gas storage is 454.79 kWh more filled at the end of the
day after the power reductions to eliminate the congestion than
during scheduled operation. The gas flare will not be used. At
the end of the day, the heat storage tank filling level does not
differ from the schedule operation compared to the congestion
regulation. Only 181.9 kWh less heat energy is dissipated to
the environment via the cooler. The use of a substitute heat
supply is not necessary.

With a scaling factor of 1.25 for the output from wind
turbines and pure scheduled operation of the biogas plant,
overloads of the overhead line section occur in five quarters
of an hour. From 08:00 a.m. to 08:15 a.m. the utilisation rate
is between 102.25 % in section 1 and 102.60 % in section 6.
From 09:00 a.m. to 09:15 a.m. the utilisation rate is slightly
higher at 102.63 % in section 1 and 103.72 % in section 6.
From 10:15 a.m. there is a utilisation rate between 100.33 %
and 100.71 %, which rises significantly from 10:30 a.m. to
values between 105.57 % and 106.44 % before falling back
to values below 100 % at 10:45 a.m. From 15:15 to 15:30,
sections 1 to 3 are overloaded with 101.19 %, section 4 with
100.54 % and sections 5 and 6 show no overloads.

If the feed-in capacity of the biogas plant is regulated
according to the load in section 1, the picture is improved. At
08:00 o’clock the capacity is reduced from 750 kW to 420 kW.
Thus, the congestion in sections 1 to 4 can be eliminated, in
sections 5 and 6 an overload of 100.12 % remains due to
the model. At 09:00 a.m. the congestion can be completely
removed by reducing the output from 750 kW to 220 kW,
and at 10:15 a.m. by reducing it to 630 kW. At 10:30 a.m.,
despite a complete shutdown of the biogas plant, a capacity
utilisation of 100.83 % remains in sections 1 to 3 and 100.56 %
in section 4. The sections 5 and 6 are free of congestions. At
15:15 there is no change in the situation, as the biogas plant
is not in operation at this time.

The sensitivity of the capacity utilisation in the overhead
line sections to a change in the active power feed-in of the
biogas plant lies between 7.46 %

MW and 7.51 %
MW at the times

of the congestions. A concrete analysis of the situation at
08:00 a.m. shows that an additional reduction of 16 kW of
active power would be necessary to sufficiently relieve sections
5 and 6 as well. This is possible without any problems, but
was not carried out by the model due to the specification
of the load in section 1 as control variable. At 10:30 a.m.,
the power would have to be reduced by a further 111 kW
to eliminate congestions. This can no longer be achieved
by the biogas plant alone. Due to the power reductions for
congestion control, there is 1094.27 kWh more energy in
the gas storage tank at the end of the day than in pure
scheduled operation. However, in both cases the gas flare is
not used. The heat storage tank filling level at the end of the
day is identical comparing congestion regulation operation to
scheduled operation. The less produced heat energy results
only in a lower use of the emergency cooler. In the case of
bottleneck control, this has to dissipate 1247.9 kWh of heat,
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a reduction of 423.6 kWh compared to scheduled operation.
The use of a replacement heat supply is not necessary.

IV. DISCUSSION

Because of Corona-crisis, creation of spot-market opti-
mized generation schedules through an external partner of
the research project has become delayed, so that not enough
simulations have been done yet to enable reliable statements.

Nevertheless, results in III show that in this concrete sit-
uation (given grid, given supply and demand situation, given
network connection point of the biogas plant), the biogas plant
can lower utilisation of the overhead line with around 7.5 %

MW .
The effects on gas storage levels are small enough to delay
energy losses into the next day. This allows the changed levels
to be taken into account in day-ahead planning. The reduction
in heat energy losses are positive for environmental reasons.

V. FUTURE WORK

In further simulations, it has to be figured out, how generally
applicable these results are. Therefore different types of spot-
market oriented generation schedules have to be simulated and
other network connection points for the reference biogas plant
have to be choosen. It has to be examined, how often biogas
plants can handle grid congestions in specific net constellations
of wind, PV and biogas plants and how much biogas plants can
lower the forced reduce of power from wind and PV plants.
The results must be validated at different grids. All this comes
especially for the sensitivity values of the biogas plant. These
values will be used in an optimisation model which is intended
to get the spot-market optimised generation schedule as an
input and calculates the best generation schedule taking into
account several ancillary services for the grid. One of this
ancillary services will be congestion management.
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Abstract—Each manufacturing company has to decide which
production process they use. The selection is complicated, because
these processes have different advantages and disadvantages as
well as an impact on other parts of the company. Therefore,
in this paper two of the most common processes are compared.
These processes are the job shop and the flow shop. In the case
study it is assumed that the exemplary company has a defined
amount of stations. The result of the case study is that the flow
shop has better results if some conditions are fulfilled. These
conditions are a short transport time for the flow shop as well
as grouped work steps which have a processing time close to the
cycle time.

I. INTRODUCTION

This paper was written in the context of the master thesis at
the Ostbayerische Technische Hochschule (OTH) in the labo-
ratory for business informatics, SAP and production logistics
under the direction of Professor Dr.-Ing. Frank Herrmann. The
primary topic of the project is scheduling. In the case study the
production processes job shop and flow shop are compared.

A. Goal of the project

The aim of this thesis is to obtain a realistic comparison of
the production processes job shop and flow job. The production
methods are used to determine which work steps of different
orders are processed at which time at a station. The target
criterion for the comparison is the average delay of all orders.

B. Requirements for the case study

To achieve a realistic result, the transport times between sta-
tions must be taken into account. In addition, the arrangement
of the stations, the processing times of the work steps, and
the transport times between stations must be chosen carefully.
To achieve a better result, the specified orders can be repeated
over several iterations, which helps to show different effects of
the two production processes. In doing so, orders that have not
yet been completed at the end of an iteration have a preferred
priority over new orders in the following period. These basic
conditions must be fulfilled for a realistic and fair comparison.

C. Tool support

The calculation of the algorithms for the workshop and
assembly line production is done by a tool programmed for this
purpose, which can also display several iterations. It offers the
possibility to change the algorithms and add new algorithms.

D. Structure of the paper

The outline of this paper is as follows. In order to understand
the comparison, in section II the algorithms used for the two
production processes are presented and explained. Then in
section III the case study used to compare the production
processes is described. Following in section IV with the
application and results of the case study. The final chapter
is about the conclusion and analysis of the comparison.

II. ALGORITHMS OF THE PRODUCTION PROCESSES

A. Job shop

For job shop the priority rule of shortest operation time is
used but in a modified version. The reason for this priority
rule is, that the rule leads to a relatively small medium delay
for very long delays for a small part of the orders, which suits
to the defined goal of the project. [1]

This modified version of the priority rule pays attention to
the transport times, too. It is important because otherwise it
would have considerably worse results. It allocates the work
steps the following way. Each work step is checked at a
specific time, starting with the first time unit to the end of the
iteration, when at least one station is available. If a work step
is available, that includes all necessary previous work steps
are finished, it will be compared with the other available work
steps with the best rating for all available stations. The rating
is calculated in the following way. The rating of an available
work step at an available station equals the process time of
the work step plus the remaining transport time for the work
step at an available station. This has to be repeated for all
available stations and all available work steps. The work step
with the smallest rating will be selected and the steps for a
specific time are repeated until there are no available stations.
The exception is when orders have delays and still have to
be finished in the next iteration. Then these work steps have
priority over the other work steps of the iteration, but will
be selected with the smallest rating based on the description
above. [2]

B. Flow shop

The first step is the belt adjustment. First of all the de-
scription of the product variants in the form of process graphs
(precedence graphs) with the respective processing time per
work step pvj (v=work step, j=product variant) as well as the
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number of products to producing units per product variant (dj)
and the cycle time (T) for all stations is needed. Using the
precedence graphs and the number of units to be produced
per variant an aggregated graph can be created. This provides
the basis for the belt adjustment and the station occupancy.
To determine the cumulative processing time the equation 1
is applied.

p =

n∑
j=1

pvj · dj (1)

The assignment of the work steps to the stations can be done
according to the remaining processing time or the priority
rules. In this case, the Helgeson and Birnie algorithm allocates
the work steps over the remaining processing time. After the
assignment of the operations to the respective stations, the
scheduling function creates a sequence for the for orders to
be produced are determined. The sequence planning for the
individual variants is carried out using the Nearest-Neighbor
algorithm. Starting from a start node an adjacent edge with the
minimum weight to a next node visited. A sequence is to be
determined in which the sum of the directly successive orders
a and b becomes minimal. All orders are used as locations
and the load measure as the distance of the orders or places a
and b. The aim of this procedure is a so-called round trip, in
which each place is visited only once. As a result, the search
is for a shortest Hamiltonian circle within the complete graph
G. This means that a closed edge sequence of smallest length
is found, that each node of the graph G only once. Thus an
optimal order sequence (according to the selected order size)
can be determined. [3]

III. CASE STUDY FOR COMPARISON

A. Exemplary company Eder & Sohn GmbH

The company of this case study was founded in 1970 by the
siblings Franz and Xaver Eder was founded in Regensburg.
At that time it was a small carpentry workshop with five
employees. Very soon after the foundation the specialization
in desks, as the demand for them was constantly increasing.
As a result, in a short time time a larger quantity of tables
can be produced, which leads to an increased setting new
employees. Thus the company continued to grow over the
years. In With regard to the continuation of the company, one
of the sons joined the carpentry one. In 2000, the company was
converted into a limited liability company, the ”Eder & Sohn
GmbH”. From The small family business became a medium-
sized company with 200 employees. Thanks to the many years
of experience of the Eder family in wood processing decided
that the product range, which at that time consisted of a desk
variant existed, is extended by a second variant. The desks
produced are delivered to furniture stores in the region. Eder &
Sohn GmbH is exclusively engaged in the production of desks.
The raw materials, auxiliary materials and the packaging
material are supplied by external related. Value is placed on
sustainable produced and ecologically degradable materials.
Environmentally conscious and sustainable production as well
as continuous internal and external training flow into the

daily work routine, optimise production and provide the is
the mission statement of Eder & Sohn GmbH. The company
consists of the management, Accounting, quality management,
purchasing, production and sales. [4]

B. Requirements for production at Eder & Sohn GmbH

The Eder & Sohn GmbH has a 2000 square meter produc-
tion area and additionally a warehouse. This makes it possible
to operate the production machines both in a row, as well
as in a circle. This enables the company to handle large
orders comfortably and quickly. In addition, pre-produced
products can be be stored in the hall provided for this purpose.
The location is in an industrial area and is therefore very
conveniently located and can be easily reached by suppliers
and customers will be. The fictitious company described is
certified according to DIN EN ISO 9001. It is therefore
obliged to maintain all production facilities at fixed intervals
and to check. The quality standard can thus remain at a
constant level or even be improved. The use of a quality
management system has led to The consequence is that the
quality standard can be ensured in the long term. The company
guarantees all employees regular instructions and training in
the production techniques currently used. This serves to protect
the employees and should serve to continuously increase
productivity. Most modern Production conditions ensure a
unique and outstanding design of the tables. Great importance
is attached to a sustainable production of the tables. The The
most important raw material in the production of the tables is
wood. This building material has a neutral CO2 balance. The
wood products used are certified according to the FSC (Forest
Stewardship Council) and provided with a seal of approval.
This means that the wood comes from responsible forestry.
The company also places great value on suppliers from the
region. So long transport routes and delivery times can be
avoided and costs saved. Furthermore just-in-time production
can be guaranteed, since the goods are delivered when they are
needed. Short transport routes and times also have a positive
effect on the climate and the environment. [4]

C. Arrangement of stations

1) Job shop: An arrangement of the stations in a circle
is preferred in this case study in order to reduce the bearing
deliveries to the machines and also the transport routes be-
tween the stations to be kept as low as possible. The following
figure 1 represents the structure of the workshop production
in this case study. Five machines are available to produce the
six orders (S1 - S5). The arrangement is in a circle and the
respective neighbouring stations require a transport time of 5
TU (time units) and opposite stations 8 TU. The warehouse is
located between S1 and S2 and has a delivery time of 5 TU
to these stations. The move time to S3 and S5 is 13 TU and
to S4 12 TU.

2) Flow shop: In comparison to the job shop the flow shop
has a less complex structure. The arrangement of the stations is
in a line as seen in figure 2. Every order has to be transported
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Fig. 1. Arrangement of stations for job shop

Fig. 2. Arrangement of stations for flow shop

from the storage to station 1, station 2, station 3, station 4 and
to station 5. The transport time is 5 TU for each transportation.

D. Orders

For this case study six orders are used. These orders are
divided in two variants, where the first three orders are variant
one and the other three orders are variant two. These variants
have different work steps. The following table shows all the
work steps and their processing time for the variants. The
processing time can differ at certain work steps, because some
of them can be done faster or slower due to the variants.

TABLE I
PROCESSING TIME FOR WORK STEPS OF THE VARIANTS

ID Description Variant 1 Variant 2

1 Material cutting 40 20

2 Turning table legs 50 -

3 Gluing tabletop 20 30

4 Varnish table legs 50 50

5 Installing cable duct 40 -

6 Intarsia 40 60

7 Varnish tabletop 75 75

8 Preassembly of fittings 25 25

9 Quality Control 30 50

10 Packaging 35 35

The details of the variants like the sequence of work steps
are described in the following subsection. The variants are
shown in figure 3 and 4, which are described as general
precedence graphs. [5]

1) Variant 1: Variant 1 consists of 10 work steps. First the
required material is cut to size. Subsequently, work is carried
out on the table top and the table legs in parallel. On the one

hand, the table legs are turned, then painted and finally pre-
assembled the fittings. On the other hand the table top is glued,
a cable duct the inlay and the entire panel was painted, were
all of these parts installed and after the successful completion
of the following steps, the quality control of the individual
parts is carried out and finally the packaging for shipping. In
the figure 3 the sequence of the work steps is shown. The
description for the IDs can be found at table I.

Fig. 3. Precedence graph of variant 1

2) Variant 2: This product variant consists of eight work
steps. As with variant 1, first the material is cut to size and
then the table legs are painted in parallel and the table top is
glued. Between gluing and varnishing the table top, another
inlay is inserted. The pre-assembly of the fittings can only
be started after successful completion of steps 4 and 7. The
quality control represents the penultimate operation before the
product is packaged and is followed by the varnishing of the
table top and the pre-assembly of the fittings. In the figure 4
the sequence of the work steps is shown. The description for
the IDs can be found at table I.

Fig. 4. Precedence graph of variant 2

E. Iterations

As stated in the introduction in the section requirements for
the case study, it is helpful to have multiple iterations. In this
case study there are 10 iterations. The reason is, that delays
can have an huge impact on the following iterations. Since the
customer requirements only arrive over time, planning always
needs to be updated. Therefore the planning distance is set to
450 TU. The total time for all iterations is 4500 TU. For each
iteration all available work steps are assigned to a station with
a specific time for the production. [6]

IV. APPLICATION AND RESULTS

In this case study for ten iterations there are in total 60
orders and 540 work steps. This is a large sum. Therefore the
results are shown either as a part or as a summary, because it
offers a better overview. The table II shows the average and
total delay for all six orders of an iteration. In the table js
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TABLE II
TOTAL AND AVERAGE DELAYS OF THE TWO PRODUCTION PROCESSES

Iteration js total js average fs total fs average

1 147 24,5 0 0

2 209 34,8 0 0

3 224 37,3 0 0

4 249 41,5 0 0

5 270 45 0 0

6 280 46,7 0 0

7 295 49,2 0 0

8 298 50 0 0

9 306 51 0 0

10 321 53,5 0 0

Total 2599 43,3 0 0

Fig. 5. Allocation of work steps for flow shop

Fig. 6. Allocation of work steps for job shop

stands for job shop and fs for flow shop. While there is no
delay with the flow shop, there is a growing delay for each
iteration with the job shop. The total delay of 2599 TU is very
high in comparison to the total time for the case study.

While there is a average delay of 43.3 TU, in most cases
there is an order with a huge delay while up to three orders (at
the first iteration) are in time. The highest delay for an order
is 170 TU, which can be seen in the table III. For a better
understanding of the different methods, there are the figures 5
and 6. The observed range is from time unit 400 to time unit
550. This is an interesting range, because there the change
between iteration one and two takes place. In figure 6 there
is the simple procedure of the flow shop. Each order starts at
station 1 and is transported to the next station when the work
step package for a station is finished. In figure 5 there is no
noticeable structure for the job shop. While some of the orders
are already finished, there are two orders that impact the next
iteration, because it tends to keep orders at a single station.
Also, there is a huge idle time at station four and five.

TABLE III
DELAY OF ORDERS FOR EACH ITERATION FOR JOB SHOP

Iteration Order Delay Iteration Order Delay

1 1 0 6 1 0

1 2 0 6 2 30

1 3 0 6 3 0

1 4 8 6 4 142

1 5 27 6 5 60

1 6 112 6 6 48

2 1 0 7 1 15

2 2 29 7 2 33

2 3 0 7 3 0

2 4 7 7 4 37

2 5 43 7 5 65

2 6 130 7 6 145

3 1 0 8 1 20

3 2 22 8 2 25

3 3 20 8 3 0

3 4 25 8 4 40

3 5 157 8 5 65

3 6 0 8 6 148

4 1 0 9 1 20

4 2 20 9 2 35

4 3 0 9 3 0

4 4 135 9 4 43

4 5 52 9 5 148

4 6 42 9 6 60

5 1 7 10 1 15

5 2 35 10 2 33

5 3 28 10 3 50

5 4 30 10 4 43

5 5 165 10 5 170

5 6 5 10 6 10

V. CONCLUSION

There are some key factors that can have an impact on the
two production processes. Short transport times are beneficial
for the flow shop in comparison to the job shop, because there
will be exactly the amount of stations (under consideration
of the storage) as the total amount of transports for every
order. Therefore a high transport time would result in much
idle time for the stations while the job shop tends to accept
short transport times when they are much smaller then the
processing time of work steps which results in more idle time.
Another key factor is the selection and amount of work steps.
If there are only few work steps the work packages of the
flow shop can have very different processing times while it
does not have an impact on the job shop.
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Abstract—Although spear phishing is more effective, it is used
much less than classic phishing. The reason for this is the effort
to collect the required prior knowledge. Methods of machine
learning, such as neural networks, support vector machines and
decision trees can reduce this effort using social network data,
such as Facebook. This project deals with creating personality
profiles, phishing and methods of machine learning and describes
a model for automation in spear phishing. This model generates,
among other things, a directory of personality traits like name,
gender and CV details, and varying e-mail modules such as
introduction, main part and conclusion. These modules then
are randomly combined to create email drafts and passed on
to artificial intelligence.

Index Terms—Social engineering, Phishing, Personality pro-
files, Neural networks, Support vector machine, Decision trees

I. INTRODUCTION

The theft of sensitive user data by means of misleading
messages is known as phishing. [cf. 1] Back in 1994, fraudsters
posed as employees of America Online (AOL) and asked
AOL users to verify their accounts or confirm their billing
information. [cf. 2] Little has changed in this approach up to
date.

According to the International Coalition against Cyber-
Crime, the number of phishing attacks discovered each year
has increased rapidly since 2012 (320.081 attacks), peaking at
1.413.978 attacks in 2015. However, a decline has been seen
in recent years. In 2018 the figure was at 1.040.654 attacks.
[cf. 3]

In contrast to classic phishing, in spear phishing the attacker
attempts to specify and personalize his e-mails. The more
successful this is, the higher the chances of success. In
2016, 28% of phishing attacks worldwide were spear phishing
attacks [cf. 4, S. 34].

Spear phishing attacks were the most common targeted
attack method worldwide in 2017 with 71.4%. Only 28.6%
were carried out by other means, such as trojans. [cf. 5, S.
76] In Japan, a leading industrial nation, the number of spear-
phishing attacks has increased from 3828 in 2015 to 6740 in
2018, according to the National Police Agency. [cf. 6, S. 3]

Although spear phishing is one of the most effective targeted
attack methods, it is used much less than classic phishing. The
reason for this is the additional effort required for researching
prior knowledge and collecting personality traits. Methods of

machine learning, such as neural networks, support vector
machines and decision trees can be a solution to this problem
using data from social networks such as Facebook. These
can automate the complex process of spear phishing and thus
reduce the effort for the attacker.

In this paper, the basics of phishing, methods of machine
learning (Supervised learning algorithms) and personality pro-
files are discussed. Subsequently, a model for automation in
spear phishing using machine learning is explained.

II. METHODS OF MACHINE LEARNING

In the next section, the basics of machine learning will
be discussed. This includes the categorization of learning
algorithms and the presentation of three common methods.
These form the core of the personality profiles used to create
the Personality Factor Profile.

A. Supervised learning algorithms

Supervised learning requires a sufficiently large number of
function arguments X, which already have a function value
Y. These data records are labeled or marked. The model is
then calculated from this basis. An example is a data set
which contains information about which animal is depicted
from a series of dog and cat pictures. This can be used to
train a learning algorithm to distinguish between dog and cat
images. If the learner has to decide which of the two animals
is depicted in an unlabeled image, he or she can draw on the
experience gained from learning the labeled data sets and make
a decision. In this procedure, two problem categories are to
be differentiated. The classification problem and the regression
problem. [cf. 7, S. 12]

1) Classification: In classification, the target set Y is dis-
crete and therefore each element must be considered individ-
ually. An example for this would be the example mentioned
above with its target set Y = {cat, dog}. [cf. 7, S. 13 to 14]

2) Regression: In regression, on the other hand, the target
quantity Y is built up continuously. If you move 0.5 units
from the 3 to the left or right at the target quantity Y =
[0.10] (interval of 0 - 10), the limit of the numbers 2 or 4
is located there. The target quantity of a regression problem
therefore covers spaces and not elements to be considered
individually as in the classification problem. A classic example
of a regression problem would be the forecast of a stock price.
[cf. 7, S. 14 to 15]
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Fig. 1: Schematic neural network with feedback [cf. 8, S. 5
und 29]

3) Eager learning and lazy learning: In the context of
supervised learning, the terms Lazy and Eager Learning play
an important role. Both describe procedures for modelling.
With Eager Learning, more time is invested in training. This
is because a model trained using Eager Learning, which
is intended to distinguish between dog and cat images, for
example, will deliver fast results due to its global concept
and its complex training phase. In contrast to this is the
learning process Lazy Learning. This method invests less time
in training. But the time and computing costs for each query
are significantly increased. The reason for this is the creation
of a local model, which is designed for each query. Depending
on the problem, the use of the different learning processes can
achieve better results. [cf. 7, S. 15]

B. Unsupervised learning

In contrast to supervised learning, there is no defined
target quantity Y for unsupervised learning. Unsupervised
learning attempts to find structures and dependencies from
an appropriately unmarked set of data X. If we give such a
model the images of dogs and cats as function arguments X,
it is possible that this model will give the same results as a
supervised model. The algorithm has independently detected
dependencies and structures between the images and has
divided them into groups 1 and 2. The developer has to decide
which animal species contains group 1 or 2. However, if the
learning algorithm has, for example, structured according to
the size of the animal depicted in the photo, it is possible
that both group 1 and 2 contain cats and dogs. For example,
a Chiwawa could fall into the group of cats due to its small
size. [cf. 7, S. 16 to 18]

C. Neural networks

Artificial neural networks are modeled on the human brain.
These networks consist of neurons, the so-called units (fig 1).
There are three categories of units: Input units (marked in
blue), hidden units (marked in green, optionally) and output

Fig. 2: Possible positioning of the hyperplane [vgl. 10, S. 129]

units (orange). Input units receive input data and forward it to
the subsequent layers. There is usually one input unit for each
function argument. Hidden units are located between input
and output units and are therefore called hidden. There can be
zero or more hidden layers in a neural network. A layer is a
series of units. Output units, of which there must be at least
one, display the result. Units are connected with edges, where
each edge has a weight. The weight represents the knowledge
of the neural network and can be positive, negative and zero.
If the weight is positive, the unit exerts an exciting influence
on the connected unit, if it is negative, it exerts an inhibiting
influence, and if the weight is zero, it has no influence on
the next unit. Each unit receives an input from at least one
predecessor. The higher the weight (w) and the higher the
output of the predecessor (also called activity a), the greater
the influence on the receiving unit. If one of the two values is
zero, no influence is exerted. It applies to the input of unit i:

input = ajwij (1)

Where i is the receiving and j the sending unit. [cf. 8, S. 5 -
15]

1) Recurrent networks: Recurrent edges (fig 1, marked in
red) direct the output of a unit back to a past, side or own unit
and provide it with a memory. [cf. 8, S. 29]

2) Deep learning: A method that has hidden units is often
called Deep Learning. [cf. 9, S. 15 - 16]

D. Support vector machines

The Support Vector Machine (SVM) as a method of ma-
chine learning divides a set of objects (vectors) into classes.
This is done by a linear dividing line (hyperplanes). The basis
for this is a set of labeled training data that is assigned to
a class. The aim of SVM is to select the hyperlevel so that
the area around the class boundaries is as free as possible.
New vectors are assigned (predicted) to one of these classes
depending on their location. [cf. 10, S.123 - 127] As shown
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Fig. 3: Simple decision tree [cf. 7, S. 109]

in Figure 2, the hyperplane can be positioned differently. To
increase the probability of a correct class assignment, the
margin between the two classes should be as large as possible.
Not all training vectors are considered. The margin depends
only on the closest vectors (support vectors). The prerequisite
for this is a linear separability, which is usually not available.
In this case the kernel trick or the soft margin is used. [cf. 11,
S. 196 - 201]

1) Soft margin: When using soft margin, the SVM tolerates
a few points that can be misclassified and tries to balance
the compromise between finding a hyperplane that maximizes
distance and minimizing misclassification. [cf. 11, S. 204]

2) Kernel trick: The kernel trick uses the fact that non-
linearly classifiable data in a higher dimensional space are
linearly separable. [cf. 11, S. 200 - 201]

E. Decision trees

Decision trees as a method of machine learning are based
on the data structure of a tree (fig 3). Each tree has a root W
where the evaluation starts, a decision is made. From this root
follow nodes k. Each node represents a function argument X
(e.g. [gender, age, size]). If no decision is made at node k,
or no further nodes follow, the logical unit is called leaf b.
A state Y is classified at this node (for example, {dog, cat})
or a regression value is output (for example, [0, 10]). [cf. 7,
S. 109] Two well-known learning algorithms/base models for
decision trees are the ID3 and the CART algorithm.

1) ID3: The ID3 (Iterative Dichotomiser 3) calculates its
node structure by arranging the function arguments, i.e. nodes
according to the highest information gain, until all leaves have
been classified. It is not guaranteed that the tree determined is
the best possible tree. The information gain (formula 2) of a
function argument X1 is calculated from the difference of the
entropy E(D) of data set D and the sum of the entropies of

Fig. 4: Random Forest Bagging [vgl. 17]

the function argument and its decisions. [cf. 12, S. 89 and 90]

gain(X) = E(D)−
n∑

i=0

X i

X
∗ E(X i) (2)

Entropy is a measure of the impurity of data. In machine
learning, pure data is preferred, i.e. function arguments with
decisions that are clearly distinguishable from each other. [cf.
13]

2) CART: The CART (Classification and Regression Trees)
algorithm can be used for both classification and regression.
For each decision there are exactly two subsequent nodes. The
goal of the algorithm is to find an optimal binary separation
for each decision. Similar to the ID3 algorithm, the function
argument with the highest information content is chosen. [cf.
14, S. 73]

3) Ensemble methods: Ensemble methods are used in deci-
sion trees to achieve better results. They use a combination of
several learning algorithms/base models. There are two types
of ensemble methods: Bagging and Boosting. In bagging,
several predictions from basic models are weighted equally
and the average is calculated. A well-known example of
this would be random forest. Boosting, on the other hand,
combines many weak to strong predictions and thus gives more
weight to misclassified data from previous rounds. Thus, each
new tree corrects the one previously created. This procedure is
used for gradient boosting (Boosted Trees). The basic model
is the CART algorithm. [cf. 15, S. 551, 554, 580]

4) Random forest: Random Forest is used for regressions
and classification problems. A random number of features k
(where k is smaller X) is selected from the set of function
arguments X and generated for these decision trees. Each
of these decision trees now classifies the function arguments
differently. When Random Forest Bagging is used, the average
of all predictions is calculated and a prediction is made (fig
4). [cf. 16, S. 10]

F. The choice of a classifier

The choice of a classifier depends on the nature of the
problem to be solved. In general, it is more important to find
better functional arguments and improve the training data set
than to focus on the choice of algorithm. According to the ”No
free lunch theorem” for machine learning there is no algorithm
that works best in all cases. To find the most suitable model,
it is best to try them all. [cf. 18, S. 1343]
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III. PERSONAL PROFILES

According to Spektrum, a personality profile is the
”combination of personality traits that are meaning-
ful or desirable for certain situations.” [19]

The creation of this overall picture is called profiling and takes
place through analysis and evaluation of personal data. The
most important application area for the work is psychology.
[cf. 20]

A. Psychology
Some personality profiles are used in psychology. One of

the best known is the five-factor model. It is named after
its five main dimensions, which classify the personality of
a person. These include open-mindedness, conscientiousness,
sociability, tolerance and neuroticism (emotional instability).
These are usually recorded by means of questionnaires. [cf.
21] A research study by the University of Maryland has
shown that it is possible to predict the personality of a user
through their publicly available Facebook profile information.
In the thesis, this information was evaluated using machine
learning methods and compared with the data collected by
questionnaire. Thus, a model was developed which can predict
the personality for each of the five personality factors with an
accuracy of 11% of the actual values. [cf. 22]

IV. APPLICATION OF MACHINE LEARNING AND
PERSONALITY PROFILES IN CONTEXT SPEAR PHISHING

In the following, the planned application of machine learn-
ing in the field of spear phishing by means of personality
profiles is discussed. First the terms Phishing and Spear-
Phishing will be explained.

A. Phishing
Phishing is a form of Internet crime. According to the

Duden dictionary, it refers to the
”obtaining of personal data of other persons (such as
password, credit card number or similar) with fake
e-mails or websites”. [1]

Phishing is not just a technical process. It tries to manipulate
victims through social engineering in such a way that they
independently disclose the data or access to it. [cf. 23, S. 23]
Etymologically, the term phishing results from the combina-
tion of the words phreaks, an early term for hackers, and
fishing. [cf. 24, S. 560] As with fishing, a bait is put out and
waited for a ’victim’ to bite.

B. Spear-Phishing
In contrast to classic phishing, the perpetrator of spear

phishing tries to specify and personalize his e-mails. The
more successful this is, the higher the chances of success.
The attacker can, for example, use the company’s corporate
design, forge the sender’s address, specify the recipient group
or adapt the content to a given problem. In addition, he can
adapt the appearance of the phishing website the victim was
linked to in the e-mail as closely as possible to the original
and only slightly change the URL of the original address. [cf.
25]

Fig. 5: Machine Learning and Spear-Phishing

C. Machine learning and spear phishing

Although spear phishing is more effective, it is used much
less. The reason for this is the additional cost of acquiring the
prior knowledge required. Machine learning and data from
social networks, such as Facebook, could be a solution to this
problem (fig 5). Data such as name, gender, age, list of friends,
hobbies, taste in music, movies, ’like information’ and CV data
can be collected in a file with personality traits. In addition, an
artificial intelligence (AI) can improve the results by inferring
more complex statements about the user’s personality from
simpler basic data (fig 6). From this personality profile, mail
modules such as subject, greeting, introduction, main part,
conclusion and greeting formula can be generated. Several
variants are created for each module. These are then randomly
combined to form a e-mail. The combination of modules
(function arguments) are passed on to another AI. The AI
then evaluates whether the combination of building blocks
is credible or not. If this is the case, a credible personality
profile is created in the context of Spear-Phishing. Afterwards,
a theoretical attack can take place. Even before the mail
modules are handed over to the AI, the respective combination
is assigned (labelled) to a function value Y (credible, not
credible) by a person in the learning process (marked blue).
With the help of this marking the AI can train its model.

V. CONCLUSION

In this paper, the basics of personality profiles, phishing
and methods of machine learning were discussed and a model
for automation in spear phishing was explained. This model
generates a file with personality traits from data such as
name, gender, age and CV details. Using this data, a program
generates e-mail modules such as introduction, main part
and conclusion. Several variants are created for each module.
These are combined randomly to one mail and the modules
are handed over to the AI. The AI then evaluates whether
the combination of modules is credible or not. If this is the
case, a credible personality profile is created in the context of
Spear-Phishing. Afterwards a theoretical attack can be carried
out with this e-mail. With the help of this model, a proof-
of-concept tool for refining spear phishing attacks is to be
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Fig. 6: Machine learning and personality traits

created in the coming project work. Subsequently, suitable
countermeasures will be analysed and examined for their
effectiveness. The goal is to achieve an automation of attack
and defense in social engineering.
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