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AI for evaluation of Barrett’s neoplasia – a randomized study

96 videos of
Barrett’s esophagus 

Group A
1. Without AI
2. With AI

Group B
1. With AI
2. Without AI

557 
patients

51 273 
images

AI-based
clinical decision 
support system

Tandem, randomized video trial:
• 22 endoscopists
• 96 video cases

Stand-alone AI performance

92%Sensitivity

69%Specificity

Performance Barrett’s nonexperts (group A)

With AIWithout AI

78%70%Sensitivity

73%67%Specificity

AI improved the performance of nonexpert endoscopists
AI, artificial intelligence.
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Introduction
Barrett’s esophagus (BE) is a precursor of esophageal adenocar-
cinoma. Although studies suggest that the rate of progression
of nondysplastic Barrett’s esophagus (NDBE) to Barrett’s
esophagus-related neoplasia (BERN) is low, once dysplasia is
present, the risk of progression increases significantly [1]. Re-
cent data have demonstrated an increase in the incidence of
esophageal adenocarcinoma in the Western world [2, 3]. Early
detection of esophageal adenocarcinoma determines the pa-
tient’s prognosis [4]. During endoscopy, BERN is difficult to de-
tect and often challenging to distinguish from NDBE. Miss rates
of more than 20% for BERN demonstrate that existing strategies
for dysplasia detection may need improvement [5].

Artificial intelligence (AI) has undergone intense research in
endoscopy, with numerous potential applications [6]. One pos-
sibility for AI is to offer a “second opinion” or decision support
during the endoscopic evaluation of BE. Several research teams
have used deep learning to develop AI-based clinical decision
support systems for computer-aided detection (CADe) and
computer-aided diagnosis (CADx) in the context of BE assess-
ment and BERN [7, 8, 9, 10, 11, 12, 13]. Although existing trials
have shown promising results regarding sensitivity, specificity,
and accuracy, performance measures refer mostly to CADe or
CADx on still images [8, 10, 11, 14]. Moreover, most trials have
evaluated the stand-alone performance of an AI system and
compared it with the stand-alone performance of endoscopists
rather than investigating the add-on effect of AI on the per-
formance of endoscopists, as described by the position state-
ment of the European Society of Gastrointestinal Endoscopy
(ESGE) [15].

Most screening and surveillance endoscopic examinations of
BE are conducted in an outpatient setting and by endoscopists
who are non-BE experts. In line with the ESGE statements on
the expected value of AI, we sought to investigate the effects
an AI system has on the performance of BE nonexpert endos-
copists assessing a Barrett’s video dataset.

Methods
A multicenter, randomized, controlled tandem video trial was
conducted to evaluate the add-on effect of an AI system on
the performance of endoscopists during the evaluation of BE.
We implemented the DECIDE-AI guidelines for reporting our
study results [16].

Study outcomes

The primary outcome was the effect of AI on the diagnostic per-
formance of nonexpert endoscopists in BE evaluation. Second-
ary outcomes included: 1) the stand-alone performance of AI
for the detection and segmentation of BERN; 2) the effect of
AI on the diagnostic performance of expert endoscopists in BE
evaluation; 3) the effect of AI on the diagnostic confidence of
expert and nonexpert endoscopists in BE evaluation.

Development of the AI system
Training data

The training dataset included overview and near-focus images
of the region of interest (ROI) in high definition white-light
endoscopy, narrow-band imaging, texture and color enhance-
ment imaging, as well as chromoendoscopy with acetic acid
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ABSTRACT

Background This study evaluated the effect of an artificial

intelligence (AI)-based clinical decision support system on

the performance and diagnostic confidence of endos-

copists in their assessment of Barrett’s esophagus (BE).

Methods 96 standardized endoscopy videos were asses-

sed by 22 endoscopists with varying degrees of BE experi-

ence from 12 centers. Assessment was randomized into

two video sets: group A (review first without AI and second

with AI) and group B (review first with AI and second with-

out AI). Endoscopists were required to evaluate each video

for the presence of Barrett’s esophagus-related neoplasia

(BERN) and then decide on a spot for a targeted biopsy.

After the second assessment, they were allowed to change

their clinical decision and confidence level.

Results AI had a stand-alone sensitivity, specificity, and ac-

curacy of 92.2%, 68.9%, and 81.3%, respectively. Without

AI, BE experts had an overall sensitivity, specificity, and ac-

curacy of 83.3%, 58.1%, and 71.5%, respectively. With AI, BE

nonexperts showed a significant improvement in sensitivity

and specificity when videos were assessed a second time

with AI (sensitivity 69.8% [95%CI 65.2%–74.2%] to 78.0%

[95%CI 74.0%–82.0%]; specificity 67.3% [95%CI 62.5%–

72.2%] to 72.7% [95%CI 68.2%–77.3%]). In addition, the di-

agnostic confidence of BE nonexperts improved significant-

ly with AI.

Conclusion BE nonexperts benefitted significantly from

additional AI. BE experts and nonexperts remained signifi-

cantly below the stand-alone performance of AI, suggest-

ing that there may be other factors influencing endos-

copists’ decisions to follow or discard AI advice.
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and indigo carmine. The complete dataset consisted of images
from 557 patients, including 51 273 images.

The fully labeled portion of the dataset included images
from 456 patients, 152 with NDBE, and 304 with BERN. This
data pool consisted of 3210 labeled training images. All images
were assessed by BE expert endoscopists and histologically con-
firmed. In addition to image-level classification, a pixel-level
segmentation was prepared by BE expert endoscopists. For the
pixel-level labels, the experts delineated normal tissue, NDBE,
BERN, and regions at risk. Areas labeled “at risk” show histolo-
gically confirmed BERN from a distance or perspective that
does not allow an accurate visual assessment. More detailed
descriptions are presented in Methods 1s in the online-only
Supplementary material.

Deep learning model

The deep learning model was based on the DeepLabV3+ [17]
architecture with kernel-sharing [18] and a ResNet50 [19] back-
bone.

The segmentation task was trained with the semi-supervised
Error-Correcting Mean-Teacher [20] algorithm. More detailed
descriptions are presented in Methods 2s.

Algorithm

The algorithm integrates information into the trained model to
provide consistent predictions. ▶Fig. 1 shows a comprehensive
overview of the components involved. Both the predicted mo-
tion of the incoming endoscopic data, as well as the stability of

the model’s prediction influence an internal counting algo-
rithm. Only when both parts pass a stability threshold are the
model predictions marked on the screen. More detailed
descriptions are presented in the Methods 3s.

Description of the video trial data

A total of 96 prospectively collected videos of endoscopic
examinations in 72 consecutive patients who presented to the
University Hospital of Augsburg for evaluation of BE and BERN
between 1 October 2021 and 30 September 2022, and who
met the study criteria, were included. Included patients were
either referred for further evaluation of BE/BERN or presented
for surveillance of BE. Informed consent of all patients was en-
sured. Approval by the ethics committee of the Ludwig Maximi-
lians University of Munich was granted (PNO: 20–010).

We included overview and close-up videos with a duration of
between 15 seconds and 90 seconds. Although most videos
showed the entire BE segment, some videos showed only a por-
tion of the esophagus. We included 45 cases of NDBE (46.9%),
five cases of low grade dysplasia (LGD; 5.2%), seven cases of
high grade dysplasia (HGD; (7.3%), 36 cases of T1a adenocarci-
noma (37.5%), and three cases of T1b adenocarcinoma (3.1%).
BERN lesions included in this trial was exclusively flat or slightly
elevated (Paris IIa/IIb) (▶Table1).

All included cases contained at least two imaging modal-
ities, including high definition white-light endoscopy, narrow-
band imaging, or texture and color enhancement imaging.
Data were obtained from endoscopic examinations with Olym-

Perspective
Classifier

BERN
Classifier

Segmentation

Multitask-Encoder
Temporal

Correction

Temporal Information

Segmentation – Lebel correction
–  Setting labels of pixels below a preset
 threshold to the class ”Uncertain“
– Using the Perspective Classifier to swap
 between the ”BERN“ and ”Risk label
 depending on the perpective

Stability Calculation:
– Increasing or decreasing prediction stability
 based on motion and prediction statistics
– Extending Motion History with features 
 derived from the Temporal Information

Rendering
–  Merging of input and post-processed 
 outputs:

Prediction

Temporal Information

tn–1

tn

Post-processing Rendering

▶ Fig. 1 Algorithm overview. BERN, Barrett’s esophagus-related neoplasia.
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pus GIF-HQ190, GIF-XZ1200, GIF-EZ1500 gastroscopes, and
CV-1500 Evis X1 endoscopic processor (Olympus, Tokyo,
Japan). Video documentation of forceps biopsy or endoscopic
resection of an ROI was performed to enable correlation of
histological assessment (ground truth) with the endoscopic
assessment. Video cases were included only where histological
proof of the ROI was available. If more than one video case from
the same patient was included, the videos were taken in a way
that no visual overlap occurred between the video cases. Histo-
logical assessment was performed by pathologists specialized
in BE assessment, and a second, independent pathologist
always confirmed the results.

Design of the trial

To evaluate whether the additional use of AI affects the per-
formance of endoscopists with varying levels of expertise, a
tandem study design was chosen. To this end, video cases
were demonstrated twice – with and without additional AI.
This means that 50% of cases were presented to the study par-
ticipants first without and second with additional AI (group A).
The other half of the cases were presented in the opposite or-
der, first with and second without additional AI support (group
B). In addition, the dataset was divided into cases of BERN and
NDBE. Within these groups, we conducted a permuted block
randomization (1:1) of the allocation to either group A or group
B. Finally, the resulting subgroups of NDBE and BERN were
again combined, and the order of appearance was randomized
to create the final test set (▶Fig. 2).

Evaluation of the influence of AI on diagnostic
confidence

For each video, participants indicated their level of confidence
on a scale from 0 to 9. Confidence levels were divided into two
basic groups: “low confidence” for 0–4 and “high confidence”
for 5–9 regarding how sure or unsure participants were of their
diagnoses.

Statistical analysis

Sensitivity was defined as the correct diagnosis of video cases
with neoplasms and, at the same time, the correct localization
of neoplasia with a digital biopsy spot within the video case.
The ground truth was expert assessment, which was confirmed
histologically. Specificity was defined as the correct diagnosis
of video cases without a visible neoplasm as NDBE.

Based on previous work [14, 21, 22, 23], the sensitivity of
general endoscopists without particular BE experience and
without the support of AI was estimated to be approximately
60%. With the support of AI, sensitivity was estimated to be
80%. We invited consecutive patients referred for evaluation or
surveillance who met the inclusion criteria during the period
from 1 October 2021 to 30 September 2022.As described
above, 96 video cases were then generated from these 72 in-
cluded patients, making sure to avoid video overlaps within
the same patient.

Performance metrics of the study participants, including
sensitivity, specificity, and accuracy are presented as percenta-
ges. As the performance of each group with and without AI was
captured on the same set of videos and thus represented paired
samples, results were tested for statistically significant differ-
ences using McNemar’s test. We used Wald interval as the
method to determine the confidence intervals. The perform-
ance of nonexpert endoscopists with additional AI was compar-
ed with the benchmark performance of Barrett’s experts and
tested for statistically significant differences using the chi-
squared test. In addition, differences in performance depend-
ing on the confidence level were tested using the chi-squared
test. The significance level was set at 0.05. All statistical tests
were performed using SPSS version 28.0 (IBM Corp., Armonk,
New York, USA).

▶ Table 1 Distribution of histology and length of Barrett’s esophagus
segment.

Length of BE segment Total

2–3 cm 3–10 cm ≥10 cm

Histology, n (%)

▪ NDBE 22 (22.9) 18 (18.8) 5 (5.2) 45 (46.9)

▪ LGD 3 (3.2) 1 (1.0) 1 (1.0) 5 (5.2)

▪ HGD 2 (2.1) 5 (5.2) 0 7 (7.3)

▪ T1a 19 (19.8) 16 (16.7) 1 (1.0) 36 (37.5)

▪ T1b 1 (1.0) 2 (2.1) 0 3 (3.1)

BE, Barrett’s esophagus; NDBE, nondysplastic Barrett’s esophagus; LGD, low
grade dysplasia; HGD, high grade dysplasia; T1a and T1b, according to TNM
classification of malignant tumors.

96 video cases
NDBE (N = 45)
BERN (N = 51)

Randomization

NDBE (N = 23)
BERN (N = 26)

NDBE (N = 22)
BERN (N = 25)

Group A
1. Evaluation without AI
2. Evaluation with AI

Group B
1. Evaluation witht AI
2. Evaluation without AI

Randomized order Randomized order

▶ Fig. 2 Schematic representation of the test set for the partici-
pants of the trial. NDBE, nondysplastic Barrett’s esophagus; BERN,
Barrett’s esophagus-related neoplasia; AI, artificial intelligence.
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Endoscopists

The aim was to recruit BE experts as well as BE nonexpert
endoscopists. Overall, 33 endoscopists (12 BE experts and 21
BE nonexperts) were invited to participate in the trial. Finally,
22 participants (six BE experts and 16 nonexperts) from four
countries and 12 institutions, including six hospitals and six pri-
vate practices, completed the video trial. A detailed description
of the participating endoscopists is shown in Table1s. BE ex-
perts were defined according to the position statement of the
ESGE, including endoscopists with regular BE evaluation and
with experience of at least 30 BERN resections and 30 endo-
scopic ablations [24]. Nonexperts were board-certified gastro-
enterologists who did not meet the criteria of experienced
endoscopists in the context of BE. Nonexpert endoscopists
were further subdivided into three groups: endoscopists in pri-
vate practices, endoscopists in secondary care hospitals, and
nonexperts working in BE referral centers.

Trial framework

Participants conducted the online video trial with a dedicated
software tool specifically designed for this study (Methods
4s). The fully anonymized video test set was displayed to parti-
cipants in a predetermined order. Participants were asked to
classify each video for the presence or absence of BERN. When
a BERN was assumed, participants were required to include a
single spot for a targeted biopsy. No biopsy spot was demarcat-
ed for video cases without an assumption of BERN; such videos
were left unaltered. Each video could be reassessed as often as
the participants wished; however, it was no longer possible to
return to the previous video after proceeding to the next video.
For every case, participants had to indicate their confidence
level in the correctness of their diagnosis before moving to the
next video.

The output of AI (global prediction, segmental overlay) was
dynamic; this means that the information produced by AI on
the video screen was not always continuous and changed with
the position of the scope or the region of endoscopic focus. We
differentiated between stable and nonstable predictions to
evaluate the persistency of a prediction by AI. Stable prediction
was defined as a segmentation heat map displayed for more
than 3 seconds (150 consecutive frames). Nonstable prediction
implied cases where the segmentation map repeatedly ap-
peared at the same spot for an overall cumulative time of
more than 3 seconds (150 frames) but not continuously
(▶Fig. 3).

Results
Evaluation of the add-on effect of AI on the
performance of nonexpert endoscopists

When participants were evaluated initially without AI and sub-
sequently with AI (group A), they improved their sensitivity
from 69.8% (95%CI 65.2%–74.2%) to 78.0% (95%CI 74.0%–
82.0%) and their specificity from 67.3% (95%CI 62.5%–72.2%)
to 72.7% (95%CI 68.2%–77.3%). When the initial evaluation
was done with AI (group B), the performance of nonexperts

did not change (sensitivity of 73.1% [95%CI 68.8%–77.4%] and
73.1% [95%CI 68.8%–77.4%]; specificity of 60.3% [95%CI
55.2%–65.2%] and 61.1% [95%CI 56.2%–66.3%]) (▶Table 2,
Fig. 1s).

Participants from secondary care hospitals improved their
performance with AI, but this difference did not reach statisti-
cal significance (▶Table 2).

Gastroenterologists from private practices benefitted signif-
icantly from additional AI, with a sensitivity improvement from
62.0% (95%CI 54.0%–69.3%) to 74.7% (95%CI 67.3%–81.3%)
and an accuracy improvement from 67.7% (95%CI 62.1%–
73.0%) to 75.2% (95%CI 70.2%–80.1%) in group A (▶Table 2).
There was no significant improvement in sensitivity, specificity,
and accuracy in group B (AI first).

For nonexperts in BE referral centers, sensitivity improved
significantly from 78.7% (95%CI 72.0%–85.3%) to 85.3% (95%CI
79.3%–90.7%) in group A. In group B, the performance was not
significantly different after the first review with AI (▶Table2).

Stand-alone performance of AI

AI classified 47/51 videos with BERN lesions correctly (sensitiv-
ity of 92.2% [95%CI 88.2%–95.6%]), while 31/45 videos without
BERN were classified correctly as NDBE (specificity of 68.9%
[95%CI 62.2%–75.6%]) (▶Table 3). The system’s overall accura-
cy on this test set was 81.3% (95%CI 77.3%–85.2%). In 39/47
correctly classified cases, the lesion was precisely detected,
and the respective lesion’s segmentation overlay appeared for
at least 150 frames on the main screen (stable prediction). The
global classification correctly predicted the video as BERN in
eight cases, but the segmentation overlay persisted for fewer
than 150 frames on the respective lesion (nonstable predic-
tion). False-positive results appeared in 14 cases (six nonstable
predictions with false-positive segmental overlays of fewer
than 150 frames, and eight stable predictions with false-posi-
tive segmental overlays of more than 150 frames). In four cases
(1 LGD, 1 HGD, 2 early mucosal adenocarcinoma), AI did not
detect a lesion, despite the presence of BERN (false negatives).
One case of LGD was not recognized by any expert endoscopist;

Suspicion of BE + BERN 
(confidence: high)
1. Global prediction/
 classification (red = BERN)
2. Estimate
3. Real-time segmentation
4. Optical flow

BE without suspicion of BERN
1. Global prediction/
 classification (green = BE)
2. Suspicion of BE in the green
 delineated area
3. Optical flow

▶ Fig. 3 Images included in the written instructions for participants
of the trial. BE, Barrett’s esophagus; BERN, Barrett’s esophagus-
related neoplasia.
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▶ Table 2 Performance of Barrett’s nonexpert endoscopists with and without artificial intelligence assistance during the evaluation of video cases
with nondysplastic Barrett’s or Barrett’s-related neoplasia. Group A: first view without AI, second view with AI; group B: first view with AI, second
view without AI.

Healthcare setting Examination without AI, % (95%CI) Examination with AI, % (95%CI) P value

Overall (N =16)

Group A

▪ Sensitivity 69.8 (65.2–74.2) 78.0 (74.0–82.0) 0.001

▪ Specificity 67.3 (62.5–72.2) 72.7 (68.2–77.3) 0.01

▪ Accuracy 68.6 (65.3–71.9) 75.5 (72.5–78.5) 0.20

Group B

▪ Sensitivity 73.1 (68.8–77.4) 73.1 (68.8–77.4) >0.99

▪ Specificity 60.3 (55.2–65.2) 61.1 (56.2–66.3) 0.58

▪ Accuracy 67.1 (63.8–70.4) 67.5 (64.2–70.8) 0.74

Secondary care hospitals (N =4)

Group A

▪ Sensitivity 68.0 (59.0–77.0) 72.0 (63.0–81.0) 0.42

▪ Specificity 63.6 (53.4–73.9) 75.0 (65.9–84.1) 0.05

▪ Accuracy 66.0 (59.0–72.9) 73.4 (67.0–79.8) 0.41

Group B

▪ Sensitivity 73.1 (64.4–81.7) 73.1 (64.4–81.7) >0.99

▪ Specificity 60.9 (51.1–70.7) 58.7 (48.9–68.5) 0.69

▪ Accuracy 67.3 (60.7–74.0) 66.3 (59.7–73.0) 0.79

Private practice (N =6)

Group A

▪ Sensitivity 62.0 (54.0–69.3) 74.7 (67.3–81.3) <0.001

▪ Specificity 74.2 (66.7–81.8) 75.8 (68.2–83.3) 0.77

▪ Accuracy 67.7 (62.1–73.0) 75.2 (70.2–80.1) 0.003

Group B

▪ Sensitivity 66.0 (58.3–73.1) 67.9 (60.3–75.0) 0.45

▪ Specificity 63.8 (55.8–71.7) 65.2 (57.2–73.2) 0.50

▪ Accuracy 65.0 (59.5–70.4) 66.7 (61.2–72.1) >0.99

BE referral centers (N =6)

Group A

▪ Sensitivity 78.7 (72.0–85.3) 85.3 (79.3–90.7) 0.02

▪ Specificity 62.9 (54.5–71.2) 68.2 (59.8–75.8) 0.19

▪ Accuracy 71.3 (66.0–76.6) 77.3 (72.3–82.3) 0.74

Group B

▪ Sensitivity 80.1 (73.7–85.9) 78.2 (71.2–84.6) 0.45

▪ Specificity 56.5 (48.6–64.5) 58.7 (50.7–66.7) 0.38

▪ Accuracy 69.1 (63.6–74.5) 69.0 (63.6–74.1) 0.15

AI, artificial intelligence; BE, Barrett’s esophagus.
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one case of HGD was not recognized by 3/6 expert endos-
copists, and two further cases of mucosal cancer were not re-
cognized by 2/6 and 3/6 endoscopists, respectively.

Benchmarking tests with expert endoscopists

Expert endoscopists had an overall sensitivity of 83.3% (95%CI
79.1%–87.5%) without the support of AI and 85.0% (95%CI
81.0%–89.0%) with AI. Furthermore, their specificity was
58.1% (95%CI 52.2%–64.0%) and 58.9% (95%CI 53.0%–64.8%)
without and with AI support, respectively. The overall accuracy
of expert endoscopists in this trial was 71.5% (95%CI 67.8%–
75.2%) without and 72.7% (95%CI 69.1%–76.4%) with the sup-
port of AI. There was no difference between group A and group
B for expert endoscopists.

Comparison of AI-assisted nonexperts
with BE experts

Nonexpert endoscopists improved their performance signifi-
cantly when using AI. However, the sensitivity of expert endos-
copists without AI on this test set was still significantly superior
to nonexpert performance with AI (83.3% [95%CI 79.1%–87.5%)
vs. 75.5% [95%CI 72.4%–78.6%]; P=0.005). When comparing
the specificity of nonexperts with the help of AI to experienced
endoscopists without AI, we observed that nonexperts per-
formed significantly better (58.1% [95%CI 52.2%–64.0%] vs.
66.8% [95%CI 64.4%–69.2%]; P=0.01). In terms of accuracy, ex-
perts without the support of AI were not superior to nonexperts
with AI (71.5% [95%CI 67.8%–75.2%] vs. 71.4% [95%CI 69.1%–
73.7%]; P=0.96).

Influence of AI on the diagnostic confidence

With AI, participants indicated “low confidence” in 29.5% (95%
CI 27.6%–31.4%) of video cases compared with 36.8% (95%CI
33.9%–39.7%) without AI, respectively. In 70.5% (95%CI
68.6%–72.4%) of video cases, participants indicated “high con-
fidence” when using AI compared with 63.2% (95%CI 60.3%–
66.1%; P<0.001) of video case assessments without AI. Partici-
pants in groups A and B decided significantly more often with
“high confidence” when using AI (group A: Δ8.5% [95%CI
8.3%–8.7%] P<0.001; group B: Δ6.2% [95%CI 6.1%–6.3]
P<0.002).

Irrespective of the order of appearance, when deciding with
“high confidence,” all nonexperts (private practices, secondary
care hospitals, BE referral centers, respectively) showed signifi-
cantly better specificity than when deciding with “low confi-

dence” (81.7% [95%CI 77.9%–85.5%] vs. 38.0% [95%CI 30.8%–
45.2%] P<0.001; 90.0% [95%CI 85.4%–94.6%] vs. 40.0% [95%CI
33.5%–46.5%] P<0.001; 72.7.% [95%CI 68.1%–77.3%] vs. 40.4.%
[95%CI 33.7%–47.1%] P<0.001).

Similarly, this effect of improved specificity in the three
healthcare settings could be observed when using AI (79.4%
[95%CI 75.5%–83.3%] vs. 47.4% [95%CI 39.9%–54.9%] P<0.001;
89.4% [95%CI 85.1%–93.7%] vs. 41.9% [95%CI 34.8%–49.0%]
P<0.001; 72.8% [95%CI 68.6%–77.0%] vs. 38.7% [95%CI 30.5%–
46.9%] P< 0.001). Overall, when using AI, participants decided
more often with “high confidence.”

Discussion
In this tandem, video-based trial, we found that nonexperts de-
tected a higher proportion of Barrett’s neoplasms when using
AI. The effect of AI on performance was particularly prominent
when AI was used during the second view than when videos
were viewed immediately with AI.

The ESGE recommends that the performance of nonexperts
in combination with AI should be comparable to that of expert
endoscopists without AI [15]. In this trial, although nonexperts
improved their sensitivity with AI, the sensitivity of expert diag-
noses remained significantly higher than that of nonexperts.
On the other hand, the diagnoses by nonexperts with AI were
significantly more specific than those of experts. Subsequently,
the overall diagnostic accuracy of nonexperts with AI was com-
parable to that of expert endoscopists without AI. In a similarly
designed randomized, controlled tandem trial for gastric can-
cer lesions, Wu et al. demonstrated a significantly lower miss
rate with AI and a significant improvement in cancer detection
when AI was used in the second pass [25].

As described above, our tandem model study design [26, 27]
included two groups (A and B), and showed that the use of AI
after the conventional evaluation of BE videos by the human
eye (group A) led to a significant improvement in the perform-
ance of the nonexperts. On the other hand, when AI was used
directly and without initial human-eye evaluation (group B),
no additional improvement was observed during the second
view without AI. When correlating the influence of AI to the
practice setting, we observed that physicians in private practice
particularly benefitted from additional AI support. However,
not all participants benefitted from AI equally. It remains un-
clear which factors influenced endoscopists’ decisions to either
follow or discard AI advice. Our current study suggests that hu-
man factors and human–computer interactions are of major
importance in the context of AI and its applications.

Former AI trials on BE have usually compared the stand-
alone performance of AI with the performance of endoscopists
[28, 29]. However, the stand-alone performance is only a small
fraction of the equation because endoscopists may or may not
follow the suggestions of AI. Fockens et al. compared AI per-
formance with that of endoscopists and described, depending
on the test set, a sensitivity of between 88% and 100% during
an image-based study [28]. Abdelrahim et al. demonstrated a
sensitivity of more than 90% during a video-based study with
75 videos [29]. Both tests were limited to high definition

▶ Table 3 Stand-alone performance of an artificial intelligence
system in the evaluation of Barrett’s esophagus.

Stand-alone performance of AI, % (95%CI)

Sensitivity 92.2 (88.2–95.6)

Specificity 68.9 (62.2–75.6)

Accuracy 81.3 (77.3–85.2)

AI, artificial intelligence-based clinical decision support system.

Meinikheim Michael et al. Influence of artificial… Endoscopy | © 2024. The Author(s).



white-light endoscopy and reported only the stand-alone per-
formance, without taking AI as a clinical decision support sys-
tem into account. Furthermore, although net architectures
that allow semantic segmentation were implemented, object
detection with bounding boxes only were demonstrated. In
the current study, AI allowed a multi-modal pixel-accurate seg-
mentation of BERN in high definition white-light endoscopy,
narrow-band imaging, and texture and color enhancement
imaging, with continuous real-time CADe and CADx.

To better understand the decision-making process of endos-
copists, we investigated how AI affects the level of confidence.
Comparable to the effect that is observed when a more senior
physician confirms a clinical decision of a less experienced phy-
sician, the diagnostic confidence of all BE nonexperts improved
significantly with AI and was associated with better perform-
ance. However, diagnostic confidence is only one aspect of the
human–machine interaction. Usability and user experience are
further relevant factors to consider in future studies.

The development of AI in the field of BE remains challenging.
Early BE lesions are subtle and difficult to discern, and determi-
nation of the histological or expert-opinion-based ground truth
is challenging. In addition, the paucity of data for BE and BERN
makes the training process of AI more difficult than, for exam-
ple, for colonic colorectal polyps. Current commercially avail-
able AI systems for the colon provide bounding boxes for object
detection and ROI demonstration to the user. Contrary to pre-
viously published trials in BE, where bounding boxes were used
for object detection, we were able to implement a real-time
pixel-precise delineation and segmentation of the ROI. This is
particularly relevant as BE diagnosis and treatment involve de-
tection and precise delineation of the ROI to improve targeted
biopsy precision and pretherapeutic border recognition.

There are relevant study limitations to our video trial. First,
our tandem study design may have introduced a possible bias
because endoscopists assessing the video cases always saw
each video case twice, without a “washout” time in between
the assessments. A classical randomized controlled trial directly
comparing two separate groups of endoscopists, one with and
the other without AI, may have been better suited to assess the
effect of AI on the performance of endoscopists because of the
lower risk of bias. Second, BERN is often not limited to one
single location but is multifocal. Although we had histological
confirmation of the demonstrated lesions, sampling errors or
false negatives are still possible. Furthermore, although we cre-
ated a heterogeneous test set, including low grade inflamma-
tion and different levels of dysplasia, the final proportion of
BERN lesions in the test set does not represent the true preval-
ence that endoscopists encounter in a real-world setting. Third,
although 22 endoscopists participated in the trial, this sample
size is considered relatively small, potentially limiting the gen-
eralizability of the findings, particularly concerning the sub-
group analyses. Furthermore, a more positive attitude of the
22 participating endoscopists toward AI compared with the 11
endoscopists who were invited but did not participate in the
trial may be a potential source of bias.

Regarding video case selection, we used high definition
videos from a single center. In addition, this does not represent
a true test of reality because AI should undergo evaluation with
as much external data as possible. Finally, as we included 96
video cases from 72 patients, there may be a possibility of sta-
tistical dependency between the cases. However, video cases
were chosen carefully to avoid visual overlaps between the vid-
eo cases that were taken more than once from the same pa-
tient.

In conclusion, we developed and benchmarked an AI system
to evaluate BE in standardized endoscopy videos. The stand-
alone performance of AI was comparable to that of Barrett’s
experts. AI was especially beneficial to BE nonexpert endos-
copists. Nonexpert endoscopists with the support of AI per-
formed significantly better than without AI. AI seemed to con-
firm endoscopists’ diagnoses while evaluating BE video cases,
and higher diagnostic confidence appeared to correlate with
improved performance. Further studies are needed to assess
the effects of AI in clinical practice and better understand the
various aspects of the human–computer interaction.
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