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ABSTRACT
The interest in virtual and augmented reality increased rapidly
in the last years. Recently, haptic interaction and its applications
get into focus. In this paper, we suggest the exploration of virtual
objects using o�-the-shelf VR game controllers. These are held like
a pen with both hands and were used to palpate and identify the
virtual object. Our study largely coincideswith comparable previous
work and shows that a ready-to-use VR system can be basically
used for haptic exploration. The results indicate that virtual objects
are more e�ectively recognized with closed eyes than with open
eyes. In both cases, objects with a bigger morphological di�erence
were identi�ed the most frequently. The limitations due to quality
and quantity of tactile feedback should be tackled in future studies
that utilize currently developed wearable haptic devices and haptic
rendering involving all �ngers or even both hands. Thus, objects
could be identi�able more intuitively and haptic feedback devices
for interacting with virtual objects will be further disseminated.
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1 INTRODUCTION
Virtual Reality (VR) fundamentally changed the way we interact
with the computer. Instead of viewing digital content on a 2D dis-
play, one can intuitively see virtual objects and environments in
3D space. In addition, the immersion can be further enhanced by
simulating haptic feedback. Thus, the user does not only see the
object, but can also touch it. Hereby, one can bene�t from haptic
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devices, e.g., in medical applications like stroke recovery [17] or at
one’s workplace [4].
Due to their lack of vision, especially visually impaired people rely
on haptic feedback. In general, the combination of VR and haptic
feedback o�ers the possibility of exploring freely de�nable spatial
information without the risk of colliding with a real object or hav-
ing to be a the real location. Visually impaired people can use haptic
feedback as substitution for visual information, for example, to ex-
plore 3D models of museum pieces [8], explore spatial information
[13] or play games [18]. Due to the advantages in these exemplary
scenarios, Virtual Reality is a promising technology to enable the
visually impaired to participate in technological progress and to
support them in their everyday life.
Physiologically, one must distinguish haptic from tactile feedback
[6]. Haptic feedback (i.e., kinesthetic cues) utilizes the motion and
positioning of hand and �ngers in order to gain spatial informa-
tion. Tactile feedback occurs when the human skin gets in contact
with an object (i.e., cutaneous cues) and detects properties like tem-
perature, mechanical pressure or vibration by specialized sensory
receptors. Consequently, the properties of an object (like its size,
shape, weight and texture) can be determined. Ideally, sighted peo-
ple complementary combine this feedback with spatial vision in
order perceive objects in their environment. Unfortunately, blind
people’s spatial perception lacks stereoscopic vision and 3D in-
formation has to be perceived by tactile and haptic feedback. In
everyday life, the human hand is a tailor-made system of many
sensors and actuators for the visually impaired as well as for the
sighted, which explores and identi�es objects at an unsurpassed
speed.
In virtual reality, however, there is no ’real’ object with which the
user can interact; on the contrary, the sensory information of the
interaction with virtual objects must be made available to the user.
There exists a multitude of approaches mimicking this interaction
[1]. Current research results strived for low-cost wearable devices
[5, 15] and optimized the process of rendering tactile information
[16] to enable a more realistic interaction. The feeling of touching
a (virtual) object can be also imitated by vibration, e.g., using a
so-called vibrotactile glove [14]. Most consumer grade VR devices
use vibrotactile feedback, e.g., the HTC Vive controllers. Since such
devices are already widespread and supported by most software
platforms, they represent an interesting option to make virtual
objects palpable for many people.
Therefore, in this paper, we focus on how an o�-the-shelf game
controller performs at haptic exploration compared to previous
research results. To achieve the best possible comparability, con-
ditions similar to those of the previous studies were met. Similar
to previous evaluations, we want to investigate, how quickly and
correctly geometric objects can be identi�ed. In addition, we want
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to investigate the in�uence of open or closed eyes on the identi�ca-
tion time and rate, which has not yet been explicitly considered.
In the following sections, we present related work on the hap-
tic exploration of virtual objects, propose our approach based on
o�-the-shelf components and present our comprehensive study.
Subsequently, the results are discussed in detail and main �ndings
are presented. Finally, we propose several future developments.

2 RELATEDWORK
The earliest results concerning haptic exploration of virtual objects
were published by Colwell et al. in 1998 [2]. They conducted a study
on perceiving the size of virtual objects that were basic geomet-
ric objects from 1.0-2.5 cm size. As haptic interface a 3 Degree of
Freedom (DoF) Force Feedback device was used. One of their main
�ndings was that users “...perceive the sizes of larger virtual objects
more accurately than those of smaller virtual objects...” and “...may
not understand complex objects from purely haptic information”.
Two years later, Gunnar Jansson used simple geometric objects (vir-
tual and real models), which subjects had to identify [7]. Thereby,
the exploration of the virtual objects was performed using a 6 DoF
Phantom haptic device, real objects were explored using one �nger
or the complete hand. Compared to natural interaction with the
whole hand, the proportion of correct object identi�cations was
worse with the Phantom device. Also, the exploration time with just
one point of contact (i.e., real �nger or haptic device) was distinctly
higher. He also found out that larger objects (10-100 mm object
size) are recognized faster and more reliably than smaller ones (5-9
mm). Though there is potential for improvement due to a learning
e�ect, the limitation to one point of contact generally constricts the
haptic perception dramatically. Kirkpatrik et al. [11] came to similar
conclusions and also suggested more contact points to improve the
haptic perception.
Stamm et al. [19] utilized a Phantom Device with more complex and
randomly rotated objects in the size of 12x12x6 mm. The results
mainly coincide with Jannson’s and Larsson’s experiments [9] and
revealed simple, non-rotated geometric objects to be the easiest
to recognize. Furthermore, Frizoli et al. [3] increased the number
of contact points to three and evaluated a haptic interface that
included thumb, index and middle �nger, to identify basic shapes.
Unfortunately, the advantage of three contact points could not be
played out, the exploration times and proportion of correct answers
did not improve as expected. The cause was seen in the absence
of spatially distributed feedback on the �ngertips, i.e., the local
quality and not the sheer quantity of (tactile) feedback is crucial.
Jansson and Monaci also concluded, that “...largest improvement
can be expected if spatially distributed information is made avail-
able within each contact area. If that is made, an improvement of
performance can be expected also with an increased number of
contact areas. Increasing only the number of contact areas will
not give the same result.” [10]. It has also been analyzed with real
objects, that a “...loss of spatially distributed cutaneous inputs...”
causes additional cognitive load and “...sequential point contact
exploration imposes a heavy memory load on object processing”
[12].
Lately, Jonatan Martínez Muñoz [14] proposed an optically tracked
glove that holds several vibrotactile actuators and contact points.

With a sophisticated and spatially interpolated activation, users
in their study identi�ed basic geometries of 50, 100 and 250 mm
size. The proportion of correct answers and exploration times was
also compared to a distinctly more expensive exoskeleton (Cyber-
Grasp) providing force feedback to each �nger. Though the glove
is remarkably less expensive, it performed remarkably well and
brought another type of feedback to haptic exploration. However,
when processing an object, vibrotactile feedback does not hinder
the user from moving his hand through the virtual object, which
costs additional cognitive load in contrast to force feedback.

3 EXPERIMENT
The main goal of our study was to evaluate the performance of an
o�-the-shelf VR system with regard to haptic exploration and to
compare the results with similar previous studies. As in previous
studies, we determined the identi�cation time and recognition rate
for each virtual object. The subjects had to identify four simple
geometric objects (see Fig.1) with open and closed eyes. We sus-
pect that objects can be recognized more quickly and reliably by
the subjects with closed eyes since it is easier to concentrate on
the haptic feedback with closed eyes. We also assume that objects
with the greatest possible morphological di�erence are better dis-
tinguishable, in our study this would be the case with the cone and
the cube. These are two of the four objects in our study, which are
geometrically identical to the ones Jonatan Martínez Muñoz used
[14]. The recognition of smaller objects was not practicable with the
HTC Vive controllers. Our recognition rates and exploration times
will presumably turn out to be somewhat worse, as the subjects in
our study do not feel any spatially distributed feedback on their
hands and can only use kinesthetic cues. The following sections
describe the experimental environment in detail.

Figure 1: The four virtual objects (cone, cylinder, sphere and
cube) to be identi�ed by the subjects.

3.1 Method
The subjects had to identify a cone, a cylinder, a sphere and a cube,
each with a maximum size of 25 cm. The objects were not rotated
and positioned in 3D space as congruent as possible to ease the
localization. 10 sighted subjects took part in our study, 8 of them
were male and 2 female. The mean age was 28.8 years with a stan-
dard deviation of 5.21.
Each subject was initially introduced to the VR system and ex-
plained her or his task to identify virtual objects. Then, the four
possible objects were presented on the computer screen and the
investigator ensured that all objects were understood and correctly
memorized. In the next step, the cube served as a test object to get
to know using the controllers, and for orientation in space. After a
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few minutes the user declared himself ready to start and the �rst
randomly selected object (except for a cube) was displayed. The
time measurement started at the �rst touch with the virtual object
and ended with the statement of the subject. After notation of the
subject’s statement, exploration time and statement’s correctness,
the next (random selected) object was displayed. When the sub-
jects explored the virtual objects, they could not see the computer
screen at any time and had to rely entirely on the interaction us-
ing the controllers. Analogously, the remaining three objects were
processed and the results brie�y discussed. In the next run, the
subjects should recognize the objects with their eyes closed, the
procedure was analogous to the previous run. Finally, all results
were discussed and the subject gave a concluding comment.

Figure 2: Photomontage showing the handling of the con-
troller in the real world combined with the representation
in the virtual world.

3.2 Software and Hardware
Basically, interaction with virtual objects is most intuitive when it
feels like real. The human hand is unsurpassed because it combines
sensory as well as actuator technology. This superb functionality
can only be approximated by technical means (i.e., interacting with
virtual objects). To carry out our study, we used two common HTC
Vive controllers (see Fig.2), that were detected by the included
Lighthouse tracking system. To process the controller’s position
in 3D space, the Unity 5.4.2 platform and the Steam VR library
were used. Also, haptic rendering and collision detection were
implemented using Unity’s o�-the-shelf resources. On the tip of
each controller, a collision sphere was located that triggers an event
in case of colliding with the virtual object (see Fig.2). Whenever this
event was detected, the vibration of the controller with maximum
intensity was activated. Once the controller was detected outside
the object, the vibration command was not further triggered and the
vibration stopped immediately. This haptic rendering approach was
developed in a preliminary study and ran without any noticeable
delay.

4 RESULTS AND DISCUSSION
As the main result of our study, Fig.3 presents the detection rate
of all subjects with open and closed eyes. If all subjects had per-
fectly identi�ed every object, all bars were at a level of 100%. If the
subjects had randomly guessed to identify the object, all bars were
homogeneous at the chance level of 25% (dashed red line). Since the
latter is not the case, it can be assumed that the detection of virtual
objects with the HTC Vive controllers has worked. With open eyes,
cone and cube were identi�ed most often correctly (55.5% and 50%,
respectively). The sphere was considerably often mistaken for the
cylinder. With closed eyes, cone and cube were also most frequently
correctly identi�ed (each 60%). This will presumably rely on the
fact that cone and cube are the most di�erent and can be distin-
guished best, because one object is pointed and round, the other �at
and squared. With open eyes, the user cannot concentrate solely
on haptic feedback and the similarly rounded sphere and cylinder
objects could be no longer distinguished and were mixed.
With closed eyes all objects are recognized more often, this is es-
pecially good to see the sphere, because here, the blue and black
bar are clearly of di�erent heights. In both cases, the proportion of
correct cylinder identi�cations is slightly higher than the random
level, and in sphere’s case it falls even well below this level with
open eyes. This low value results from the fact that the sphere was
often mixed up with the cylinder. However, in both cases (i.e., open
and closed eyes) cone and cube were obviously correctly identi�ed
the most frequently, as already mentioned above. Fig.4 shows box
plots of exploration times for each object, with open eyes these
times generally appear higher than with closed eyes. The quantity
and position of outliers support this di�erence, too. If one looks
at the exploration times of all subjects and objects and considers
the variable eyes open or closed, a Wilcoxon signed-rank test with
Z=-1.82, p=0.034 and an e�ect size of 0.49 con�rms our initial hypoth-
esis. These results are probably based on the fact that the subjects
were able to focus better on the haptic interaction having their eyes
closed, which resulted in lower exploration times.
Compared to the (blindfolded) identi�cation performance of the
same objects with a vibrotactile glove [14], our setup cannot match
the objection recognition performance of the glove due to the lim-
ited quantity and quality of feedback. Especially the results of a
(high end) force feedback exoskeleton cannot be reached due to
the limitation of feedback in our study, which impedes the object
identi�cation. These di�erences are explainable due to the di�erent
systems used for haptic feedback, i.e., the HTC Vive controllers
o�ered only two points of contact and had no spatial interpolated
feedback across the human hand. Thus, it is more time consuming
and arduous to integrate the shape of the virtual object mentally.
Since some subjects reported brief dropouts during tracking or hap-
tic feedback, this process was made even more di�cult, resulting in
longer exploration times and an inferior identi�cation of the virtual
object.
The percentage of correct identi�cations in our study is usually
about 10-20% below those of the vibrotactile glove, only cone and
cube were recognized with closed eyes just as well (about 60% an-
swers were correct). In general, these two objects showed the best
performance in our study and therefore came closest to their results.
In their study, the recognition was optimal for the cone and the
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Figure 3: Detection rate per object with closed eyes (blue)
and open eyes (black), the chance level is depicted as dashed
red line.

(a) (b)

Figure 4: Box plots of exploration times per object with
closed (a) and open (b) eyes.

cube and worst for the cylinder. The median values of the explo-
ration times per object in our study are approx. 30-50 sec, which
also corresponds to those of the vibrotactile glove [14]. Certainly,
the statements of our study are not yet generally valid due to the
small number of subjects and their individual mental processing of
information, but they are largely consistent with previous studies,
which makes our conclusions appear reasonable.

5 CONCLUSION AND FUTUREWORK
In this paper, we proposed to use an o�-the-shelf VR System to
provide vibrotactile feedback for the haptic exploration of virtual
objects. In contrast to previous approaches, the user did not receive
force or vibrotactile feedback using his hand, but vibrotactile feed-
back with two HTC Vive game controllers. Four basic geometric
objects had to be identi�ed by 10 subjects with open and closed
eyes. The results reveal that essentially cube and cone were detected
the fastest and most reliable, as they show the greatest morpho-
logical di�erence. The exploration times of all four objects were
signi�cantly lower, when the subjects closed their eyes, because
they could thereby better concentrate on the haptic feedback. The
remaining objects, i.e. the cylinder and the sphere, were less often
recognized and often confused in the condition of non-closed eyes.
The results largely coincide with comparable previous studies and
show that a ready-to-use VR system can be used for haptic explo-
ration. The limitations of fast and correct identi�cation of virtual
objects are most probably due to the number of contact points, local
distribution and type of tactile feedback.

Future studies with more participants and objects should evaluate
haptic exploration using current wearable devices and rendering
while involving all �ngers and both hands. Especially for visually
impaired people, this technology is an exciting possibility to convey
spatial information.
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