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Abstract

We show that many couplings between parabolic systems for processes in solids
can be formulated as a gradient system with respect to the total free energy or
the total entropy. This includes Allen-Cahn, Cahn-Hilliard, and reaction-diffusion
systems and the heat equation. For this, we write the coupled system as an Onsager
system (X, ®,K) defining the evolution U = —K(U)D®(U). Here ® is the driving
functional, while the Onsager operator I(U) is symmetric and positive semidefinite.
If the inverse G = K~ exists, the triple (X, ®,G) defines a gradient system.

Onsager systems are well suited to model bulk-interface interactions by using the
dual dissipation potential ¥*(U,Z) = (=, K(U)E). Then, the two functionals ® and
U* can be written as a sum of a volume integral and a surface integral, respectively.
The latter may contain interactions of the driving forces in the interface as well as the
traces of the driving forces from the bulk. Thus, capture and escape mechanisms like
thermionic emission appear naturally in Onsager systems, namely simply through
integration by parts.
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1 Introduction

The aim of this work is to present a unifying thermomechanical framework for the mod-
eling of dissipative effects in solids. In particular, this will allow us to derive thermody-
namically consistent couplings between several effects usually considered separately. This
will include Allen-Cahn and Cahn-Hilliard systems for vectors of phase indicators and the
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dissipative evolution of internal variables like viscoplasticity or magnetization. Moreover,
reaction-diffusion system of mass-action type can also be handled. Most importantly, the
coupling to the energy balance (heat equation) is discussed in detail to obtain a correct
energy balance and a positive entropy-production rate.

The main idea of the paper is to formulate all these processes in terms of a gradient
system. For most of the individual systems the gradient structure is well established
and used in different occasions. For reaction-diffusion system a full gradient structure
was established only recently in [Miellb]|, including the non-isothermal case with a heat
equation. However, the coupling of different gradient systems is nontrivial, and the main
observation of this paper is that the coupling is largely simplified if we consider the dual
formulations, which we call Onsager systems.

A gradient system is a triple (X, ®,G), where X is the state space, ® : X — R is the
energy functional driving the dynamics, and G is a metric tensor, i.e. G(U) : Ty X — TH X
is a symmetric and positive (semi)definite operator, which is called the Riemannian tensor
(if X is a finite-dimensional manifold). The evolution equation is given by

G(U)U = =D (U).

In many cases an Onsager system (X, P, K) is equivalent to a gradient system, as its
equation is

U= —-K(U)Dd(U), (1.1)

and now KC(U) : T;; X — Ty X is a symmetric and positive semidefinite operator. Clearly,
if G and K are invertible the two notions are equivalent by setting C(U) = G(U)~!. We
call the triple (X, ®, ) an Onsager system, because of Onsager’s fundamental symmetry
relations, meaning K = K*, and the Onsager principle. The latter states that the rate U
of a macroscopic variable U is given by the product of a symmetric matrix (the activities)
and the thermodynamically conjugate driving force, namely —D®(U). The similar theory
for fluxes (cf. [Ons31]) states that the mobility tensor M in diffusive system must be
symmetric, see Sections 2.2 and 3.2.1.

From the thermodynamical point of view, we will consider two distinct cases, the
isothermal and the non-isothermal case. In the former case the free energy F(y) =
E(y,0.) — 0.S(y,0,) is the driving potential ®. In the non-isothermal case we will use
the state variable (y,r) where r is a scalar temperature-like variable, which is typically
chosen to be the temperature 6, the internal energy density e, or the entropy density s.
Since we are dealing with a closed system, we have the total energy £(y,r) as a con-
served functional while the negative total entropy —S(y,r) serves as the driving func-
tional ®. Note that the corresponding Onsager operators Kisotn(y) and Kponiso(Y, )
have different physical dimensions, the former defining the dual dissipation potential

fon(yim) = %(n,lCiSOth(y)n) and the latter defining the dual entropy-production po-
tential Wi (4,737, 7) = 2(7), Knonisows7) (7).

The advantages of the Onsager form over the gradient systems are manifold. First,
we are used to write ordinary and partial differential equations as rate equations U = ....,
where the right-hand side is often a sum of different terms relating to different physical
effects. Such a structure can easily be mimicked in Onsager system, by writing

U=—(Ki(U)+Kao(U) + -+ Kn(U))DO(U).



Thus, we can add different dissipation mechanisms as long as we use the same driving
functional, namely the physical free energy or the negative entropy. This provides a
natural way to add diffusive and reactive effects of chemical species, thermal entropy
production, or dissipation through changing phase indicators.

A second advantage of the Onsager systems is that differential operators for the K; can
easily be handled, like in the case of the Cahn-Hilliard equation, the heat equation, or in
diffusion systems. Most efficiently I is defined in terms of the dual dissipation potential
U*(U,E) = 3(=, K(U)Z) for the isothermal case (and the dual entropy-production poten-
tial for the non-isothermal case), i.e. K is defined in terms of a nonnegative quadratic
form.

Third, it is easy to handle linear and nonlinear conserved quantities such as the
total energy £ in the case of closed non-isothermal systems. We simply have to ask
K(U)DE(U) = 0 to obtain $E(U(t)) = 0 along solutions of U = —K(U)D®(U).

The structure of the paper is the following. In Section 2 we provide definitions and
motivations for gradient and Onsager systems and discuss their relation. In particular,
we address the isothermal case and the non-isothermal cases. In Section 3 we exhibit the
Onsager structure in a series of bulk models such as the Allen-Cahn equation, the Cahn-
Hilliard equation, the heat equation, and the Penrose-Fife model. In Section 2.4 we high-
light that for energy-preserving and entropy-driven systems the free entropy (rather than
the free energy) is the quantity defining the effective driving forces. Section 3.2 follows
[Miellb]|, where an Onsager structure for reaction-diffusion systems is established for reac-
tion systems satisfying the detailed balance condition. While Section 3.3 treats isothermal
couplings between several bulk effects, the Onsager structure for non-isothermal cases is
addressed in Section 3.4, in particular for energy-reaction-diffusion systems.

Finally, in Section 4 we study the interaction between bulk effects and interface effects,
where the framework of Onsager systems proves to be very efficient. As in [Bed86, KjB0§|
we use bulk fields z : Q@ — R™ and interface fields zr : I' — RF and define the state
as Z = (z,zr). We define functionals ® and U* that consist of a bulk integrals and
interface integrals. Then, the Onsager system Z = —DzWU*(Z; D®(Z)) can be obtained by
simple variational derivative involving suitable integrations by part. We obtain consistent
systems with interface dynamics coupled via boundary interface conditions to the bulk
dynamics, cf. [Bed86, KjB0§| for the physical relevance of these systems. Section 4.4
presents an application in photovoltaics, which is treated in more detail in [GIM11].

2 Gradient systems versus Onsager systems

In this section we give some general background about gradient systems and Onsager
systems. All our arguments are formal and assume sufficient smoothness of the potentials
and the solutions, which is the common approach in thermomechanical modeling.

2.1 Gradient systems

A gradient system is a triple (X, ®,G) where X is the state space containing the states
U € X. For simplicity we assume that X is a reflexive Banach space with dual X*.
The driving functional ® : X — R, := RU {oo} is assumed to be differentiable (in a



suitable way) such that the potential restoring force is given by —D®(U) € X*. The third
ingredient is a metric tensor G, i.e. G(U) : X — X* is linear, symmetric and positive
(semi-)definite.

The gradient flow associated with (X, ®,G) is the (abstract) force balance

GUU = —DO(U) — U=—Vgd(U), (2.1)

where we recall that the “gradient” Vg® of the functional ® is an element of X (in
contrast to the differential D®(U) € X*) and is calculated via G(U)™'D®(U). We call
this equation an abstract force balance, since G(U )U can be seen as a viscous force arising
from the motion of U. In fact, the symmetry of G allows us to define a dissipation potential
U:X xX —[0,00] via

VU, V) = GOV V),

The symmetry of G implies that Dy W(U, V) = G(U)V.

2.2 Onsager systems

The importance of gradient systems has its major basis in thermodynamics (TD), namely
in Onsager’s symmetry relations or more general in Onsager’s principle, see |Ons31,
DeM84|. Strictly speaking, this principle is only derived for systems close to thermo-
dynamic equilibrium and has two forms, both of which are relevant in the present work.
In the first case one considers a spatially homogeneous system described by a state vector
z, which is a small perturbation of the equilibrium. Then, its macroscopic rate 2 is given
in the form K¢, where ¢ = DS(2) is the thermodynamically conjugate driving force and
S is the entropy. The symmetry relation states that the matrix K has to be symmetric,
while the entropy production principle 45(z(t) = DS(z) - KDS(z) > 0 implies that K
has to be positive semidefinite.

In the second case one considers a spatially extended system with densities u; > 0
defining a vector u = (u;)i—1...; : © — |0, 00| and a total entropy S(u) = Jo Sz, u(x))de.
If the total m; := [, u;(x)dx is conserved, then the densities satisfy a balance equation
in the form

u +div g, = 0 with a flux vector 3, =MV,

where the vector p of the chemical potentials is given by p = DS(u), ie. u(x) =
Oy, S(x,u(x)). Again the symmetry and entropy principle state that M is a symmetric
and positive semidefinite tensor (of fourth order), see [Ons31].

Note that in this work we will call g = DS the thermodynamic driving force (rather
than a potential), while others call the components ; of p the chemical potentials (for the
gradients V). In this work a driving force is lying in the dual space of the variable (here
w), while Vy; relates to gradient in the physical domain Q. However, more importantly,
we will group the equation @ + div (MV/J,) = 0 with g = DS in the form @ = (u)DS,
where K(u) = —div (MVD) is a symmetric operator.

We combine the thermodynamic considerations into an abstract form and use them
even further away from the thermodynamic equilibrium, see [Ott05] for physical justi-
fications to use these principles beyond the range of linear irreversible TD. In conclu-
sion we call a triple (X, ®,K) an Onsager system, if & : X — R is a functional and



K(U): X* — X is a linear, symmetric, and positive semidefinite operator. Of course, K
may also be an unbounded operator defined on a suitable subset of X*. The evolution of
the states U is given via

U=—-KU)DO(U). (2.2)

In duality to the case of gradient systems we define a dual dissipation potential
crr =y Lo —
v <U7 ‘:) = §<:‘7IC<U):‘>7

such that (2.2) takes the form U = DzU*(U, =D®(U)).

Interpreting the metric G and the Onsager operator K in the appropriate way, there
is a one-to-one correspondence between gradient systems and Onsager systems. This
equivalence is most easily seen by using the Legendre transform for relating the dissipa-
tion potential W (U, U) of the gradient system (X, ®,G) to the dual dissipation potential
U*(U, Z) of the Onsager system (X, ®,K). For this we extend ¥ and ¥* by the value oo
wherever they are not defined and use the relations

(U, E) = sup{ (Z,V) = ¥(U,V) |V € X } (ie. “ K(U) =GU)™ ™),
V(U V)=sup{(Z,V) - U*(U,2)|Z€ X"} (ie. “ GU) = K(U)~' 7).

A major advantage of the Onsager form is its flexibility in modeling. Quite often dif-
ferential equations are written in rate form where the vector field is additively decomposed
into different physical phenomena. This additive split can be also used for the Onsager
operator, as long as all the different effects are driven by the same functional ®. Below
we will see that K takes the additive form

IC == ’Cdiss + ICdiff + ICreact + ’Cheata

such that the evolution equation reads
U = ~ (KassD® + KgigD® + Kreaes DO + Ko D® ) = —KDO.

A similar additive split is not possible for the metric G, as the inverse operator of a sum
of operators is difficult to express, in particular if the individual operators K; may not be
invertible.

2.3 Isothermal and non-isothermal Onsager systems

In applications to thermomechanics we have to distinguish two different cases. In the
isothermal case the temperature is assumed to be constant, and the driving functional
® will be the free energy F. We will start with the non-isothermal case, where the
temperature is an independent field that is coupled to the other fields collected into the
vector y. For such systems we have two functionals, namely the total energy, which
is preserved during the evolution of the system, and the total entropy, which acts as a
driving force.

In the non-isothermal case the state space X contains states (y,0), (y,e), or (y, s),
where e is the internal energy density and s the entropy density. In fact, since the physics
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is independent from our choice of the variable, we follow [Miella, Sect.2.3] and prefer
to use an arbitrary scalar variable r, which can be one of the three variables 0, e, s, or
another suitable variable for describing the heat distribution. With @ = (y, ) we consider

E(w):/QE(x,y(x),Vy(x),T(x))dx and S(:B):[)S(x,y(x),Vy(x),r(x))dx, (2.3)

where the constitutive functions £ and S are interconnected by the Gibbs relation, which
now leads to a definition of the temperature, namely

_ 0,E(x,y,Vy,r)

0=06(zy,Vy,r) = 9,S(v,y, Vy,r)’

where we always assume (without loss of generality) that the partial derivatives 0, FE and
0,.S are positive.

In the non-isothermal case the total entropy S (with the physically correct sign) is
increasing, so strictly speaking —S is the driving potential for the gradient flow, but we
will not make this distinction in the text, but will always use the corresponding correct
signs in the formulas. Our Omnsager system (X,S, ) hence gives rise to the equation
& = +K(x)DS(x). To have energy conservation we need

d :
£ (®) = (DE(z), &) = (E(x), K(x)DS(z)) = (S(x), K(x)DE(x)) = 0,
where we used the symmetry K = KC* for the last identity. Hence, it is sufficient (but not

necessary) to impose the condition

K(x)DE(x) =0 forallz € X.

2.4 Free entropy as driving functional

We also argue that physically relevant driving forces should not depend on the choice of
r € {6,e,s}. Thus, introducing the Helmholtz free energy ¢ = e — 0s and the Helmholtz
free entropy n = —1»/0 = s — e/ we have the formulas

v =F(z,Y,r)=E(z,Y,r) — O(x,Y,r)S(x,Y,r) and
E(z,Y,r)

n=—v/0=H(Y,r)=5SY,r)— m,

where we use the shorthand Y = (y,Vy). The free entropy 7 is also called Massieu
potential [Massieu 1869| and was in fact introduced before the free energies of Gibbs
[1873] and Helmholtz [1882].

At first sight, it seems that there is only a simple difference by a factor —f, which can
be compensated by the Onsager operator (thus turning the dual dissipation potential into
a dual entropy production potential, cf. [Miella]). However, if gradients Vy occur, the
driving forces are calculated via variational derivatives involving integrations by parts.
Then, it is essential whether an z-dependent factor is inside or outside an integration by



parts. In fact, assume F(y,r) = [, F(z,y, Vy,r)dz and H(y,r) = [, H(z,y, Vy,r)dz
with F' = —@H, then D H(y, r) cannot by replaced by —%Dy}", since

1 1
DyH(y,r) + Dy F(y,r) = —div (Oyy, H) + 7 div(00g, H) = Eve cOyyH # 0

in general. This difference will be relevant in the Penrose-Fife model discussed in Section
3.1.5. Using the x-multiplication of variational derivatives introduced below we have

Dy,H(y,r) = —%*Dy}"(y, r).

In many applications the Onsager operator for non-isothermal systems has a special
structure (cf. [Edw98, Ott05, Miellal), namely

K 0
K(y,r) = Mg ( Y ) Mg with (2.4a)
0 ’Cheat
I —(2)«D,E
ICheatT = —div (kheat(y, T)VT) and Mj‘i' = ( 0 (argl) Y ) . (24b)
orE

The “>x<” multiplication is a special operation for variational derivatives. If ®(w) =
Jo F( x), Vw(x))dz, then for a sufficiently smooth function a : @ — R we define

axD,®(w) := a 8, F (2, w, Vw) — div (ady, F (2, w, Vw)).
The definition of Mg is such that

ime [0 vne (DyS —5xDyEN  (DyH(y,r)
M:DE = (1) and M:DS = ( 1/0 = 1/6 ;

where H(y, 0) is the total free entropy.
Since Kpeatl = 0, we have the desired relation KDE = 0 for energy conservation.
Moreover, the coupled system can be rewritten in the form

y = Icy<y7 T)DyH(ya T)7

1
7:‘ a E(@ E y+8VyE Vy+lcheat(y7 )(1/@(y7vy7r)))

Thus, we conclude that in the non-isothermal case with conserved energy &£ the correct
driving potential for the non-temperature part y of the system is the free entropy H(y, 6).

2.4.1 Isothermal case

The isothermal case is easily derived from the non-isothermal case as follows. We assume
that the temperature is constant as the system is embedded into a much larger heat bath,
which absorbs or provides heat energy as needed. In this case we can use the above theory
with r» = 6 and then set 6 = 0,. In particular we set

1
e_*lcy<y, 9)

Thus, the above Onsager system reduces the triple (Y, F,, K,). We refer to [Miella,
Sect. 2.6] for a slightly more elaborate discussion of the isothermal limit in terms of an
explicit coupling to a heat bath.

Fo(y) = F(y,0.) = —0.H(y,0.) and K.(y)=



2.5 Principles of thermodynamics

We finally want to comment on the first and second law of TD for the non-isothermal
systems discussed above. Our point is that Onsager systems have encoded these principles
automatically.

The first law of TD states energy conservation. From our above construction we have
immediately obtained that the total energy is conserved. For systems being defined in
terms of energy density F depending locally on the fields y, Vy, and r as in (2.3) it is
then easy to derive local energy balances, see [Miella, Sect. 4].

The second law of TD states that the entropy has to increase. For the total en-
tropy this follows directly from the positive semidefiniteness of X, namely %S(w) =
(DS(x), L(x)DS(x)) > 0. For systems being defined in terms of energy density S de-
pending locally on the fields y, Vy, and r as in (2.3) it is then easy to derive local entropy
balances with suitable entropy flux and a positive entropy production rate, see [Miella,
Sect. 4].

However, as the name “Onsager system” suggest, our systems are special dissipative
systems fulfilling not only the two fundamental laws but in addition the Onsager principle:

Onsager principle:  rate = sym.pos.semidef. operator x TD conjugate force.

3 Bulk models for solids

In this section we discuss bulk models where the driving functional and the dissipation
potential are given by pure volume integrals. We first collect a few classical parabolic
equations used for modeling solids and recall their gradient structures. Some of these
gradient structures are well-known, while in other cases they are only used rarely.

3.1 Five classical systems in gradient form
3.1.1 Allen-Cahn equation

The Allen-Cahn equation is given in terms of the free energy Fac(z) = [, §|Vz|*+f(z)dx
and takes the form

z = —k’AchAc(Z) = —k’Ac(— div (OZVZ) + f/(Z))

In particular, the dual dissipation potential has the form V*(z,() = [, ICATC\C > dz, and
the Onsager operator is the multiplication operator Kac(2)( = kacC.

3.1.2 Dissipative materials

In general dissipative material models, which are also called generalized standard mate-
rials (cf. [HaN75, Hac97]), there is a set of internal variables z : @ — R™ that mod-
els microscopic material properties on the macroscopic level. This may include plas-
tic strains, phase transformation, magnetization, polarization, or damage properties, see
[Fré02, Mie06]. For simplicity, we neglect here the elastic deformation, which is treated



in [Miella, Miellc|. We again consider a free energy of the form

Faiss(2 / —VzA:V2z+ f(z)dz

Using the Onsager matrix Kgss(z) € R7X™ > 0, the equation takes the form

Sym

= Kuioo(2)DFios(2) = Kugioa(2) ( div (AVz) — D f(z)).

In plasticity, the evolution equation for z is called flow rule, whereas in ferroelectric
materials it is called switching rule. The Onsager relation z = — Ky;i( is often generalized
to a nonlinear relation in the form z = DU}, (2, —(C), where ( = DFyiss(2) and U}, is a
non-quadratic dual dissipation potential, e.g. in the form

. v
Waiss(2,€) = oyienal ¢+ ZICII"

For simplicity, we do not follow this generalization any further here.

3.1.3 Cahn-Hilliard equation

In this case the (vector-valued) internal variable ¢ : 2 — R™ consists of conserved phase
indicators with a free energy

Fouly) = [ 51Vl + fp)da

The equation is a parabolic system of fourth order given as

& = —Kenl()DFen(p) = —div (M(p)V (- div(aVe) + Df (¢)) ).
Hence, the Onsager operator ey is a differential operator, namely

Ken(p)€ = — div (M(p) VE).

Note that the evolution leaves the averages [, ¢(t,2)dx constant in time ¢. This follows
from the general property of Koy that for ¢ = ¢ = const we have Keye = 0.

3.1.4 Heat equation

The heat equation ¢(0)f = div (k(0)V8) can also be Written in Onsager form using the
physical entropy as the driving functional, namely S(f) = fQ ) dz. The total
energy £(0) = [, E(A(x)) dz has to be conserved along solutlons where c(@) = E'(0) is
the spemﬁc heat Wthh satlsﬁes the Gibbs relation 05(6) = E’(f). We define the Onsager

operator

Koot ()7 div (k;(e)v 7 )

1
N0 E'(6)
which gives KCpeat ()DE () = 0. The Onsager structure yields the equation

0 = Kpeut (9)DS(60) = — E1< g i COMEION:AD)

1 k(0)
- E,w)dw(() (1/6)) = Fa <92 ve)

Hence, we obtain the original heat equation if we choose k(6) = 6%k(6).
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3.1.5 Penrose-Fife model

This model couples the Allen-Cahn equation for an internal variable z : 2 — R™ and the
heat equation for the absolute temperature 6 : Q0 — ]0, 00[. Again the energy functional
& is conserved along the solutions, while the entropy functional S takes the role of the
driving functional:

£(2,0) = /Q B(z0)dr and  S(z0) — /Q 5(2,6) — 21V2 da.

We again assume the Gibbs relation 0pFE = 00,S. Using the mobility matrix M (z,0) €
R™*™ > () and the heat conduction tensor x(z,6) = k(z,0)/0> € R4 > (0 we define the

sym sym
Onsager operator Cpp = Kac + Kpeat With
M —ﬁMDZE 0 0
’CAC = 1 1 v ) ICheat = 1 . 0
—2D.E-M  5LD.E-MD.E 0 5l div (kV(5))

Here ICpp has the form (2.4a), where K, = M. Hence, Kpp(z,0)DE(z,0) = 0, which
guarantees energy conservation.

Next we claim that the Onsager system (;) = Kpp(z,0)DS(2,0) gives exactly the
classical Penrose-Fife system [PeF90, PeF93|. The gradient structure was already used,
at least implicitly, in [FeS05| and was highlighted explicitly in [Miellb|. We have

(z)  Kon(2,6) <D23) B < M(DZS —alAz — %DZE) )
o) =K 56 )= — 525D E-M (D.S—aAz—$D.E) — 51 div (kV})
B ( M(D.S —aAz — 1D.E) )
N _%LEDZE-Z‘/ + (%LE div (/{V@)

Using the free-entropy functional H defined in Section 2.3 the Penrose-Fife assumes a
short and elegant form:

<z) B ( MD_,H(z,0) )
0 —%LEDZE - MD,H(z,0) + %LE div (kV0) )’

which clearly shows that the free entropy H drives the motion of the dissipative variable
z. In some works the term MD,H is replaced by —%M D.F. We emphasize that this is
thermodynamically not correct, since D, H + %DZ}" = —5V0-Vz #0 in general.

3.2 Reaction-diffusion systems

While the above gradient systems are well known, the gradient/Onsager structure for a
wider class of reaction-diffusion systems is less known. It was used in a few particular cases
(see e.g. [OtGI7, Yon08, Ede09] and the discussion in Section 3.2.2) but only highlighted
in its own right in [Miellb|. The central point is that in the Onsager form we have an
additive splitting of the Onsager operator into a diffusive part and a reaction part, namely
U= —(/Cdig(u) + Kreact(u))fchem(u), where u : Q — 0, oo[I is the vector of densities of

10



the species X7, ..., X;. The free-energy functional Fpen, which is also called the relative
entropy with respect to the reference density u*, takes the form

Fehem(u) = /QZuf)\(ul(a:)/uf)dx where A(v) = v(logr —1). (3.1)

3.2.1 Diffusion systems

For the gradient structure of diffusion systems @ = div (M(U)V’u,) one might be tempted
to use a functional involving the gradient Vu, however we have to use the relative entropy
as a driving functional, because we have to use the same functional for modeling the
reactions. Hence, we use the Wasserstein approach to diffusion introduced by Otto in
[JKO98, Ott01].

The diffusion system will take the form @ = —Kgg(v)DF (u) with an Onsager operator
Kag given via B

Kag(u)p = —div (M(u) V),

where M(u) : Rmxd 5 R™*4 s a symmetric and positive semi-definite tensor of order 4.
The Onsager operator can also be implicitly defined via the dual dissipation potential,
which will be useful later:

Vo (u, 1) = /

1 -
—VuM(u):Vude,
Q2

where g = (4;)i=1,.. 1 is the vector of chemical potentials, which occurs as the driving force
w =Dy Fepem(u) = logu — logu™.

Hence, if the reference densities pu* are spatially constant (which is usually not true in
heterostructures like semiconductors) the Onsager system leads to the diffusion system

u = div (M(U)V(log u—logu®)) = div (M(u)Vu), where M (w) = M(u)diag(w).

We emphasize that M has to be symmetric by Onsager’s symmetry relations, which
leads to unsymmetric operators M, if there is cross-diffusion. E.g. assuming I = 2,
u* = (1, 1), and isotropy, we arrive at the coupled system

(Ul) <div (L(Z?UQ)VM + LQ%l’uQ)VUQ))

Uy div (Lm(ﬁl’m)Vm + LQ(Z;’W)VUQ)

where my, my > 0 and mymy —m?2, > 0. Hence, myy # 0 means cross-diffusion and yields
the unsymmetry of M.

3.2.2 Chemical reaction kinetics

Chemical reaction systems are ODE systems @ = R(u), where often the right-hand side
is written in terms of polynomials associated to the reaction kinetics. It was observed
in [Miellb| that under the assumption of detailed balance (also called reversibility) such
systems have a gradient structure with the relative entropy as the driving functional.
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We assume that there are R reactions of mass-action type (cf. e.g. [DeM84, GiM04,
KjB08]) between the species Xj, ..., X; denoted by

i
X 4+ ai X = BIX 4+ BT X,

kb

where k‘;’w and kﬁw are the backward and forward reaction rates, and the vectors a”, 3" €
N(I] contain the stoichiometric coefficients. For the chemical reaction 2CO + 10y = 2 CO,
we have a = (2,1,0)" and 3 = (0,0,2)7.

The associated reaction system for the densities (in a spatially homogeneous system,
where diffusion can be neglected) reads

u=R(u):=— i (N u™ — k" ul") (a” - ﬁr), (3.2)

r=1

where we use the monomial notation u® = ui™ - - - uj’.

The main assumption to obtain a gradient structure is that of detailed balance, which
means that there exists a reference density vector u* such that all R reactions are balanced
individually, namely

Ju, €10,00[ Vr=1,...,RYuec]0,00[ : kM(w)u® = k> (w)uf = k'(u). (3.3)

Here we have used the freedom to allow for reaction coefficients depending on the densities
(and later also on other material properties like temperature).
As in [Miellb| we now define the Onsager matrix

R
* u® uf T T r r : _ a—"b
and find that the reaction system (3.2) takes the form
@ = R(u) = —H(u)DFepem(u). (3.5)

This follows easily by using the definition of A and the rules for logarithms, namely
(a"=B") - (n—n") = log(u® /ul") —log(u” /ull").

The quotient A(a,b) = ﬁ (
modeling of reaction kinetics: In [OtG97, Eqn. (113)] the reaction Ny+3Hy == 2NHj is
written in GENERIC, which includes the gradient structure for the reaction. In [Ede09,
Def. 3.22] the mapping (u,n) — 1/A(e*,e") is called the ideal resistance function. In
[Yon08, Sect. VII| the definition of A; contains fol e do = (e% —1)/a; = A(e%,1) to
show that the reaction terms have the Onsager structure displayed in (3.5).

or variants of it) have occurred occasionally in the

3.2.3 Coupling diffusion and reaction

We summarize the previous two subsections by stating the following general result from
[Miellb] for Onsager structures for reaction-diffusion system.

12



Theorem 3.1 If the reaction diffusion system w = div(M(u)Vu) + R(u) with R(u) =
— Zle (K (w)u® —kP(u)uP") (a"—B") satisfies the detailed balance condition (3.3) and
if M(u) = M(u)diag(u) is symmetric and positive semidefinite, then it is an Onsager
system = —Krp(u)DFepem with

I 1 -
Favont) = [ i) /i) e, o) = 5 | Vi)V + () ad
Qi=

We mention that many reaction-diffusion systems studied in the literature (including
semiconductor models involving an elliptic equation for the electrostatic potential), see
e.g. |GIHO5, DeF06, DeF07, Gli09, BoP11], have the structure developed above. So far,
the gradient structure was not used explicitly, only the Liapunov property of the free
energy Fehem was exploited for deriving a priori estimates.

3.3 Consistent isothermal coupling to general bulk systems

We first discuss the isothermal case, where the driving functional is the free energy.
Using the above Onsager structures for the internal variables z (non-conserved) and ¢
(conserved) and the chemical densities u we are now able to write consistent bulk systems
by simply adding the free energies and the dual dissipation functionals:

f(Z, 2 u) = fdiss(z) + *FCH(QD) + *FRD(U’) + ‘Fcoupl(z7 ' u’)>
\I’*<Z’ ®, U; Cu gu “) = \I]Ziss<z; C) + \I]EH«O? g) + W;{D(“’a l'l') + \I[:oup1<z7 ®, U; Cu gu “)

*

coupl 111 the dual dissipation potential we are led to

Neglecting the coupling term ¥

z ’Cdiss(z) 0 0 Dfdiss(z) + szcoupl(za @, ’U,)
P = - 0 ICCH(‘P) 0 D}—CH(SO) + D<p]:coupl(za ®, u) . (3-6)
0 0 ICRD (’LL) chhem(”) + Dufcoupl<z7 ©, ’LL)

.

Of course, the Onsager operator K may be much more general than indicated here. Staying
in the diagonal form of (3.6) we may allow that each of the diagonal entries Kaiss, Kcn, and
Krp may depend on (z,,u). Moreover, we may introduce off-diagonal terms through

*
coupl*

For the full generality, one should not think about adding three terms with a small
coupling. One should rather take one free energy like

Flevpow) = [ Flos(o) oo, ule)) + JVa(@) + 5 [Vola) P

Q

In particular, we may consider the case where the reference density vector w* in the
detailed-balance condition (3.3) depends on (z,¢). As an example consider the case
without conserved phase-field variables and u = (u;, u2) and let

F(zu) = /Qf(z) + %|VZ|2 +wi(2)A(ur/wi(2)) + wa(2)A(uz/wa(2)) da,
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where the functions w; : z — w;(z) > 0 are given and A(v) = v(logr—1) as above.
Together with the dual dissipation potential

1
V(i) = 5 [ Chac(w)d (2, w) Vi + ma(z, )| Dl

+ krener (2, 0) (=) - 1) da

we find the following coupled system:

i = kol w)(div (792) = f/(2) + — D (2) + — Do),

wi(2) woy(2)

(
() = (e e

— kreact (2, u)A(w(:)a, w‘(‘gﬁ)(a—ﬁ) ® (a—pP) - (logu—logw(z)).

Using the functions W;(z) = logw;(z) and employing the definition of A we can
reformulate the system in the form

z = kAC(Za ’U,) ( div (’YVZ) - f,(Z) + ulDzwl (Z) + UQDZWZ(Z))a
(2'“) B <div (%@Vul —my(z, u)DzVVl(z)Vz))
~ \div (%’Z”‘)Vug — ma(z, u)DWs(2)Vz)

_ kreact(z, u) (uae—wW(z) _ uﬁe—ﬁ-W(z)) (Oé—ﬁ).

(&

Thus, even without assuming any coupling inside the Onsager structure, we still obtain a
kind of cross-diffusion arising from the z-dependence of the reference densities w;(2).

3.4 Non-isothermal coupled systems

We now add to the variables y := (z,,u) the absolute temperature # > 0 and use
Onsager operators in the form (2.4), following the derivation of Section 2.3, where now

’Cdiss
Ky(y) = Kcu
Krp

As in the Penrose-Fife model (cf. Section 3.1.5) we again treat a closed systems in which
the total energy £ is conserved while the total entropy increases and serves as a driving
functional. Now the Onsager operator K is given in terms of an entropy-production
potential

Uy, 0, 7) = %<(Z),K(y,9)(:’)>.

3.4.1 Reaction-diffusion systems with temperature

We now restrict to a system described by (u, #) with functionals

S(u,ﬁ):/QE(x,u(x),H(x))dx and S(u,@):[ZS(x,u(x),H(x))dx,
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where the integrands are strictly local, i.e. they do not depend on Vu and V6. As
throughout the paper, the densities may explicitly depend on the material point, but we
will omit this dependence in the sequel. The energy density E and the entropy density S
satisfy the Gibbs relation 0y F = 00yS and the positivity of the specific heat Oy F > 0.

The dual entropy-production potential ¥* will depend on the state (u,f) and the
thermodynamically conjugate variables (u, 7). In principle, U* will contain three parts,
namely a diffusion, a reaction, and a heat conduction part. However, the heat conduction
and the diffusion can be joined into one quadratic form on (Vu, V1), thus allowing for
“cross-diffusion” effects between chemical diffusion and heat transfer, which is needed to
model thermophilic or thermophobic reactions occurring e.g. in polymers, see [AWR12].

To guarantee energy conservation, we mimic the definition of Mg in (2.4b) (see also
[Miellb, Sect.3.6]) and consider

U (u, 0; o, 7) = U (u, 0; p— 5500 E, 575) (3.7a)

~ 1 o o B
with U*(w,0; g, 7) = 5 /(Vp,, V7T):M(uw,0)(Vi, VT) + p - H(u, ) pde, (3.7b)
Q

where H is given as in (3.4). The mobility tensor M(w,6) : R*4 x R? — RI*4 x RY is
symmetric and positive semidefinite and has the block structure

M(w,6) = (Muu( ,0) Mys(u,0) )

u
M;‘w(u, 0) Mgg(u, 0)
The construction of ¥* is such that U*(u,0; pu, 7) = ¥*(u,0; (u, 7)+ADE(u, 0)) for all

A € R. Hence, the associated Onsager operator I satisfies DE = 0. Moreover, we see
that U* only depends on

D,S — %Dué' = 0uS — éauE =0,H and —— =-

where H = —¢/0 = S — E/0 is the free entropy.

The Onsager system % (19‘) = KDS for the evolution of (u,#) is the coupled PDE

U = —div gy + H(u, 0) (0,5 (u, ) — 0, E(u, ),
0 = =555 div js + 550u B+ (div ju — H(w, 0) (0uS(u, 0)—§0uE(u, 0)),

where jy, = Myu(u, 0)V (9,5 (u, 8)— 50, E(u, 0)) + Myg(u,0)V(1/6)) and
Jo = My(u, 0)V (0uS(u, 0)—30,E(u, 0)) + Mgg(u,ﬁ)V(l/Q)). In the simplest isotropic
case one chooses My, (u, )V = (mu; V) =11, Myg = 0, and Myy(u, ) = 6*x.

We refer to [GiIMO04, Sect.2.5] and [Yon08, Sect.VII] for useful representations of
s = S(u,0), e = E(u,0), and u* = w(0).
3.4.2 Reaction-diffusion systems with internal energy

A major advantage of gradient and Onsager systems is that it is very easy to change
coordinates. For energy-preserving non-isothermal reaction-diffusion systems it is often
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easier to formulate the theory in terms of the density vector w : Q — |0, oo[l and the
internal energy e : {0 — R. Thus, the functionals are

~

E(u,u):/Qe(x)dx and g(u,e):/S)S\(:c,u(a:),e(a:))dx.

Now the Gibbs relation leads to the definition of temperature as § = O(u, e) := 1/0.5(u, e),
where the relation 9,5 (u,e) > 0 is imposed.

The major advantage of the formulation in terms of (u, e) is that energy conservation
is a linear constraint. Moreover, following [AGHO02]| it is reasonable to assume that S is
a concave function in ( e). Flnally, the driving force through the free entropy is most
simple, as 9, H = 0,5, since using E(’u, e) := e we have 0, E=0, cf. [Miella, Sect.2.3|.

Thus, the equations in Section 3.4.1 can be equivalently written in (u,e) using the
dual entropy-production potential

~ 1
U*(u,e; p,e) = 5

[ (Vi V), ) (T, Vo) B,

where M and H are obtained from M and H, respectively, by substituting 6 = (:)(u, e).
As a consequence of the simple form of £, and hence of ¥*, the evolution equations for
(u, e) take the simpler form

@ = — div (Muu(u, )V (0uS (. €)) + Mo (u, )V (3.5 (u, e))) + H(u, €)8uS (u, ¢),
¢ = —div (Mfw(u, &)V (0uS(u, €)) + Moo (u, )V (0.5 (u, e))).

This form has the major advantage that we can read of “parabolicity” in the sense of
Petrovsky (cf. [LSU68, Sect. VIL.8]) for the full coupled system by assuming that M is
positive definite and that D2S is negative definite. Hence, local existence results can be
obtained from [Ama93].

__ Moreover, we are able to postulate suitable strongly coupled models by assuming that
S has the form R
S(u,e) = s(e) —u- (logu — logw(e)), (3.8)

where u* = w(e) are now the reference densities in the detailed balance condition (3.3),
which may now depend on the internal energy (i.e. on the temperature). The concavity
can be checked by using

—(4) - D28 (u, €)(*) = DL, wi (L — B 4 2 (= 5"(e) — L, ).

Thus, we have strict convexity on the whole domain |0, oo[ x]ey, oo| if and only if s”(e) < 0
and w!(e) < 0 for all . Hence, good choices for s(e) and w(e) are given in the form

s(e) = cloge or s(e) = ce” with ¢ > 0 and o € ]0, 1], (3.9)
w;(e) = ae’ for some a; > 0 and b; € [0, 1]. '

In the case s(e) = cloge we find the simple relation 1/6 = 8,5 (u, €) = (c+b-u)/e, where
b = (b;);=1,..;. Hence, we obtain the simple linear relation e = E(u, ) = (c+b-u) 6.

.....
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S

Figure 1: Body Q2 = Q, U)_ with interface I.

4 Bulk-interface interaction

4.1 General setup for interfaces

We now consider a domain 2 containing an interface I" separating €2 into an upper part 2,
and a lower part 2_, i.e. ) is the disjoint union of Q, I',; and €2_. For later convenience
we denote that part of the surface of Q24 that coincides with I by I'y (see Figure 1), such
that for functions z : 2 — R™ we can define one-sided limits z, = z|r,.. However, we
also allow for extra fields zr : I' — R¥ describing new species or some of the species on
Q, i.e. we allow for k # m.

The full state is Z = (z, zr) containing bulk functions as well as interface functions.
We derive our coupled system again in the Onsager form Z = —K(Z)D®(Z), where now
the driving functional ® as well as the dual dissipation potential ¥*, which defines IC, are
given in terms of a bulk integral and an interface integral:

O(Z) = Dg(z) + Pr(2) with 2 := (2r,2,,2_) and
U (2, 2r; €, &r) = U (2 €) + UH(2;€) with € = (ép, &1, €.).

While the bulk integrals &g and V¢, only depend on the bulk fields z and the bulk forces
&, respectively, the interface integrals & and U} depend on the interface fields zr and &p
as well as on the one-sided interface limits z4 and &..

The general Onsager system is now defined as

(ZZF) = D(g,gr)\ll* (Z, zZr, _Dz,qu)(za ZF)),
where the derivative D ¢.)¥* involves integrations by part which give rise to nontrivial
coupling conditions on I". We will first display this in a scalar heat equation and then
treat a more general case.

We refer to [Bed86, KjBO08| for careful treatments of thermochemical effects at inter-
faces. The works also provide evidence for the physical necessity to introduce own species
and temperature fields on the interface.

17



4.2 Coupled bulk and interface heat conduction

We assume that the only relevant variable is the temperature, but there is a temperature
0 : Q — ]0,00] in the bulk and another independent temperature fr : I' — ]0, 00 in the
interface. This may model for instance a thin steel plate I' inside a rubber material. The
total entropy and total energy are given via

S(Q,HF):/clogﬁder/cFlongda and S(Q,QF):/cé’dx+/0p0pda,
Q r Q r

where ¢ > 0 is the specific heat of the bulk material (per unit volume) and ¢r > 0 is the
specific heat of the interface material (per unit surface area). These specific heats may
also depend on z € Q ory € I'.

For the dissipation potential we assume the simplest quadratic form

@*(H,HF,T,TF):/—\V( )2dz + UL(0,7) with

= b I+ 5 R+ 5 (R () e

cy  c— ct cr

where k may depend on z € Q and ¢ and kr, mr, and m+ may depend on y € I' and
0 := (0r,0.,0_). Here kr denotes the heat conduction coefficient in the interface, mr
gives a condition for heat transmission through the interface, whereas m4 gives heat flow
from the bulk into the interface.

With © = (6, f) the Onsager system © = K(©)DS(0) takes the form

: 1 1
in Q: 0 :—Ediv (krvg),
inl: Or = —é din(kapé) +m+(é—i) +m_ (é_g%)’
ML 0 =R )
M0 =k T o () ()

Recall that we are dealing with closed systems, hence we also have the no-flux condition
kV(1/0)-v = 0 on the outer boundary d(2UT'). This coupled system contains the usual
bulk equation which is coupled to the interface by Robin-type boundary conditions that
depend on the temperatures inside the interface I' and on the limit of the bulk temperature
on the other side of the interface. Moreover, there is an own heat equation on the interface
where the flux terms from the boundary appear as source terms.

The above general nonlinear system also includes a linear system if we choose

~

k(0) = 062, kp(0) = 0265, my(0) = pebi6r, mr(0) = puro, 6 .

We obtain the linear system

in Q: = div (kV0),

inl: crfr = divy (KJFVI‘H[‘) + crpy (04 —0r) + crp—(0-—0r),
in 'y : 0 = —I<J+V9 vy 4+ py(04—0r) + pr(0.—0-),
in[_: 0 =Lk"VO-v_ + p_(6-—6p) + pr(0-—0.).
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4.3 General structure of bulk-interface interaction

We now return to the general case of bulk-interface systems with the state Z = (z, zr)
and a driving functional specified in the form

F(Z) = Falz) + Fr(3) = /

Fg(z,Vz)dx+/Fp(2, Vrzr)da,
Q

T

where as before Z = (zr, z4,z_). To include Allen-Cahn and Cahn-Hilliard systems we
allow F to depend on the gradients Vz and Vrzr as well.
For the dual dissipation potential we also specify the structure more explicitly, namely

UH(ZE) = Uiz €) + V(2 €) with € = (6r,€1, ),
Uo(z;€) = /Q %Vé:M(z):V£+ %E-H(z)édx, and

~

vi(2.6) = / VrEr M (2)Vikr + 36 T(2)Eda.

To write the Onsager system Z = —DzU*(Z;DF(Z)) more explicity, we use the
natural projections Qr, @4, Q_ associated with the components of Z = (zr,z;,z_).
Using the variational derivatives

5ZFQ = GZFQ — div (avZFQ) and 5Z[‘FF = azFFF - diVF (avFZFFF)
and suitable integrations by part the general bulk-interface system in Onsager form reads

nQ: 2 =—dv (Mg(z)v(ang)) — H(z) (6. Fp),

inI: ZF = —diVF(MF<E)V((SzFFF)) — QFT<E)(52FF75zFQ‘F+75zFQ|F_)7 (41)
inTy: 0 =Mqg(2)V(6.Fn) - vs + Q:T(2) (0zFr, 8- Falr,, 0. Folr_),

in F+ 0= MQ(.Z)V((SZFQ) S Z Q_T(,/Z\) (52FF, 5ZFQ|1"+, 5ZFQ|F7).

We refer to [GIM11, Thm.3.1] for a proof of the equivalence of (4.1) and the Onsager
system Z = —DzU*(Z; DF(Z)) with the potentials F and U* as defined above.

4.4 Semiconductors with interfaces for photovoltaics

In thin-film solar cells the interfaces strongly influence the overall currents of the whole
solar cell. Hence a proper modeling of the interaction between the bulk and the interface
effects is necessary. In addition to the previous analysis, we also need to take into account
the electrical charges of the species, namely the free electrons with density n and the holes
with density p.

In the simplest case the bulk model is the so-called van Roosbroeck system, which
couples an equation for the electrostatic potential ¢ = ¢, with the drift-diffusion-reaction
equations for u = (n, p):

—div(eVy,) = da(x) —n+p,
(VRS) n= div(mn (Vn — nV¢u)) —k(np—1), (4.2)
p = div(mp(Vp +pV¢u)> —k(np—1).
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The different signs in “—n” and “+p” in the Poisson equation for ¢, and in front of the
drift term V¢, denote the negative charge of the electrons and the positive charge of the
holes. Here € is the electric permittivity, and dg, is a prescribed doping profile of charges.
The coefficients m,, and m,, are the mobilities of the electrons and holes, respectively, and
k is the reaction strength. Without loss of generality, we have normalized the densities
such that the intrinsic density equals ny, = 1. On the boundary we add no-flux conditions
for the charges and Dirichlet conditions for the electrostatic potential ¢,,.

It is shown in [Miellb, Sect.4.1] that (4.2) forms an Onsager system for the total free
energy Fq and the dual dissipation potential U§ given by

5
Falu.) = [ SI0nsl + Aln) + A (4.30)
0
. 1
U (u, ) = §/ann\v,un\2+mpp\v,up|2+k A(np, 1) (pn+p,)? de, (4.3b)

where A is defined in (3.4).

Following [GIM11]| we now consider a domain € with one or several interfaces denoted
by I' € Q. Thin-film solar cells have a thickness of a few hundred nanometers and contain
several interfaces. These are treated in particular ways in order to make them active in
the sense that they carry own interfacial species which may diffuse and react inside the
interface or with species from the adjacent sides I'y from the bulk. A particular reaction
is the simple capture and escape of species from the interface into the bulk, which is then
called thermionic emission.

For notational simplicity we assume here that the interface species are simply ur =
(np,pr) : T — 10, 00 and hasten to say that wr is in general different from the one-sided
limits wy = w|p,. We will write U = (u,ur) for the full state of the bulk-interface
system. Moreover, the interface may carry its own doping profile dr such that the joint
electrostatic potential ¢ = ¢y satisfies the Poisson equation

—div(eVoy) =dg —n+p+ (r — nr + pr)or,

where dp denotes the two-dimensional Hausdorfl measure restricted to the interface I'.
Thus, the potential ¢y depends on the bulk and the interface charges in a linear way.

The total free energy now consists of the bulk part Fq from (4.3a) and an interface
part, namely

Fluur) = [ 21V0ul? + M) + M)z + [ M) + Mpr) e

The corresponding differential DF takes the form

()= (500 (0 62)

Mr Dy F(u, ur) logur + (7')¢ulr

To define a sufficiently general dual dissipation potential ¥* which contains the bulk
part Ug, from (4.3b) as well as an interfacial terms, we use again the abbreviations u :=
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('U,p7 Uy, ’U,,) and ﬁ = (l'l'Fu s l'l'*) and set

U (w, ur; p, pr) = Vo(u, p) + Vp(u; p) with

\I];<a7 ﬁ) = \I];kn—plane<’a; ﬁ) + \I[:ransfer<a; IJ’)?

* =~. 1 =~
\I]in—plane<’u’; l'l') = 5 / mgnl“vl‘/ﬂ“nﬁ + mgpF‘VFMFP‘Q + MF'HF<U’>'”’F da7
r
* NS 1 A A~ o~
transter (W3 /1) = 3 / T(@)|ps—p-|? + By (@) |ps —pr|* + B-(@)|p-—pr[* da.
r
Here W7 ... contains all dissipative effects that solely occur inside of T, while W, ..

provides the coefficients for movements between I', I'y; and I'_. In particular, T" is the
intensity of the transmissions between I'y and I'_, and By is the intensity for motions
between I'yx and T

As was indicated in Section 4.3 the coupled system has the form

in Q: 0 = —div(eVouu.) — (do—n+p) — (dp—nr+pr)or,
inQ: @ =div(M(u)Vp) —H(u)p (= van Roosbroeck system)

inTy: 0 =MyVpy vy = T(w)(ps—p-) — By (uw)(ps—pr),

. . . . T/~
inl:  apr= divp(MVepr) — H (@)pr - §+(up—u+) — B,(ILF—[L,Z
A e
—— ~~
interfacial c?rrift_difquion interfacial reaction transfer between I" and I"' UI'

inT_: 0 = M_Vp_ v —T(@)(n_—ps) — B (@) (u_—pr).

We conclude by summarizing this section. The structure of Onsager system is suf-
ficiently rich to derive energy-reaction-diffusion system including possible bulk-interface
interactions. Using the abstract form of Onsager systems specified in terms of bulk and
interface integrals it is straight forward to derive thermomechanically consistent coupled
systems. The derived equations are in general nonlinear coupled systems, the analysis of
which still needs to be developed.
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