
#### Abstract

We introduce an electronic model for solar cells including energy resolved defect densities. The resulting drift-diffusion model corresponds to a generalized van Roosbroeck system with additional source terms coupled with ODEs containing space and energy as parameters for all defect densities. The system has to be considered in heterostructures and with mixed boundary conditions from device simulation. We give a weak formulation of the problem. If the boundary data and the sources are compatible with thermodynamic equilibrium the free energy along solutions decays monotonously. In other cases it may be increasing, but we estimate its growth. We establish boundedness and uniqueness results and prove the existence of a weak solution. This is done by considering a regularized problem, showing its solvability and the boundedness of its solutions independent of the regularization level.


## 1 Introduction and notation

In this paper we deal with the analysis of electronic models for solar cells which take into account energy resolved defect (trap) densities.
Gröger [13] investigated semiconductor models with varying densities of ionized impurities. But there the impurities are associated to fixed energy levels. Also in this context, we studied in [12] stationary energy models for semiconductor devices with incompletely ionized impurities. There, additionally to the continuity equations and the Poisson equation an energy balance equation is contained in the model, such that the equations are strongly coupled.
Our equations are based on models proposed by engineers working on solar cells (see e.g. [20, Sect. 4.2]). Let $\Omega \subset \mathbb{R}^{d}$ denote the solar cell domain. For the analysis we rescale the quantities, such that energies are counted in units of $k_{B} T$, where $k_{B}$ is Boltzmann's constant and $T$ is the temperature. In the new energy scale for $E \in E_{G}=\left[E_{1}, E_{2}\right]$ we take into account $l$ different types of defects with given defect distributions $N_{j}(x, E)$, $j=1, \ldots, l$. To include also measure valued distributions of traps on the energy scale we use finite nonnegative measures $\mu_{2 j+1}=\mu_{2 j+2}=N_{j} \mathrm{~d} E$ on $G:=\Omega \times E_{G}$ proposing Young measure type properties such that $\mu_{i}(x, \cdot)$ are Radon measures on $E_{G}$ a.e. on $\Omega$ and $x \mapsto \int_{E_{G}} g(E) \mu_{i}(x, \mathrm{~d} E)$ is measurable for all continuous functions $g: E_{G} \rightarrow \mathbb{R}$.

This setting allows for $\mu_{i}(x, \cdot)=\sum_{k=1}^{K} \theta_{k}(x) \delta_{E_{k}(x)}(\cdot)$ such that the case of point-like distributed traps at single energies $E_{\text {trap }} \in E_{G}$ as discussed in [13] result as special case of our investigations, too.

We use the abbreviation

$$
\langle\langle g\rangle\rangle_{i}:=\int_{E_{G}} g(E) \mu_{i}(x, \mathrm{~d} E)
$$

Besides the densities of electrons $u_{1}$ and holes $u_{2}$ depending only on the spatial position $x$ we have to balance the following densities: The probability that the defect states with
defect distribution $N_{j}(x, E)$ are occupied by an electron can be interpreted as the density of defects occupied by electrons on $G=\Omega \times E_{G}$ with respect to the measure $\mu_{2 j+1}$. We denote it by $u_{2 j+1}$, and $u_{2 j+2}=1-u_{2 j+1}$ corresponds to the density of non occupied defect states with respect to the measure $\mu_{2 j+2}$.
Moreover, we introduce

$$
\lambda_{1}=-1, \quad \lambda_{2}=1, \quad \lambda_{2 j+1}=\left\{\begin{array}{ll}
-1 & \text { for acceptor like traps } \\
0 & \text { for donator like traps }
\end{array}, \quad \lambda_{2 j+2}=\lambda_{2 j+1}+1,\right.
$$

$j=1, \ldots, l$, the charge numbers of the different species.
The electronic model for bulk material proposed in [20] is a drift-diffusion model for the charge carriers coupled with ODEs for $u_{2 j+1}(x, E),(x, E) \in G, j=1, \ldots, l$. The light, generating pairs of electrons and holes is treated as a given source term $G_{p h o t}$. The resulting drift-diffusion model corresponds to a generalized van Roosbroeck system with additional source terms coupled with ODEs for the defects. In scaled form, let $z$ denote the electrostatic potential and let $\zeta_{1}, \zeta_{2}$ be the electrochemical potentials of electrons and holes. In our notation the model for bulk material proposed in [20, Sect. 4.2] can be written in the form

$$
\begin{aligned}
& -\nabla \cdot(\varepsilon \nabla z)=f-u_{1}+u_{2}+\sum_{i=3}^{2 l+2} \lambda_{i}\left\langle\left\langle u_{i}\right\rangle\right\rangle_{i} \quad \text { in } \mathbb{R}_{+} \times \Omega, \\
& \frac{\partial}{\partial t} u_{1}-\nabla \cdot\left(D_{1} u_{1} \nabla \zeta_{1}\right)=G_{p h o t}-R-\sum_{j=1}^{l}\left\langle\left\langle R_{j}^{n}\right\rangle\right\rangle_{2 j+1} \quad \text { in } \mathbb{R}_{+} \times \Omega, \\
& \frac{\partial}{\partial t} u_{2}-\nabla \cdot\left(D_{2} u_{2} \nabla \zeta_{2}\right)=G_{p h o t}-R-\sum_{j=1}^{l}\left\langle\left\langle R_{j}^{p}\right\rangle\right\rangle_{2 j+2} \quad \text { in } \mathbb{R}_{+} \times \Omega,
\end{aligned}
$$

and the ODEs

$$
\begin{aligned}
& \frac{\partial}{\partial t} u_{2 j+1}=R_{j}^{n}-R_{j}^{p} \quad \text { on } \mathbb{R}_{+} \times \operatorname{supp} \mu_{2 j+1}, \\
& \frac{\partial}{\partial t} u_{2 j+2}=-\frac{\partial}{\partial t} u_{2 j+1} \quad \text { on } \mathbb{R}_{+} \times \operatorname{supp} \mu_{2 j+2}, \quad j=1, \ldots, l .
\end{aligned}
$$

The right-hand sides of the evolution equations are given by

$$
\begin{align*}
R=R\left(u_{1}, u_{2}\right) & =r\left(u_{1}, u_{2}\right)\left(u_{1} u_{2}-\bar{k}\right), \\
R_{j}^{n}=R_{j}^{n}\left(E, u_{1}, u_{2 j+1}, u_{2 j+2}\right) & =r_{j}^{n}\left[u_{1} u_{2 j+2}-\left(\bar{k}_{j}^{n}(E)+e_{j}^{n o p t}(E)\right) u_{2 j+1}\right],  \tag{1.1}\\
R_{j}^{p}=R_{j}^{p}\left(E, u_{2}, u_{2 j+1}, u_{2 j+2}\right) & =r_{j}^{p}\left[u_{2} u_{2 j+1}-\left(\bar{k}_{j}^{p}(E)+e_{j}^{p o p t}(E)\right) u_{2 j+2}\right],
\end{align*}
$$

where the positive coefficients $r, \bar{k}$ are allowed to depend in a nonsmooth way on the spatial position and the positive coefficients $r_{j}^{n}, r_{j}^{p}, \bar{k}_{j}^{n}, \bar{k}_{j}^{p}$ and the nonnegative coefficients $e_{j}^{n o p t}, e_{j}^{p o p t}, j=1, \ldots, l$, depend on ( $x, E$ ). Moreover, the coefficients $\bar{k}, \bar{k}_{j}^{n}, \bar{k}_{j}^{p}$ fulfill

$$
\bar{k}=\bar{k}_{j}^{n} \bar{k}_{j}^{p} \quad \mu_{2 j+1} \text {-a.e. on } G, \quad j=1, \ldots, l .
$$

We introduce positive reference densities $\bar{u}_{1}, \bar{u}_{2}$ such that $\bar{u}_{1} \bar{u}_{2}=\bar{k}$ and choose $\mu_{2 j+1^{-}}$ positive reference quantities $\bar{u}_{2 j+1}, \bar{u}_{2 j+2}$ with the property

$$
\bar{u}_{2 j+2}=\frac{\bar{u}_{2}}{\bar{k}_{j}^{p}} \bar{u}_{2 j+1}=\frac{\bar{k}_{j}^{n}}{\bar{u}_{1}} \bar{u}_{2 j+1}>0 \quad \mu_{2 j+1} \text {-a.e. on } G, \quad j=1, \ldots, l .
$$

Note that the reference quantities $\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{2 j+1}, \bar{u}_{2 j+2}, j=1, \ldots, l$, are taken in such a way that the reaction rates $R, R_{j}^{n}$ and $R_{j}^{p}$ in (1.1) are zero if the optical coefficients $e_{j}^{n o p t}$, $e_{j}^{p o p t}$ vanish (if no optical effects would occur).
For an analytical investigation we introduce the chemical activities $b_{i}=\frac{u_{i}}{\bar{u}_{i}}, i=1, \ldots, 2 l+2$, so that in the considered case of Boltzmann statistics the electrochemical potentials $\zeta_{1}, \zeta_{2}$ being the driving forces of the fluxes in the continuity equations for electrons and holes have the form $\zeta_{i}=\ln b_{i}+\lambda_{i} z, i=1,2$. Using the reaction coefficients

$$
k_{0}:=r \bar{k}, \quad k_{j}^{n}:=r_{j}^{n} \bar{k}_{j}^{n} \bar{u}_{2 j+1}, \quad k_{j}^{p}:=r_{j}^{p} \bar{k}_{j}^{p} \bar{u}_{2 j+2}, \quad e_{j}^{n}:=\frac{e_{j}^{n o p t}}{\bar{k}_{j}^{n}}, \quad e_{j}^{p}:=\frac{e_{j}^{p o p t}}{\bar{k}_{j}^{p}}
$$

the reaction rates in (1.1) take the form

$$
\begin{aligned}
R & =k_{0}\left(b_{1} b_{2}-1\right), \\
R_{j}^{n} & =k_{j}^{n}\left(b_{1} b_{2 j+2}-\left(1+e_{j}^{n}\right) b_{2 j+1}\right), \\
R_{j}^{p} & =k_{j}^{p}\left(b_{2} b_{2 j+1}-\left(1+e_{j}^{p}\right) b_{2 j+2}\right) .
\end{aligned}
$$

The boundary $\partial \Omega$ of $\Omega$ splits up into a part $\Gamma_{D}$, representing the contacts of the device and a part $\Gamma_{N}$, where the device is insulated. We complete the model equations by boundary conditions for the Poisson equation and the continuity equations for electrons and holes
$z=z^{D}, \quad b_{i}=b_{i}^{D}$ on $\mathbb{R}_{+} \times \Gamma_{D}, \quad \nu \cdot(\varepsilon \nabla z)=0, \quad \nu \cdot\left(D_{i} u_{i} \nabla \zeta_{i}\right)=0$ on $\mathbb{R}_{+} \times \Gamma_{N}, \quad i=1,2$,
and by initial conditions for the densities of all species

$$
u_{i}(0)=U_{i}, \quad i=1, \ldots, 2 l+2 .
$$

Remark 1.1 The scaled quantities $z, b_{i}, \zeta_{i}=\ln b_{i}+\lambda_{i} z$, called in our mathematical model the electrostatic potential, chemical activity, and electrochemical potential, result from the original physical quantities $\varphi$ - electrostatic potential, $E_{F_{n}}, E_{F_{p}}$ - quasi Fermi energies of electrons and holes, $q$ - electron charge, $k_{B}$ - Boltzmann's constant, $T$ - temperature by

$$
z=-\frac{q}{k_{B} T} \varphi, \quad \ln b_{1}=\frac{E_{F_{n}}-q \varphi}{k_{B} T}, \quad \ln b_{2}=\frac{-E_{F_{p}}+q \varphi}{k_{B} T}
$$

(see e.g. [2, 20, 21]). Moreover, we use $\varepsilon=\frac{\varepsilon_{0} \varepsilon_{r}}{q^{2}} k_{B} T, D_{1}=\mu_{n} k_{B} T, D_{2}=\mu_{p} k_{B} T$, where $\varepsilon_{0}, \varepsilon_{r}$ are the absolute and relative dielectric constant and $\mu_{n}, \mu_{p}$ are the electron and hole mobilities.

Remark 1.2 As already mentioned, our model is a generalization of the classical van Roosbroeck system [23] describing the motion of electrons and holes in a semiconductor
device due to drift and diffusion within a self-consistent electrical field. Semiconductor device simulation is based on this model. First mathematical analysis for the transient system was done in [18], for more references see [6]. Recently [24] investigated existence and asymptotic behavior of solutions for the whole space situation. Global existence and uniqueness of weak solutions under physically realistic conditions in two space dimensions is achieved in [7]. In [15] the van Roosbroeck system is reformulated as an evolution equation for the potentials. In this setting a unique, local in time solution in Lebesgue spaces is available and leads to classical solutions to the drift-diffusion equations in the two-dimensional case.
To handle the electronic model for solar cells including space and time resolved defect densities we profit from techniques approved for the van Roosbroeck system and combine them with new ideas.

The paper is organized as follows: In Section 2 we collect some notation, formulate our general assumptions and give a weak formulation ( P ) of the electronic model for solar cells including energy resolved defect densities. Section 3 contains analytical results and their proofs. Subsection 3.1 is devoted to the Poisson equation, in Subsection 3.2 we prove first properties of the solutions to ( P ), and Subsection 3.3 contains the uniqueness result. Energy estimates are presented in Subsection 3.4 and Subsection 3.5 deals with $L^{\infty}$-estimates for the solution to (P). Section 4 is devoted to the existence proof for (P). For a regularized problem $\left(\mathrm{P}_{M}\right)$ introduced in Subsection 4.1 we show its solvability in Subsection 4.2. After establishing energy estimates (Subsection 4.3) and $L^{\infty}$-estimates for solutions to ( $\mathrm{P}_{M}$ ) (Subsection 4.4) which are independent on the regularization level $M$, we prove in Subsection 4.5 the existence of a solution to (P). The Appendix collects analytical results from the literature being relevant in the treatment of our model equations.

## 2 Assumptions and weak formulation

### 2.1 Assumptions

Some notation. The notation of function spaces in the present paper corresponds to that in [16]. For a Banach space $B$ we denote by $B_{+}$the cone of non-negative elements and by $B^{*}$ its dual space. We write $u^{+}\left(u^{-}\right)$for the positive (negative) part of a function $u$. If $u \in \mathbb{R}^{m}, m=2 l+2$, then $u \geq 0(u>0)$ is to be understood as $u_{i} \geq 0 \forall i\left(u_{i}>0 \forall i\right)$. If $u, w \in \mathbb{R}^{m}$ then $u w=\left\{u_{i} w_{i}\right\}_{i=1, \ldots, m}$, and $u / w$ is defined analogously, $\mathrm{e}^{u}$ is to understand as $\left\{\mathrm{e}^{u_{i}}\right\}_{i=1, \ldots, m}$. If $u \in(0, \infty)^{m}$ then $\ln u=\left\{\ln u_{i}\right\}_{i=1, \ldots, m}$. The abbreviation a.e. means $\mathcal{L}^{d}$-a.e., for the measures $\mu_{i}$ we write $\mu_{i}$-a.e. The scalar product in $\mathbb{R}^{d}$ is indicated by a centered dot. Positive constants which depend only on the data of our problem are denoted by $c$.
Now we collect the general assumptions our analytical investigations are based on.
(A1) $\Omega \subset \mathbb{R}^{2}$ is a bounded Lipschitzian domain, $\Gamma_{D}, \Gamma_{N}$ are disjoint open subsets of $\partial \Omega, \partial \Omega=\Gamma_{D} \cup \Gamma_{N} \cup\left(\overline{\Gamma_{D}} \cap \overline{\Gamma_{N}}\right)$, mes $\Gamma_{D}>0, \overline{\Gamma_{D}} \cap \overline{\Gamma_{N}}$ consists of finitely many points ( $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger [14]);
(A2) $\quad N_{j}$ generates Young like measures $\mu_{2 j+1}=\mu_{2 j+2}=N_{j} \mathrm{~d} E$ on $G, j=1, \ldots, l$. $\int_{E_{G}} \mu_{i}(x, \mathrm{~d} E) \leq \widehat{c}$ a.e. in $\Omega, i=3, \ldots, 2 l+2 ;$
(A3) $\quad G_{p h o t} \in L^{\infty}\left(\mathbb{R}_{+}, L_{+}^{\infty}(\Omega)\right),\left\|G_{p h o t}(t)\right\|_{L^{\infty}} \leq c$ f.a.a. $t \in \mathbb{R}_{+}$, $k_{0}: \Omega \times \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}, k_{0}(x, \cdot)$ Lipschitzian, uniformly w.r.t. $x \in \Omega$,
$k_{0}(\cdot, y)$ measurable for all $y \in \mathbb{R}_{+}^{2}, k_{0}(\cdot, 0) \in L^{\infty}(\Omega)$,
$k_{j}^{n}, e_{j}^{n}, k_{j}^{p}, e_{j}^{p} \in L_{+}^{\infty}\left(G ; \mathrm{d} \mu_{2 j+1}\right), j=1, \ldots, l ;$
(A4) $\varepsilon \in L^{\infty}(\Omega), \varepsilon \geq c>0, f \in L^{2}(\Omega), \bar{u}_{i} \in L^{\infty}(\Omega), \bar{u}_{i} \geq \epsilon_{0}>0$ a.e. on $\Omega, i=1,2$,
$\bar{u}_{i} \in L^{\infty}\left(G ; \mathrm{d} \mu_{i}\right), \bar{u}_{i} \geq \epsilon_{0}>0 \mu_{i}$-a.e. on $G, i=3, \ldots, 2 l+2$,
$b^{D}=\left(b_{1}^{D}, b_{2}^{D}, 0, \ldots, 0\right), \ln b_{i}^{D}, z^{D} \in W^{1, \infty}(\Omega), u_{i}^{D}=\bar{u}_{i} b_{i}^{D}, i=1,2 ;$
$D_{i} \in L_{+}^{\infty}(\Omega), D_{i} \bar{u}_{i} \geq \epsilon>0$ a.e. on $\Omega, i=1,2 ;$
(A6) $\quad U_{i} \in L_{+}^{\infty}(\Omega), i=1,2, U_{2 j+1}, U_{2 j+2} \in L^{\infty}\left(G ; \mathrm{d} \mu_{2 j+1}\right)$,
$0 \leq U_{2 j+1}, U_{2 j+2} \leq 1, U_{2 j+1}+U_{2 j+2}=1 \mu_{2 j+1}$-a.e. on $G, j=1, \ldots, l$.

Remark 2.1 The assumptions in (A3) concerning $k_{0}$ allow it to include Shockley-ReadHall as well as Auger generation/recombination processes. The assumptions (A2) - (A6) are well suited to cover the situation of model equations given in [20, Sect. 4.2] in the case of Boltzmann statistics for all species.

### 2.2 Weak formulation

We introduce the function spaces

$$
\begin{array}{ll}
Y:=L^{2}(\Omega)^{2} \times \prod_{i=3}^{2 l+2} L^{2}\left(G ; d \mu_{i}\right) & V:=L^{\infty}(\Omega)^{2} \times \prod_{i=3}^{2 l+2} L^{\infty}\left(G ; d \mu_{i}\right), \\
X:=\left\{b \in Y: b_{i} \in H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right), i=1,2\right\}, & Z:=H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)
\end{array}
$$

and define the operators $\left.\mathcal{B}: Y \rightarrow Y, \mathcal{A}:\left[\left(X+b^{D}\right) \cap V_{+}\right] \times\left(Z+z^{D}\right)\right] \rightarrow X^{*}$, $\mathcal{R}:\left[X+b^{D}\right] \cap V_{+} \rightarrow X^{*}$, and $\mathcal{P}:\left(Z+z^{D}\right) \times Y \rightarrow Z^{*}$ by

$$
\begin{aligned}
\mathcal{B} b & :=\left(\bar{u}_{i} b_{i}\right)_{i=1, \ldots, 2 l+2}, \\
\langle\mathcal{A}(b, z), \bar{b}\rangle_{X} & :=\int_{\Omega} \sum_{i=1}^{2} D_{i} \bar{u}_{i}\left(\nabla b_{i}+\lambda_{i} b_{i} \nabla z\right) \cdot \nabla \bar{b}_{i} \mathrm{~d} x, \quad \bar{b} \in X,
\end{aligned}
$$

$$
\begin{aligned}
\langle\mathcal{R}(b), \bar{b}\rangle_{X}:= & \sum_{j=1}^{l} \int_{G} k_{j}^{n}\left(b_{1} b_{2 j+2}-\left(1+e_{j}^{n}\right) b_{2 j+1}\right)\left(\bar{b}_{1}+\bar{b}_{2 j+2}-\bar{b}_{2 j+1}\right) \mathrm{d} \mu_{2 j+1} \\
& +\sum_{j=1}^{l} \int_{G} k_{j}^{p}\left(b_{2} b_{2 j+1}-\left(1+e_{j}^{p}\right) b_{2 j+2}\right)\left(\bar{b}_{2}+\bar{b}_{2 j+1}-\bar{b}_{2 j+2}\right) \mathrm{d} \mu_{2 j+1} \\
& +\int_{\Omega}\left\{k_{0}\left(b_{1} b_{2}-1\right)\left(\bar{b}_{1}+\bar{b}_{2}\right)-G_{p h o t}\left(\bar{b}_{1}+\bar{b}_{2}\right)\right\} \mathrm{d} x, \quad \bar{b} \in X, \\
\langle\mathcal{P}(z, u), \bar{z}\rangle_{Z}:= & \int_{\Omega}\left\{\varepsilon \nabla z \cdot \nabla \bar{z}-\left[f+\sum_{i=1}^{2} \lambda_{i} u_{i}\right] \bar{z}\right\} \mathrm{d} x-\sum_{i=3}^{2 l+2} \int_{G} \lambda_{i} u_{i} \bar{z} \mathrm{~d} \mu_{i}, \quad \bar{z} \in Z .
\end{aligned}
$$

Then the weak formulation of the electronic model for solar cells with energy resolved defect densities reads as

$$
\left.\begin{array}{c}
u^{\prime}(t)+\mathcal{A}(b(t), z(t))+\mathcal{R}(b(t))=0, \quad \mathcal{P}(z(t), u(t))=0, \quad u(t)=\mathcal{B} b(t) \quad \text { f.a.a. } t>0, \\
u(0)=U, \quad u \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}, X^{*}\right) \cap L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, Y\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}, V_{+}\right),  \tag{P}\\
b-b^{D} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, X\right), \quad z-z^{D} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, Z\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}, L^{\infty}(\Omega)\right) .
\end{array}\right\}
$$

## 3 Results

### 3.1 The Poisson equation

Lemma 3.1 We assume (A1), (A2), (A4). For any $u \in Y$ there exists a unique solution $z \in Z+z^{D}$ to $\mathcal{P}(z, u)=0$. Moreover there are constants $q>2$ and $c>0$ such that

$$
\begin{gather*}
\|z-\widehat{z}\|_{Z} \leq c\|u-\widehat{u}\|_{Y} \quad \forall u, \widehat{u} \in Y, \mathcal{P}(z, u)=\mathcal{P}(\widehat{z}, \widehat{u})=0  \tag{3.1}\\
\|z\|_{W^{1, q}} \leq c\left\{1+\sum_{i=1}^{2}\left\|u_{i}\right\|_{L^{2 q /(2+q)}}+\sum_{i=3}^{2 l+2}\left\|u_{i}\right\|_{L^{2 q /(2+q)}\left(G ; d \mu_{i}\right)}\right\} \quad \forall u \in Y, \mathcal{P}(z, u)=0 .
\end{gather*}
$$

Let $S=[0, T], T>0$. Then for every $u \in L^{2}(S, Y)$ there exists a unique $z \in L^{2}(S, Z)+z^{D}$ such that $\mathcal{P}(z(t), u(t))=0$ f.a.a. $t \in S$. If $u \in C(S, Y)$ then $z \in C(S, Z)+z^{D}$ follows and the last equation is fulfilled for all $t \in S$.

Proof. 1. We define the operator $\mathcal{P}_{0}: Z \rightarrow Z^{*}$ and set for $u \in Y$ the quantity $g(u)$ as follows

$$
\begin{aligned}
\left\langle\mathcal{P}_{0} y, \bar{y}\right\rangle_{Z} & =\int_{\Omega} \varepsilon \nabla y \cdot \nabla \bar{y} \mathrm{~d} x, \quad \bar{y} \in Z, \\
\langle g(u), \bar{y}\rangle_{Z} & =\int_{\Omega}\left\{\left(f+\sum_{i=1}^{2} \lambda_{i} u_{i}\right) \bar{y}-\varepsilon \nabla z^{D} \cdot \nabla \bar{y}\right\} \mathrm{d} x+\sum_{i=3}^{2 l+2} \lambda_{i} \int_{\Omega}\left\langle\left\langle u_{i}\right\rangle\right\rangle_{i} \bar{y} \mathrm{~d} x, \quad \bar{y} \in Z .
\end{aligned}
$$

Clearly, $g(u) \in Z^{*}$, for the last summands we argue as follows: Because of (A2) we have

$$
\begin{aligned}
\int_{\Omega}\left\langle\left\langle u_{i}\right\rangle\right\rangle_{i} \bar{y} \mathrm{~d} x & =\int_{G} u_{i} \bar{y} \mathrm{~d} \mu_{i} \leq\left\|u_{i}\right\|_{L^{2}\left(G ; \mathrm{d} \mu_{i}\right)}\|\bar{y}\|_{L^{2}\left(G ; \mathrm{d} \mu_{i}\right)} \\
& \left.\leq c\left\|u_{i}\right\|_{L^{2}\left(G ; \mathrm{d} \mu_{i}\right)}\|\bar{y}\|_{L^{2}} \leq c\left\|u_{i}\right\|_{L^{2}\left(G ; \mathrm{d} \mu_{i}\right)}\right) \bar{y} \|_{Z}, \quad \bar{y} \in Z .
\end{aligned}
$$

For $u \in Y$ the problem $\mathcal{P}(z, u)=0$ may be written equivalently by $\mathcal{P}_{0}\left(z-z^{D}\right)=g(u)$. The operator $\mathcal{P}_{0}$ is Lipschitz continuous and strongly monotone. Therefore, for all right-hand sides $g(u) \in Z^{*}$ there is a unique solution to $\mathcal{P}_{0}\left(z-z^{D}\right)=g(u)$ and (3.1) follows immediately. As a direct consequence we obtain the result for the time dependent functions.
2. According to Gröger's regularity result for elliptic equations with mixed boundary conditions [14, Theorem 1] and (A4), (A1) we can fix a $q=q(\Omega, \varepsilon)>2$ such that, if

$$
\forall \bar{y} \in H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right):\left\langle\mathcal{P}_{0} y, \bar{y}\right\rangle_{Z}=\langle g, \bar{y}\rangle, \quad g \in W^{-1, q}\left(\Omega \cup \Gamma_{N}\right), y \in H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)
$$

then $y \in W_{0}^{1, q}\left(\Omega \cup \Gamma_{N}\right)$. We set

$$
\begin{equation*}
r=\frac{2 q}{q-2}, \quad r^{\prime}=\frac{2 q}{q+2} . \tag{3.2}
\end{equation*}
$$

Note that $g(u) \in W^{-1, q}\left(\Omega \cup \Gamma_{N}\right)$. For the last summands we use again (A2):

$$
\begin{aligned}
\int_{\Omega}\left\langle\left\langle u_{i}\right\rangle\right\rangle_{i} \bar{y} \mathrm{~d} x & =\int_{G} u_{i} \bar{y} \mathrm{~d} \mu_{i} \leq\left\|u_{i}\right\|_{L^{r^{\prime}}\left(G ; \mathrm{d} \mu_{i}\right)}\|\bar{y}\|_{L^{r}\left(G ; \mathrm{d} \mu_{i}\right)} \\
& \leq c\left\|u_{i}\right\|_{L^{r^{\prime}}\left(G ; \mathrm{d} \mu_{i}\right)}\|\bar{y}\|_{L^{r}} \leq c\left\|u_{i}\right\|_{L^{r^{\prime}}\left(G ; \mathrm{d} \mu_{i}\right)}\|\bar{y}\|_{W^{1, q^{\prime}}} .
\end{aligned}
$$

Gröger's regularity result for elliptic equation thus implies

$$
\left\|z-z^{D}\right\|_{W_{0}^{1, q}} \leq c\|g(u)\|_{W^{-1, q}} \leq c\left(1+\sum_{i=1}^{2}\left\|u_{i}\right\|_{L^{r^{r}}}+\sum_{i=3}^{2 l+2}\left\|u_{i}\right\|_{L^{r^{\prime}}\left(G ; \mathrm{d} \mu_{i}\right)}\right) .
$$

Especially, due to (A4) we can estimate

$$
\begin{equation*}
\|\nabla z\|_{L^{q}} \leq\left\|z-z^{D}\right\|_{W_{0}^{1, q}}+\left\|\nabla z^{D}\right\|_{L^{q}} \leq c\left(1+\sum_{i=1}^{2}\left\|u_{i}\right\|_{L^{r^{\prime}}}+\sum_{i=3}^{2 l+2}\left\|u_{i}\right\|_{L^{r^{\prime}}\left(G ; \mathrm{d} \mu_{i}\right)}\right), \tag{3.3}
\end{equation*}
$$

which finishes the proof.

### 3.2 First properties of solutions to (P)

Remark 3.1 If $(u, b, z)$ is a solution to $(\mathrm{P})$ then $u, b \in C\left(\mathbb{R}_{+}, Y\right)$. Thus, by Lemma 3.1 $z-z^{D} \in C\left(\mathbb{R}_{+}, Z\right)$. These properties ensure for all $t \in \mathbb{R}_{+}$

$$
\begin{gathered}
\mathcal{P}(z(t), u(t))=0 \text { in } Z^{*}, \quad u_{i}(t)=\bar{u}_{i} b_{i}(t) \text { in } L^{\infty}(\Omega), \quad u_{i}(t) \geq 0 \text { a.e. on } \Omega, \quad i=1,2 ; \\
u_{i}(t)=\bar{u}_{i} b_{i}(t) \text { in } L^{\infty}\left(G ; d \mu_{i}\right), \quad u_{i}(t) \geq 0 \mu_{i} \text {-a.e. on } G \quad i=3, \ldots, 2 l+2 .
\end{gathered}
$$

Lemma 3.2 We assume (A1) - (A6). If $(u, b, z)$ is a solution to ( P ) then

$$
\begin{aligned}
\forall t \in \mathbb{R}_{+}: & u_{2 j+1}(t)+u_{2 j+2}(t)=U_{2 j+1}+U_{2 j+2}=1 \quad \mu_{2 j+1} \text {-a.e. on } G, \\
& 0 \leq u_{2 j+1}(t), u_{2 j+2}(t) \leq 1 \quad \mu_{2 j+1} \text {-a.e. on } G, \quad j=1, \ldots, l .
\end{aligned}
$$

Proof. Let $B_{s}^{G}(y)$ denote the intersection of $G$ and the ball centered at $y$ with radius $s$. Let $\chi_{B_{s}^{G}(y)}$ be the characteristic function of $B_{s}^{G}(y)$, and let $i=2 j+1$, where $j \in\{1, \ldots, l\}$ is arbitrarily chosen. Then we obtain for $\mu_{i}$-a.a. $y=(x, E)$ in $G$ by using for (P) the test function being $\mu_{i}\left(B_{s}^{G}(y)\right)^{-1} \chi_{B_{s}^{G}(y)}$ in the $i$ th and $(i+1)$ th component and all other components being zero

$$
\frac{1}{\mu_{i}\left(B_{s}^{G}(y)\right)} \int_{B_{s}^{G}(y)}\left(u_{i}(t, z)+u_{i+1}(t, z)\right) \mathrm{d} \mu_{i}=\frac{1}{\mu_{i}\left(B_{s}^{G}(y)\right)} \int_{B_{s}^{G}(y)}\left(U_{i}(z)+U_{i+1}(z)\right) \mathrm{d} \mu_{i} .
$$

Taking the limit $s \downarrow 0$ gives the first desired result. Remark 3.1 guarantees us that $u_{i}, u_{i+1} \geq 0 \quad \mu_{i}$-a.e. on $G$. Together with the first invariance result we obtain that $u_{i}, u_{i+1} \leq 1, \quad b_{i} \leq \bar{u}_{i}^{-1}, \quad b_{i+1} \leq \bar{u}_{i+1}^{-1} \quad \mu_{i}$-a.e. on $G$.

### 3.3 Uniqueness

Theorem 3.1 Under the assumptions (A1) - (A6) there exists at most one solution to (P).
Proof. It suffices to prove uniqueness on every finite time interval $S:=[0, T]$. Let $\left(u^{k}, b^{k}, z^{k}\right), k=1,2$, be solutions to (P). Then there exists a constant $c$ such that

$$
\left\|u^{k}(t)\right\|_{V},\left\|b^{k}(t)\right\|_{V},\left\|\nabla z^{k}(t)\right\|_{L^{q}} \leq c \text { f.a.a. } t \in S, k=1,2,
$$

where $q>2$ (cf. (3.3)). Let $\widetilde{z}:=z^{1}-z^{2}, \widetilde{b}:=b^{1}-b^{2}$. Due to (3.1) we obtain

$$
\begin{equation*}
\|\widetilde{z}(t)\|_{H^{1}} \leq c\|\widetilde{b}(t)\|_{Y} \quad \text { f.a.a. } t \in S \tag{3.4}
\end{equation*}
$$

We use $\widetilde{b} \in L^{2}(S, X)$ as test function for (P) and take into account that the reaction rates are uniformly locally Lipschitz continuous in the state variable. With the GagliardoNirenberg inequality $\left\|\widetilde{b}_{i}\right\|_{L^{r}} \leq\left\|\widetilde{b}_{i}\right\|_{L^{2}}^{2 / r}\left\|\widetilde{b}_{i}\right\|_{H^{1}}^{1-2 / r}$ for $r$ from (3.2) and $i=1,2$, with inequality (3.4), and with Young's inequality we conclude as follows

$$
\begin{aligned}
\|\widetilde{b}(t)\|_{Y}^{2} & +\sum_{i=1}^{2} \int_{0}^{t}\left\|\widetilde{b}_{i}\right\|_{H^{1}}^{2} \mathrm{~d} s \\
& \leq c \int_{0}^{t}\left\{\sum_{i=1}^{2}\left\{\left\|\widetilde{b}_{i}\right\|_{L^{r}}\left\|\nabla z^{1}\right\|_{L^{q}}\left\|\nabla \widetilde{b}_{i}\right\|_{L^{2}}+\|\nabla \widetilde{z}\|_{L^{2}}\left\|\nabla \widetilde{b}_{i}\right\|_{L^{2}}\right\}+\|\widetilde{b}\|_{Y}^{2}\right\} \mathrm{d} s \\
& \leq \int_{0}^{t}\left\{\sum_{i=1}^{2}\left\{\frac{1}{4}\left\|\widetilde{b}_{i}\right\|_{H^{1}}^{2}+c\left\|\widetilde{b}_{i}\right\|_{L^{2}}^{2 / r}\left\|\nabla z^{1}\right\|_{L^{q}}\left\|\widetilde{b}_{i}\right\|_{H^{1}}^{2-2 / r}\right\}+c\|\widetilde{b}\|_{Y}^{2}\right\} \mathrm{d} s \\
& \leq \int_{0}^{t}\left\{\sum_{i=1}^{2}\left\{\frac{1}{2}\|\widetilde{b}\|_{H^{1}}^{2}+c\left\|\nabla z^{1}\right\|_{L^{q}}^{r}\left\|\widetilde{b}_{i}\right\|_{L^{2}}^{2}\right\}+c\|\widetilde{b}\|_{Y}^{2}\right\} \mathrm{d} s \\
& \leq \int_{0}^{t}\left\{\sum_{i=1}^{2} \frac{1}{2}\left\|\widetilde{b_{i}}\right\|_{H^{1}}^{2}+c\|\widetilde{b}\|_{Y}^{2}\right\} \mathrm{d} s \quad \forall t \in S .
\end{aligned}
$$

Gronwall's lemma yields $\widetilde{b}=0$ on $S$. With (3.4) the assertion follows.

### 3.4 Energy estimates

We define the functionals $\widetilde{F}_{1}, \widetilde{F}_{2}: Y_{+} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
\widetilde{F}_{1}(u) & :=\int_{\Omega} \frac{\varepsilon}{2}\left|\nabla\left(z-z^{D}\right)\right|^{2} \mathrm{~d} x, \\
\widetilde{F}_{2}(u) & :=\int_{\Omega} \sum_{i=1}^{2} \int_{u_{i}^{D}}^{u_{i}} \ln \frac{y}{u_{i}^{D}} \mathrm{~d} y \mathrm{~d} x+\sum_{i=3}^{2 l+2} \int_{G} \int_{\bar{u}_{i}}^{u_{i}} \ln \frac{y}{\bar{u}_{i}} \mathrm{~d} y \mathrm{~d} \mu_{i} \\
& =\int_{\Omega} \sum_{i=1}^{2}\left\{u_{i}\left(\ln \frac{u_{i}}{u_{i}^{D}}-1\right)+u_{i}^{D}\right\} \mathrm{d} x+\sum_{i=3}^{2 l+2} \int_{G}\left\{u_{i}\left(\ln \frac{u_{i}}{\bar{u}_{i}}-1\right)+\bar{u}_{i}\right\} \mathrm{d} \mu_{i},
\end{aligned}
$$

where $z$ is the solution to $\mathcal{P}(z, u)=0$ (see Lemma 3.1). The value $\widetilde{F}_{1}(u)+\widetilde{F}_{2}(u)$ can be interpreted as free energy of the state $u$. Because of (A4) we find the estimate

$$
\widetilde{F}_{1}(u)+\widetilde{F}_{2}(u) \geq c\left(\left\|z-z^{D}\right\|_{Z}^{2}+\sum_{i=1}^{2}\left\|u_{i} \ln u_{i}\right\|_{L^{1}}+\sum_{i=3}^{2 l+2}\left\|u_{i} \ln u_{i}\right\|_{L^{1}\left(G, \mathrm{~d} \mu_{i}\right)}\right)-\widetilde{c}, \quad u \in Y_{+}
$$

Let $u, \widetilde{u} \in Y_{+}$and $\mathcal{P}(z, u)=\mathcal{P}(\widetilde{z}, \widetilde{u})=0$. Using that $\left\langle\mathcal{P}(z, u), \widetilde{z}-z^{D}\right\rangle_{Z}=0$ and $\left\langle\mathcal{P}(\widetilde{z}, \widetilde{u}), \widetilde{z}-z^{D}\right\rangle_{Z}=0$ we calculate

$$
\begin{aligned}
\widetilde{F}_{1}(u)-\widetilde{F}_{1}(\widetilde{u}) & =\int_{\Omega}\left\{\frac{\varepsilon}{2}|z-\widetilde{z}|^{2}+\sum_{i=1}^{2} \lambda_{i}\left(u_{i}-\widetilde{u}_{i}\right)\left(\widetilde{z}-z^{D}\right)\right\} \mathrm{d} x+\sum_{i=3}^{2 l+2} \lambda_{i}\left(u_{i}-\widetilde{u}_{i}\right)\left(\widetilde{z}-z^{D}\right) \mathrm{d} \mu_{i} \\
& \geq c\left\|\widetilde{z}-z^{D}\right\|_{Z}^{2}+\left\langle\lambda\left(\widetilde{z}-z^{D}\right), u-\widetilde{u}\right\rangle_{Y} \geq\left\langle\lambda\left(\widetilde{z}-z^{D}\right), u-\widetilde{u}\right\rangle_{Y}
\end{aligned}
$$

The functional $\widetilde{F}_{1}$ is convex and continuous on the convex set $Y_{+}$. Due to the properties of the integrand in $\widetilde{F}_{2}$ (see [4]) the same is true for $\widetilde{F}_{2}$. By setting $\widetilde{F}_{k}(u)=+\infty$ for $u \in$ $Y \backslash Y_{+}$we extend $\widetilde{F}_{k}$ to $Y$ and obtain proper, convex and lower semicontinuous functionals $\widetilde{F}_{k}: Y \rightarrow \overline{\mathbb{R}}, k=1,2 . \widetilde{F}_{1}$ is subdifferentiable in all $u \in Y_{+}$and $\lambda\left(z-z^{D}\right) \in \partial \widetilde{F}_{1}(u)$ where $\mathcal{P}(u, z)=0$. Since $x \ln \frac{x}{y}-x+y \geq 0$ for $x \geq 0, y>0$ we find for $u, \widetilde{u} \in Y_{+}$with $\widetilde{u} \geq \delta$ that

$$
\begin{align*}
\widetilde{F}_{2}(u)-\widetilde{F}_{2}(\widetilde{u})= & \sum_{i=1}^{2} \int_{\Omega}\left\{\left(u_{i}-\widetilde{u}_{i}\right) \ln \frac{\widetilde{b}_{i}}{b_{i}^{D}}+u_{i} \ln \frac{u_{i}}{\widetilde{u}_{i}}-u_{i}+\widetilde{u}_{i}\right\} \mathrm{d} x \\
& +\sum_{i=3}^{2 l+2} \int_{G}\left\{\left(u_{i}-\widetilde{u}_{i}\right) \ln \widetilde{b}_{i}+u_{i} \ln \frac{u_{i}}{\widetilde{u}_{i}}-u_{i}+\widetilde{u}_{i}\right\} \mathrm{d} \mu_{i}  \tag{3.5}\\
\geq & \sum_{i=1}^{2} \int_{\Omega}\left(u_{i}-\widetilde{u}_{i}\right) \ln \frac{\widetilde{b}_{i}}{b_{i}^{D}} \mathrm{~d} x+\sum_{i=3}^{2 l+2} \int_{G}\left(u_{i}-\widetilde{u}_{i}\right) \ln \widetilde{b}_{i} \mathrm{~d} \mu_{i} .
\end{align*}
$$

Therefore, in arguments $u \in Y_{+}$with $u \geq \delta$ the functional $\widetilde{F}_{2}$ is subdifferentiable and $\left(\ln \frac{b_{1}}{b_{1}^{D}}, \ln \frac{b_{2}}{b_{2}^{2}}, \ln b_{3}, \ldots, \ln b_{2 l+2}\right) \in \partial \widetilde{F}_{2}(u)$ where $u=\mathcal{B} b$.
Next, we extend $\widetilde{F}_{k}, k=1,2$, to the space $X^{*}$ by the definition

$$
F_{k}:=\left(\left.\widetilde{F}_{k}^{*}\right|_{X}\right)^{*}: X^{*} \rightarrow \overline{\mathbb{R}}, \quad k=1,2 .
$$

Here the star denotes the conjugation (see [4]). Following the ideas of a precise derivation (for a slightly different situation) in [9, Lemma 8.12] we find that the free energy functional $F:=F_{1}+F_{2}$ is proper, convex and lower semicontinuous. For $u \in Y_{+}$the relation $F(u)=\widetilde{F}_{1}(u)+\widetilde{F}_{2}(u)$ is fulfilled, $\left.F\right|_{Y_{+}}$is continuous. Moreover, if $u \in Y_{+}, u>\delta$ and $\left(\ln \frac{b_{1}}{b_{1}^{D}}, \ln \frac{b_{2}}{b_{2}^{D}}, \ln b_{3}, \ldots, \ln b_{2 l+2}\right) \in X$, then

$$
\lambda\left(z-z^{D}\right)+\left(\ln \frac{b_{1}}{b_{1}^{D}}, \ln \frac{b_{2}}{b_{2}^{D}}, \ln b_{3}, \ldots, \ln b_{2 l+2}\right) \in \partial F(u), \quad \text { where } u=\mathcal{B} b
$$

Theorem 3.2 We assume (A1) - (A6). Let $(u, b, z)$ be a solution to ( P ) and $T \in \mathbb{R}_{+}$. Then

$$
F(u(t)) \leq\left(F(U)+c_{0}\right) e^{c_{0} t} \quad \forall t \in[0, T],
$$

where $c_{0}>0$ is a constant independent of $U$ and $T$. Moreover, if $\ln b_{i}^{D}+\lambda_{i} z^{D}, i=1,2$, are spatially constant, if $G_{p h o t}=0$, and if $b_{1}^{D} b_{2}^{D}=1,1+e_{j}^{n}=b_{1}^{D}, 1+e_{j}^{p}=b_{2}^{D}, j=1, \ldots, l$, then $c_{0}$ can be chosen as zero.

Proof. 1. Let

$$
\begin{equation*}
0<\delta<\min \left\{\min _{i=1,2}\left\{\operatorname{essinf} \frac{U_{i}}{\bar{u}_{i}}, \operatorname{essinf}_{\Omega} b_{i}^{D}\right\}, \min _{i=3, \ldots, 2 l+2}\left\{\operatorname{essinf}_{G, \mu_{i}} \frac{U_{i}}{\bar{u}_{i}}\right\}\right\} \tag{3.6}
\end{equation*}
$$

and $b^{\delta}=\max \{b, \delta\}$. Analogously to $\widetilde{F}_{2}$ and $F_{2}$ we define functionals $\widetilde{F}_{2}^{\delta}: Y_{+} \rightarrow \mathbb{R}$ and $F_{2}^{\delta}: X^{*} \rightarrow \overline{\mathbb{R}}$ by

$$
\widetilde{F}_{2}^{\delta}(u):=\int_{\Omega} \sum_{i=1}^{2} \int_{u_{i}^{D}}^{u_{i}}\left(\ln \max \left\{\frac{y}{\bar{u}_{i}}, \delta\right\}-\ln b_{i}^{D}\right) \mathrm{d} y \mathrm{~d} x+\sum_{i=3}^{2 l+2} \int_{G} \int_{\bar{u}_{i}}^{u_{i}} \ln \max \left\{\frac{y}{\bar{u}_{i}}, \delta\right\} \mathrm{d} y \mathrm{~d} \mu_{i}
$$

and $F_{2}^{\delta}:=\left(\left.\widetilde{F}_{2}^{\delta *}\right|_{X}\right)^{*}$. One calculates for $u \in Y_{+}$that

$$
w^{\delta}:=\left(\ln \frac{b_{1}^{\delta}}{b_{1}^{D}}, \ln \frac{b_{2}^{\delta}}{b_{2}^{D}}, \ln b_{3}^{\delta}, \ldots, \ln b_{2 l+2}^{\delta}\right) \in \partial F_{2}^{\delta}(u) .
$$

Due to the choice of $\delta$ we have $F_{2}^{\delta}(U)=F_{2}(U)$. Let $(u, b, z)$ be a solution to $(\mathrm{P}), S=[0, T]$. Then $u, b \geq 0, u \in H^{1}\left(S, X^{*}\right), z-z^{D} \in L^{2}(S, Z), \ln b_{i}^{\delta}-\ln b_{i}^{D} \in L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)\right)$, $i=1,2$, and $\ln b_{i}^{\delta} \in L^{2}\left(G, \mathrm{~d} \mu_{i}\right), i=3, \ldots, 2 l+2$. Moreover, f.a.a. $t \in S$

$$
\lambda\left(z(t)-z^{D}\right) \in \partial F_{1}(u(t)), \quad w^{\delta}(t) \in \partial F_{2}^{\delta}(u(t)) .
$$

By Lemma 5.1 in the Appendix we conclude that the mappings $t \mapsto F_{1}(u(t)), t \mapsto F_{2}^{\delta}(u(t))$ are absolutely continuous on $S$ and

$$
\frac{\mathrm{d}}{\mathrm{~d} t} F_{1}(u(t))=\left\langle u^{\prime}(t), \lambda\left(z(t)-z^{D}\right)\right\rangle_{X}, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} F_{2}^{\delta}(u(t))=\left\langle u^{\prime}(t), w^{\delta}(t)\right\rangle_{X} \quad \text { f.a.a. } t \in S
$$

and we obtain with $\zeta^{\delta}=w^{\delta}+\lambda\left(z-z^{D}\right)$ that

$$
\begin{equation*}
F_{1}(u(t))+F_{2}^{\delta}(u(t))-F_{1}(U)-F_{2}(U)=\int_{0}^{t}\left\langle u^{\prime}(s), \zeta^{\delta}(s)\right\rangle_{X} \mathrm{~d} s \tag{3.7}
\end{equation*}
$$

2. In view of the evolution equation we find for the integrand in (3.7)

$$
\begin{aligned}
\left\langle u^{\prime}(s), \zeta^{\delta}(s)\right\rangle_{X} & =-\left\langle\mathcal{A}(b(s), z(s))+\mathcal{R}(b(s)), \zeta^{\delta}(s)\right\rangle_{X} \\
& =-\left\langle\mathcal{A}\left(b^{\delta}(s), z(s)\right)+\mathcal{R}\left(b^{\delta}(s)\right), \zeta^{\delta}(s)\right\rangle_{X}+\theta^{\delta}(s)
\end{aligned}
$$

where

$$
\theta^{\delta}:=\left\langle\mathcal{A}\left(b^{\delta}, z\right)-\mathcal{A}(b, z)+\mathcal{R}\left(b^{\delta}\right)-\mathcal{R}(b), \zeta^{\delta}\right\rangle_{X} \rightarrow 0 \quad \text { for } \delta \downarrow 0 .
$$

The convergence $F_{2}^{\delta}(u) \rightarrow F_{2}(u)$ for $\delta \downarrow 0$ if $u \in Y_{+}$ensures that

$$
\Theta^{\delta}:=\int_{0}^{t} \theta^{\delta}(s) \mathrm{d} s-\left.F_{1}(u(s))\right|_{0} ^{t}-\left.F_{2}^{\delta}(u(s))\right|_{0} ^{t} \rightarrow-\left.F(u(s))\right|_{0} ^{t} \quad \text { for } \delta \downarrow 0 .
$$

Additionally, because of (A4), (A5) we have

$$
\begin{aligned}
\left\langle\mathcal{A}\left(b^{\delta}, z\right), \zeta^{\delta}\right\rangle_{X} & =\sum_{i=1}^{2} \int_{\Omega} D_{i} \bar{u}_{i}\left(\nabla b_{i}^{\delta}+\lambda_{i} b_{i}^{\delta} \nabla z\right) \cdot \nabla\left(\ln b_{i}^{\delta}+\lambda_{i} z-\ln b_{i}^{D}-\lambda_{i} z^{D}\right) \mathrm{d} x \\
& =\sum_{i=1}^{2} D_{i} \bar{u}_{i} b_{i}^{\delta}\left\{\left|\nabla\left(\ln b_{i}^{\delta}+\lambda_{i} z\right)\right|^{2}-\nabla\left(\ln b_{i}^{\delta}+\lambda_{i} z\right) \cdot \nabla\left(\ln b_{i}^{D}+\lambda_{i} z^{D}\right)\right\} \mathrm{d} x \\
& \geq-c \sum_{i=1}^{2}\left\|b_{i}^{\delta}\right\|_{L^{1}}\left\|\nabla\left(\ln b_{i}^{D}+\lambda_{i} z^{D}\right)\right\|_{L^{\infty}}^{2} .
\end{aligned}
$$

Concerning the reaction terms, using $(x-y)(\ln x-\ln y) \geq 0$ for $x, y>0$, using (A3), (A4), Lemma 3.2 and a case by case analysis for iii) we obtain
i) $\quad k_{j}^{n}\left(b_{1}^{\delta} b_{2 j+2}^{\delta}-\left(1+e_{j}^{n}\right) b_{2 j+1}^{\delta}\right) \ln \frac{b_{1}^{\delta} b_{2 j+2}^{\delta}}{b_{1}^{D} b_{2 j+1}^{\delta}} \geq-c\left(\left|b_{1}^{\delta}\right|+1\right)\left|\ln \frac{1+e_{j}^{n}}{b_{1}^{D}}\right|, \quad j=1, \ldots, l$,
ii) $\left.\quad k_{j}^{p}\left(b_{2}^{\delta} b_{2 j+1}^{\delta}-\left(1+e_{j}^{p}\right) b_{2 j+2}^{\delta}\right) \ln \frac{b_{2}^{\delta} b_{2 j+1}^{j+1}}{b_{2}^{D} b_{2 j+2}} \geq-c\left(\left|b_{2}^{\delta}\right|+1\right) \right\rvert\, \ln \frac{1+e_{j}^{p}}{b_{2}^{D}}, \quad j=1, \ldots, l$,
iii) $\left(b_{1}^{\delta} b_{2}^{\delta}-1\right) \ln \frac{b_{1}^{\delta} b_{2}^{\delta}}{b_{1}^{b} b_{2}^{D}} \geq-c\left|\ln b_{1}^{D} b_{2}^{D}\right|$,
iv) $\quad G_{p h o t}\left(\ln \frac{b_{i}^{\delta}}{b_{i}^{D}}+\lambda_{i}\left(z-z^{D}\right)\right) \leq \mid G_{p h o t}\left(| | b_{i}^{\delta}\left|+\left|\ln b_{i}^{D}\right|+\left|z-z^{D}\right|\right), i=1,2\right.$.

Taking additionally into account the Lipschitz continuity of $k_{0}$ we find

$$
\begin{aligned}
& \left\langle\mathcal{R}\left(b^{\delta}\right), w^{\delta}+\lambda\left(z-z^{D}\right)\right\rangle_{X} \geq \\
& -c\left(1+\sum_{i=1}^{2}\left\|b_{i}^{\delta}\right\|_{L^{1}}\right)\left(\left\|\ln b_{1}^{D} b_{2}^{D}\right\|_{L^{\infty}}+\sum_{j=1}^{l}\left\{\left\|\ln \frac{1+e_{D}^{n}}{b_{1}^{D}}\right\|_{L^{\infty}\left(G ; \mathrm{d} \mu_{2 j+1}\right)}+\left\|\ln \frac{1+e_{j}^{p}}{b_{2}^{D}}\right\|_{L^{\infty}\left(G ; \mathrm{d} \mu_{2 j+2}\right)}\right\}\right) \\
& -\left\|G_{p h o t}\right\|_{L^{\infty}}\left\{\sum_{i=1}^{2}\left(\left\|b_{i}^{\delta}\right\|_{L^{1}}+\left\|\ln b_{i}^{D}\right\|_{L^{1}}\right)+\left\|z-z^{D}\right\|_{L^{1}}\right\} .
\end{aligned}
$$

3. In summary, according to the previous discussions, the limit $\delta \downarrow 0$ in (3.7) leads to

$$
\begin{aligned}
& F(u(t))-F(U) \\
& \begin{aligned}
\leq c \int_{0}^{t} \sum_{i=1}^{2}\left(1+\left\|b_{i}\right\|_{L^{1}}\right) & \left(\left\|\nabla\left(\ln b_{i}^{D}+\lambda_{i} z^{D}\right)\right\|_{L^{\infty}}^{2}+\left\|\ln b_{1}^{D} b_{2}^{D}\right\|_{L^{\infty}}\right. \\
& \left.\quad+\sum_{j=1}^{l}\left\{\left\|\ln \frac{1+e_{j}^{n}}{b_{1}^{D}}\right\|_{L^{\infty}\left(G, \mathrm{~d} \mu_{2 j+1}\right)}+\left\|\ln \frac{1+e_{j}^{p}}{b_{2}^{D}}\right\|_{L^{\infty}\left(G, \mathrm{~d} \mu_{2 j+1}\right)}\right\}\right) \mathrm{d} s \\
& +\int_{0}^{t}\left\|G_{p h o t}\right\|_{L^{\infty}}\left\{\sum_{i=1}^{2}\left(\left\|b_{i}\right\|_{L^{1}}+\left\|\ln b_{i}^{D}\right\|_{L^{1}}\right)+\left\|z-z^{D}\right\|_{L^{1}}\right\} \mathrm{d} s .
\end{aligned}
\end{aligned}
$$

If $\ln b_{i}^{D}+\lambda_{i} z^{D}, i=1,2$, are spatially constant, if $G_{p h o t}=0$, and if $b_{1}^{D} b_{2}^{D}=1,1+e_{j}^{n}=b_{1}^{D}$, $1+e_{j}^{p}=b_{2}^{D}, j=1, \ldots, l$, then the right-hand side of the previous estimate is zero. Therefore the last assertion of the theorem follows immediately.
In the more general case we proceed as follows: Using (A3), (A4) the last line in the previous estimate can be majorized by

$$
c \int_{0}^{t}\left(\sum_{i=1}^{2}\left\|b_{i}\right\|_{L^{1}}+\left\|z-z^{D}\right\|_{Z}^{2}+1\right) \mathrm{d} s .
$$

Additionally, since $\sum_{i=1}^{2}\left\|b_{i}\right\|_{L^{1}}+\left\|z-z^{D}\right\|_{Z}^{2} \leq c F(u)+c$ for $u=\mathcal{B} b, \mathcal{P}(z, u)=0$ and since (A3) and (A4) guarantee that the $L^{\infty}$-norms on the right-hand side in the estimate for $F(u(t))-F(U)$ are bounded, we can apply Gronwall's lemma to finish the proof.

Remark 3.2 Theorem 3.2 guarantees that the weak formulation $(P)$ of the electronic model for a solar cell with energy resolved defect densities is thermodynamically correct. The free energy functional $F$ is something like a Lyapunov function for the solution ( $u, b, z$ ) to $(P)$. Namely, under the special assumptions on the data that $G_{p h o t}=0$ and $\ln b_{i}^{D}+\lambda_{i} z^{D}$, $i=1,2$, are spatially constant and $b_{1}^{D} b_{2}^{D}=1,1+e_{j}^{n}=b_{1}^{D}, 1+e_{j}^{p}=b_{2}^{D}, j=1, \ldots, l$, (meaning the absence of external sources) the function $t \mapsto F(u(t))$ is monotonously decreasing. For the more general case of data which is of interest in the treatment of realistic solar cells, the free energy may be increasing, but its growth can be estimated by Theorem 3.2.

## $3.5 \quad L^{\infty}$-estimates of the solution

Lemma 3.2 provides global upper and lower bounds for $u_{i}$ and $b_{i}, i=3, \ldots, 2 l+2$. To achive upper bounds for densities and chemical activities of electrons and holes we proceed in two steps. We start with estimates of the $L^{2}\left(\mathbb{R}_{+}, L^{2}\right)$-norm of the chemical activities $b_{i}, i=1,2$. Then the final estimate results from Moser iteration arguments.

Lemma 3.3 Let (A1) - (A6) be satisfied. Then there exists a monotonous function $d$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$depending only on the data (but not on $T$ ) such that

$$
\sum_{i=1}^{2}\left\|u_{i}(t)\right\|_{L^{2}} \leq d\left(\|F(u)\|_{C(S)}\right) \quad \forall t \in S=[0, T]
$$

for any solution $(u, b, z)$ to ( P ).
Proof. We use the test function $\mathrm{e}^{2 t}\left(v_{1}, v_{2}, 0, \ldots, 0\right)$,

$$
\begin{equation*}
v_{i}:=\left(b_{i}-K\right)^{+}, \quad \text { where } K \geq \widehat{K}:=\max \left(1,\|U / \bar{u}\|_{V}, \max _{i=1,2}\left\|b_{i}^{D}\right\|_{L^{\infty}}\right) \tag{3.8}
\end{equation*}
$$

will be fixed later. Due to the choice of $\widehat{K}$ we have $v_{i}(0)=0,\left.v_{i}\right|_{\Gamma_{D}}=0, i=1,2$.

$$
\begin{aligned}
& \frac{\mathrm{e}^{2 t}}{2} \sum_{i=1}^{2} \int_{\Omega} \bar{u}_{i} v_{i}(t)^{2} \mathrm{~d} x \\
& =\int_{0}^{t} \mathrm{e}^{2 s}\left\{\int _ { \Omega } \left\{\sum_{i=1}^{2}\left(\bar{u}_{i} v_{i}^{2}-D_{i} \bar{u}_{i}\left(\nabla v_{i}+\lambda_{i} b_{i} \nabla z\right) \cdot \nabla v_{i}\right)+G_{p h o t}\left(v_{1}+v_{2}\right)\right.\right. \\
& \left.\quad+k_{0}\left(\cdot, b_{1}, b_{2}\right)\left(1-b_{1} b_{2}\right)\left(v_{1}+v_{2}\right)\right\} \mathrm{d} x \\
& \left.\quad+\sum_{j=1}^{l} \int_{G}\left\{k_{j}^{n}\left(\left(1+e_{j}^{n}\right) b_{2 j+1}-b_{1} b_{2 j+2}\right) v_{1}+k_{j}^{p}\left(\left(1+e_{j}^{p}\right) b_{2 j+2}-b_{2} b_{2 j+1}\right) v_{2}\right\} \mathrm{d} \mu_{2 j+1}\right\} \mathrm{d} s \\
& \leq \\
& \int_{0}^{t} \mathrm{e}^{2 s} \sum_{i=1}^{2}\left\{-\epsilon\left\|v_{i}\right\|_{H^{1}}^{2}+c\left\|b_{i}\right\|_{L^{r}}\|\nabla z\|_{L^{q}}\left\|v_{i}\right\|_{H^{1}}+c\left\|v_{i}\right\|_{L^{2}}^{2}+c K^{2}\right\} \mathrm{d} s .
\end{aligned}
$$

Here the exponent $q>2$ is taken from Lemma 3.1. Concerning the reaction terms we refer to (A3) and Lemma 3.2. Additionally, we exploited that, due to (A2), $\left\|v_{i}\right\|_{L^{2}\left(G, \mathrm{~d} \mu_{2 j+1}\right)} \leq$ $c\left\|v_{i}\right\|_{L^{2}(\Omega)}, i=1,2, j=1, \ldots, l$. Now we use (3.3) and the three variants of the GagliardoNirenberg estimate

$$
\left\|v_{i}\right\|_{L^{2}}^{2} \leq\left\|v_{i}\right\|_{L^{1}}\left\|v_{i}\right\|_{H^{1}}, \quad\left\|v_{i}\right\|_{L^{r}} \leq\left\|v_{i}\right\|_{L^{1}}^{1 / r}\left\|v_{i}\right\|_{H^{1}}^{1 / r^{\prime}}, \quad\left\|v_{i}\right\|_{L^{r^{\prime}}} \leq\left\|v_{i}\right\|_{L^{1}}^{1 / r^{\prime}}\left\|v_{i}\right\|_{H^{1}}^{1 / r}
$$

where $r$ and $r^{\prime}$ are defined in (3.2). Then Young's inequality leads to

$$
\begin{align*}
\frac{e^{2 t}}{2} \epsilon_{0} \sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{2}}^{2} \leq \int_{0}^{t} \mathrm{e}^{2 s} \sum_{i=1}^{2}\{ & \left(-\frac{\epsilon}{2}+\widetilde{c} \sum_{j=1}^{2}\left\|v_{j}\right\|_{L^{1}}\right)\left\|v_{i}\right\|_{H^{1}}^{2}  \tag{3.9}\\
& \left.+c(K)\left(\left\|v_{i}\right\|_{L^{1}}^{2}+1\right)\right\} \mathrm{d} s
\end{align*}
$$

for all $t \in S$ with a monotonously increasing function $c(K)$. For $K$ fulfilling the inequality $\ln K>\max _{i=1,2}\left\|\ln b_{i}^{D}\right\|_{L^{\infty}}+1$ we can estimate

$$
\begin{aligned}
F(u) & \geq \sum_{i=1}^{2} \int_{\Omega}\left\{u_{i}\left(\ln b_{i}-\ln b_{i}^{D}-1\right)+\bar{u}_{i} b_{i}^{D}\right\} \mathrm{d} x \\
& \geq \sum_{i=1}^{2} \int_{\left\{x: v_{i}=\left(b_{i}-K\right)^{+}>0\right\}} u_{i}\left(\ln K-\max _{k=1,2}\left\|\ln b_{k}^{D}\right\|_{L^{\infty}}-1\right) \mathrm{d} x \\
& \geq\left(\ln K-\max _{k=1,2}\left\|\ln b_{k}^{D}\right\|_{L^{\infty}}-1\right) \epsilon_{0} \sum_{i=1}^{2}\left\|v_{i}\right\|_{L^{1}}
\end{aligned}
$$

with $\epsilon_{0}$ from (A4). Fixing now $K \geq \widehat{K}$ as a monotonously increasing function of $\|F(u)\|_{C(S)}$ fulfilling

$$
\widetilde{c} \sum_{i=1}^{2}\left\|v_{i}\right\|_{L^{1}} \leq \frac{\widetilde{c}\|F(u)\|_{C(S)}}{\epsilon_{0}\left(\ln K-\max _{k=1,2}\left\|\ln b_{k}^{D}\right\|_{L^{\infty}}-1\right)}<\frac{\epsilon}{2}
$$

(see Theorem 3.2), the term in front of the $H^{1}$-norm in (3.9) is negative. We obtain

$$
\mathrm{e}^{2 t} \sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{2}}^{2} \leq \mathrm{e}^{2 t} c c(K)\left(\|F(u)\|_{C(S)}^{2}+1\right) .
$$

Together with $u_{i} \leq \bar{u}_{i}\left(v_{i}+K\right)$ this proves the lemma.

Remark 3.3 Applying Lemma 3.1, Lemma 3.3 and Lemma 3.2, we find that for solutions $(u, b, z)$ to $(P)$ for all $t \in S$ the norm $\|z(t)\|_{W^{1, q}(\Omega)}$ is bounded by a continuous function of $\|F(u)\|_{C(S)}$ depending on the data but not on $T$. The exponent $q>2$ is guaranteed by Lemma 3.1.

We use the abbreviation

$$
\begin{equation*}
\kappa=\left(\|\nabla z\|_{L^{\infty}\left(S, L^{q}(\Omega)\right)}+1\right)^{2 r} . \tag{3.10}
\end{equation*}
$$

Theorem 3.3 Let (A1) - (A6) be satisfied. Then there exist constants $c>0$ and $a$ continuous function d of $\|F(u)\|_{C(S)}$ depending only on the data (but not on $T$ ) such that

$$
\begin{array}{r}
\sum_{i=1}^{2}\left\|u_{i}(t)\right\|_{L^{\infty}}, \sum_{i=1}^{2}\left\|b_{i}(t)\right\|_{L^{\infty}} \leq c \kappa \sum_{i=1}^{2}\left(\sup _{s \in S}\left\|u_{i}(s)\right\|_{L^{1}}+1\right), \\
\|z(t)\|_{L^{\infty}} \leq d\left(\|F(u)\|_{C(S)}\right) \quad \forall t \in S
\end{array}
$$

for any solution $(u, b, z)$ to ( P ).
Proof. 1. The proof uses Moser iteration techniques. Such techniques are e.g. applied in [7] to the classical van Roosbroeck system, in [10] to spin-polarized drift-diffusion systems and in [11] to problems from semiconductor technology. Let $v_{i}:=\left(b_{i}-\widehat{K}\right)^{+}, i=1,2$, with $\widehat{K}$ from (3.8). By the test functions $\beta \mathrm{e}^{\beta t}\left(v_{1}^{\beta-1}, v_{2}^{\beta-1}, 0, \ldots, 0\right) \in L^{2}(S, X), \beta=2^{m}$, $m \geq 1$, we obtain

$$
\begin{aligned}
& \mathrm{e}^{\beta t} \sum_{i=1}^{2} \int_{\Omega} \bar{u}_{i} v_{i}(t)^{\beta} \mathrm{d} x \\
& =\int_{0}^{t} \beta \mathrm{e}^{\beta s}\left\{\int _ { \Omega } \left\{\sum_{i=1}^{2}\left(\bar{u}_{i} v_{i}^{\beta}-D_{i} \bar{u}_{i}\left(\nabla v_{i}+\lambda_{i} b_{i} \nabla z\right) \cdot \nabla v_{i}^{\beta-1}\right)+G_{p h o t}\left(v_{1}^{\beta-1}+v_{2}^{\beta-1}\right)\right.\right. \\
& \left.\quad+k_{0}\left(\cdot, b_{1}, b_{2}\right)\left(1-b_{1} b_{2}\right)\left(v_{1}^{\beta-1}+v_{2}^{\beta-1}\right)\right\} \mathrm{d} x
\end{aligned} \quad \begin{aligned}
& \text { + } \left.\sum_{j=1}^{l} \int_{G}\left\{k_{j}^{n}\left(\left(1+e_{j}^{n}\right) b_{2 j+1}-b_{1} b_{2 j+2}\right) v_{1}^{\beta-1}+k_{j}^{p}\left(\left(1+e_{j}^{p}\right) b_{2 j+2}-b_{2} b_{2 j+1}\right) v_{2}^{\beta-1}\right\} \mathrm{d} \mu_{2 j+1}\right\} \mathrm{d} s .
\end{aligned}
$$

2. Having in mind (A3), (A4), (A2) and Lemma 3.2, applying Hölder's, GagliardoNirenberg's and Young's inequality we proceed as follows

$$
\begin{aligned}
& \epsilon_{0} \mathrm{e}^{\beta t} \sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{\beta}}^{\beta} \leq \int_{0}^{t} \mathrm{e}^{\beta s} \int_{\Omega} \sum_{i=1}^{2}\left\{c \beta\left(b_{i}\left|\nabla z \| \nabla v_{i}^{\beta-1}\right|+\left|v_{i}\right|^{\beta}+\left(\sum_{k=1}^{2} b_{k}+1\right) v_{i}^{\beta-1}\right)\right. \\
&\left.\quad-\epsilon\left|\nabla v_{i}^{\beta / 2}\right|^{2}\right\} \mathrm{d} x \mathrm{~d} s
\end{aligned} \quad \begin{aligned}
\leq & \int_{0}^{t} \mathrm{e}^{\beta s} \sum_{i=1}^{2}\left\{c \beta \left(\|\nabla z\|_{L^{q}}\left(\left\|v_{i}^{\beta / 2}\right\|_{L^{r}}+1\right)\left\|v_{i}^{\beta / 2}\right\|_{H^{1}}\right.\right. \\
& \left.+c \beta\left(\left\|v_{i}^{\beta / 2}\right\|_{L^{2}}^{2}+1\right)-\epsilon\left\|v_{i}^{\beta / 2}\right\|_{H^{1}}^{2}\right\} \mathrm{d} s \\
\leq & \int_{0}^{t} \mathrm{e}^{\beta s}\left\{\kappa c \beta^{2 r} \sum_{i=1}^{2}\left(\left\|v_{i}^{\beta / 2}\right\|_{L^{1}}^{2}+1\right) \mathrm{d} s\right\}
\end{aligned}
$$

with $\kappa$ from (3.10). This guarantees the estimate

$$
\begin{equation*}
\sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{\beta}}^{\beta} \leq c \beta^{2 r} \kappa \sum_{i=1}^{2} \sup _{s \in S}\left(\left\|v_{i}(s)\right\|_{L^{\beta / 2}}^{\beta}+1\right) \quad \forall t \in S . \tag{3.11}
\end{equation*}
$$

3. With the definition

$$
\alpha_{m}=\sum_{i=1}^{2}\left\{\sup _{s \in S}\left\|v_{i}(s)\right\|_{L^{2^{m}}}^{2^{m}}+1\right\}, \quad m=0,1, \ldots
$$

(3.11) leads to

$$
\alpha_{m} \leq c^{m} \kappa \alpha_{m-1}^{2} \leq c^{m+2(m-1)} \kappa^{1+2} \alpha_{m-2}^{4} \leq \cdots \leq c^{2^{m+1}-2-m} \kappa^{2^{m}-1} \alpha_{0}^{2^{m}}
$$

and we continue estimate (3.11) by

$$
\sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{2^{m}}} \leq c \kappa \sum_{i=1}^{2}\left\{\sup _{s \in S}\left\|v_{i}(s)\right\|_{L^{1}}+1\right\} .
$$

Taking the limit $m \rightarrow \infty$, we find

$$
\sum_{i=1}^{2}\left\|v_{i}(t)\right\|_{L^{\infty}} \leq c \kappa \sum_{i=1}^{2}\left\{\sup _{s \in S}\left\|v_{i}(s)\right\|_{L^{1}}+1\right\} \quad \forall t \in S
$$

Since $u_{i} \leq \bar{u}_{i}\left(v_{i}+\widehat{K}\right), b_{i} \leq v_{i}+\widehat{K}$ this supplies the desired estimate for $u_{i}$ and $b_{i}$, $i=1,2$. The result for $z$ is a direct consequence of Remark 3.3 and the Sobolev embedding $W^{1, q}(\Omega) \hookrightarrow L^{\infty}(\Omega)$ in two space dimensions for $q>2$.

## 4 Existence result for (P)

### 4.1 The regularized problem ( $\mathrm{P}_{M}$ )

To prove the solvability of $(\mathrm{P})$ we consider a regularized problem which is defined on an arbitrarily fixed time interval $S=[0, T]$. For $M \geq M^{*}:=\max \left\{1,\|U / \bar{u}\|_{V}\right\}$ let
$\rho_{M}: \mathbb{R}^{2 l+2} \rightarrow[0,1]$ be a Lipschitz continuous function with the properties

$$
\rho_{M}(b)=\left\{\begin{array}{ll}
0 & \text { if }|b|_{\infty} \geq M, \\
1 & \text { if }|b|_{\infty} \leq M / 2
\end{array}, \quad|b|_{\infty}=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{2 l+2}\right|\right\} .\right.
$$

Moreover, we use the projection

$$
\sigma_{M}(y):=\left\{\begin{array}{rll}
-M & \text { for } & y<-M, \\
y & \text { for } & y \in[-M, M], \quad y \in \mathbb{R}, \\
M & \text { for } & y>M,
\end{array}\right.
$$

and define the operators $\mathcal{R}_{M}:\left[X+b^{D}\right] \cap V_{+} \rightarrow X^{*}, \mathcal{A}_{M}:\left(X+b^{D}\right) \times\left(Z+z^{D}\right) \rightarrow X^{*}$ by

$$
\begin{aligned}
\left\langle\mathcal{R}_{M}(b), \bar{b}\right\rangle_{X}:= & \sum_{j=1}^{l} \int_{G} \rho_{M}(b) k_{j}^{n}\left(b_{1} b_{2 j+2}-\left(1+e_{j}^{n}\right) b_{2 j+1}\right)\left(\bar{b}_{1}+\bar{b}_{2 j+2}-\bar{b}_{2 j+1}\right) \mathrm{d} \mu_{2 j+1} \\
& +\sum_{j=1}^{l} \int_{G} \rho_{M}(b) k_{j}^{p}\left(b_{2} b_{2 j+1}-\left(1+e_{j}^{p}\right) b_{2 j+2}\right)\left(\bar{b}_{2}+\bar{b}_{2 j+1}-\bar{b}_{2 j+2}\right) \mathrm{d} \mu_{2 j+1} \\
& +\int_{\Omega}\left\{\rho_{M}(b) k_{0}\left(b_{1} b_{2}-1\right)\left(\bar{b}_{1}+\bar{b}_{2}\right)-G_{p h o t}\left(\bar{b}_{1}+\bar{b}_{2}\right)\right\} \mathrm{d} x, \\
\left\langle\mathcal{A}_{M}(b, z), \bar{b}\right\rangle_{X}:= & \int_{\Omega} \sum_{i=1}^{2} D_{i} \bar{u}_{i}\left(\nabla b_{i}+\lambda_{i}\left[\sigma_{M}\left(b_{i}\right)\right]^{+} \nabla z\right) \cdot \nabla \bar{b}_{i} \mathrm{~d} x, \quad \bar{b} \in X .
\end{aligned}
$$

We consider the regularized problem

$$
\left.\begin{array}{c}
u^{\prime}(t)+\mathcal{A}_{M}(b(t), z(t))+\mathcal{R}_{M}\left(b^{+}(t)\right)=0 \quad \text { f.a.a. } t \in S, \\
\mathcal{P}\left(z(t), u^{+}(t)\right)=0, \quad u(t)=\mathcal{B} b(t) \quad \text { f.a.a. } t \in S,  \tag{M}\\
u(0)=U, u \in H^{1}\left(S, X^{*}\right) \cap L^{2}(S, Y), b-b^{D} \in L^{2}(S, X), z-z^{D} \in L^{2}(S, Z) .
\end{array}\right\}
$$

Note that solutions ( $u, b, z$ ) to ( $\mathrm{P}_{M}$ ) possess the regularity properties $u, b \in C(S, Y)$ and $z-z^{D} \in C(S, Z)$.

### 4.2 Existence result for ( $\mathrm{P}_{M}$ )

The existence proof for $\left(\mathrm{P}_{M}\right)$ is inspired by [11]. In this subsection the constants may depend on $M$ and $S$. First we give an equivalent formulation of ( $\mathrm{P}_{M}$ ). We write $b$ in the form $b=(v, w)$, where $v=\left(b_{1}, b_{2}\right), w=\left(b_{3}, \ldots, b_{2 l+2}\right)$ and introduce the spaces

$$
Y^{2}=L^{2}(\Omega)^{2}, Y^{2 l}=\prod_{i=3}^{2 l+2} L^{2}\left(G ; \mathrm{d} \mu_{i}\right), X^{2}=H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)^{2}, X^{2 *}:=\left(X^{2}\right)^{*},
$$

and the operators $\mathcal{B}_{v}: L^{2}\left(S, Y^{2}\right) \rightarrow L^{2}\left(S, Y^{2}\right), \mathcal{B}_{w}: L^{2}\left(S, Y^{2 l}\right) \rightarrow L^{2}\left(S, Y^{2 l}\right)$,

$$
\mathcal{B}_{v} v=\left(\bar{u}_{i} v_{i}\right)_{i=1,2}, \quad \mathcal{B}_{w} w=\left(\bar{u}_{i+2} w_{i}\right)_{i=1, \ldots, 2 l} .
$$

Additionally, we define operators $\mathcal{A}_{v}^{0}: L^{2}\left(S, X^{2}\right) \rightarrow L^{2}\left(S, X^{2 *}\right), \mathcal{R}_{v}:\left(L^{2}\left(S, X^{2}\right)+v^{D}\right) \times$ $L^{2}\left(S, Y^{2 l}\right) \rightarrow L^{2}\left(S, X^{2 *}\right), \mathcal{A}_{v}:\left(L^{2}\left(S, X^{2}\right)+v^{D}\right) \times\left(L^{2}(S, Z)+z^{D}\right) \rightarrow L^{2}\left(S, X^{2 *}\right)$ and $\mathcal{R}_{w}:\left(L^{2}\left(S, X^{2}\right)+v^{D}\right) \times L^{2}\left(S, Y^{2 l}\right) \rightarrow L^{2}\left(S, Y^{2 l}\right)$ by

$$
\begin{aligned}
& \left\langle\mathcal{A}_{v}^{0}\left(v-v^{D}\right), \bar{v}\right\rangle_{L^{2}\left(S, X^{2}\right)}:=\int_{S} \int_{\Omega} \sum_{i=1}^{2} D_{i} \bar{u}_{i} \nabla\left(v_{i}-v_{i}^{D}\right) \cdot \nabla \bar{v}_{i} \mathrm{~d} x \mathrm{~d} s, \\
& \left\langle\mathcal{A}_{v}(v, z), \bar{v}\right\rangle_{L^{2}\left(S, X^{2}\right)}:=\int_{S} \int_{\Omega} \sum_{i=1}^{2} D_{i} \bar{u}_{i}\left(\nabla v_{i}^{D}+\lambda_{i}\left[\sigma_{M}\left(v_{i}\right)\right]^{+} \nabla z\right) \cdot \nabla \bar{v}_{i} \mathrm{~d} x \mathrm{~d} s, \\
& \left\langle\mathcal{R}_{v}(v, w), \bar{v}\right\rangle_{L^{2}\left(S, X^{2}\right)}:=\int_{S}\left\langle\mathcal{R}_{M}\left(v^{+}, w^{+}\right),(\bar{v}, 0)\right\rangle_{X} \mathrm{~d} s, \quad \bar{v} \in L^{2}\left(S, X^{2}\right), \\
& \left\langle\mathcal{R}_{w}(v, w), \bar{w}\right\rangle_{L^{2}\left(S, Y^{2 l}\right)}:=\int_{S}\left\langle\mathcal{R}_{M}\left(v^{+}, w^{+}\right),(0, \bar{w})\right\rangle_{X} \mathrm{~d} s, \quad \bar{w} \in L^{2}\left(S, Y^{2 l}\right) .
\end{aligned}
$$

For all given $v \in L^{2}\left(S, Y^{2}\right), w \in L^{2}\left(S, Y^{2 l}\right)$ the vector $\left(\mathcal{B}_{v} v, \mathcal{B}_{w} w\right)$ lies in $L^{2}(S, Y)$. Thus, by Lemma 3.1 there is a unique solution $z$ with $z-z^{D} \in L^{2}(S, Z) \cap\left(L^{\infty}\left(S, L^{\infty}(\Omega)\right)\right)$ of

$$
\mathcal{P}\left(z(t),\left(\mathcal{B}_{v} v\right)^{+}(t),\left(\mathcal{B}_{w} w\right)^{+}(t)\right)=0 \quad \text { f.a.a. } t \in S .
$$

Let $\mathcal{T}_{z}: L^{2}\left(S, Y^{2}\right) \times L^{2}\left(S, Y^{2 l}\right) \rightarrow L^{2}(S, Z)+z^{D}$ denote the corresponding solution operator such that $z=\mathcal{T}_{z}(v, w)$. Since $\left(\mathcal{B}_{v} v^{D}\right)^{\prime}=0$ and $\left(\mathcal{B}_{w} w\right)^{\prime}=\mathcal{B}_{w} w^{\prime}$, problem $\left(\mathrm{P}_{M}\right)$ can be formulated equivalently as follows:

$$
\begin{gather*}
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)^{\prime}+\mathcal{A}_{v}^{0}\left(v-v^{D}\right)=-\mathcal{R}_{v}(v, w)-\mathcal{A}_{v}\left(v, \mathcal{T}_{z}(v, w)\right), \\
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)(0)=\left(U_{1}, U_{2}\right)-\mathcal{B}_{v} v^{D}, \quad v-v^{D} \in W^{2},  \tag{4.1}\\
w^{\prime}+\mathcal{B}_{w}^{-1}\left[\mathcal{R}_{w}(v, w)\right]=0, \quad w(0)=\mathcal{B}_{w}^{-1}\left(U_{3}, \ldots, U_{2 l+2}\right), \quad w \in H^{1}\left(S, Y^{2 l}\right), \tag{4.2}
\end{gather*}
$$

where

$$
W^{2}:=\left\{v \in L^{2}\left(S, X^{2}\right):\left(\mathcal{B}_{v} v\right)^{\prime} \in L^{2}\left(S, X^{2 *}\right)\right\} \subset C\left(S, Y^{2}\right) .
$$

The existence result for $\left(\mathrm{P}_{M}\right)$ is shown by proving that the system (4.1), (4.2) can be solved. We start with a short overview of this proof. At the beginning we fix some $\widehat{v} \in W^{2}+v^{D}$ and solve the initial value problem

$$
\begin{equation*}
w^{\prime}+\mathcal{B}_{w}^{-1}\left[\mathcal{R}_{w}(\widehat{v}, w)\right]=0, \quad w(0)=\mathcal{B}_{w}^{-1}\left(U_{3}, \ldots, U_{2 l+2}\right), \quad w \in H^{1}\left(S, Y^{2 l}\right), \tag{4.3}
\end{equation*}
$$

obtain $w=\mathcal{T}_{w} \widehat{v}$ with a solution operator $\mathcal{T}_{w}: W^{2}+v^{D} \rightarrow H^{1}\left(S, Y^{2 l}\right)$ (see Lemma 4.1). Next we treat the problem

$$
\begin{align*}
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)^{\prime}+\mathcal{A}_{v}^{0}\left(v-v^{D}\right) & =-\mathcal{R}_{v}\left(\widehat{v}, \mathcal{T}_{w} \widehat{v}\right)-\mathcal{A}_{v}\left(\widehat{v}, \mathcal{T}_{z}\left(\widehat{v}, \mathcal{T}_{w} \widehat{v}\right)\right), \\
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)(0) & =\left(U_{1}, U_{2}\right)-\mathcal{B}_{v} v^{D}, \quad v-v^{D} \in W^{2} . \tag{4.4}
\end{align*}
$$

According to Lemma 5.3 there is a unique solution $v=\mathcal{Q} \widehat{v}$ to this problem. The operator $\mathcal{Q}$ is completely continuous (see Lemma 4.2). Using Schauder's fixed point theorem we obtain a fixed point $v$ of $\mathcal{Q}$ (see Lemma 4.3). Then $\left(v, \mathcal{T}_{w} v\right)$ is a solution to (4.1), (4.2).

Lemma 4.1 We assume (A1) - (A6). Then for all $\widehat{v} \in W^{2}+v^{D}$ there is exactly one solution to (4.3). Moreover

$$
\left\|\mathcal{T}_{w} \widehat{v}^{1}-\mathcal{T}_{w} \widehat{v}^{2}\right\|_{C\left(S, Y^{2 l}\right)} \leq c\left\|\widehat{v}^{1}-\widehat{v}^{2}\right\|_{L^{2}\left(S, Y^{2}\right)}, \quad\left\|\mathcal{T}_{w} \widehat{v}^{1}\right\|_{C\left(S, Y^{2 l}\right)} \leq c \quad \forall \widehat{v}^{1}, \widehat{v}^{2} \in W^{2}+v^{D}
$$

Proof. Since for $w \in L^{2}\left(S, Y^{2 l}\right)$ the map $w \mapsto \mathcal{B}_{w}^{-1}\left[\mathcal{R}_{w}(\widehat{v}, w)\right]$ is Lipschitz continuous uniformly w.r.t. $\widehat{v}$, by [8, Chapt. V, Theorem 1.3] problem (4.3) has a unique solution $w=$ $\mathcal{T}_{w} \widehat{v}$ with a solution operator $\mathcal{T}_{w}: W^{2}+v^{D} \rightarrow H^{1}\left(S, Y^{2 l}\right)$. Moreover, taking into account that $\left\|\mathcal{R}_{w}\left(\widehat{v}^{1}, w^{1}\right)(t)-\mathcal{R}_{w}\left(\widehat{v}^{2}, w^{2}\right)(t)\right\|_{Y^{2 l}} \leq c\left(\left\|\widehat{v}^{1}(t)-\widehat{v}^{2}(t)\right\|_{Y^{2}}+\left\|w^{1}(t)-w^{2}(t)\right\|_{Y^{2 l}}\right)$ f.a.a $t \in S$, for all $\left(\widehat{v}^{1}, w^{1}\right),\left(\widehat{v}^{2}, w^{2}\right) \in L^{2}(S, Y)$, testing (4.3) (for ( $\widehat{v}^{1}, w^{1}$ ) and $\left(\widehat{v}^{2}, w^{2}\right)$ ) by $w^{1}-w^{2}$ and using Gronwall's lemma we derive the estimates of Lemma 4.1.

Lemma 4.2 Under the assumptions (A1) - (A6) the mapping $\mathcal{Q}: W^{2}+v^{D} \rightarrow W^{2}+v^{D}$ is completely continuous.

Proof. Let $\left\{\widehat{v}_{n}\right\} \subset W^{2}+v^{D}$ be bounded. Because of Lemma 5.2 we may assume that there exists an element $\widehat{v} \in W^{2}+v^{D}$ such that $\widehat{v}_{n} \rightarrow \widehat{v}$ in $L^{2}\left(S, Y^{2}\right)$. Let

$$
v_{n}=\mathcal{Q} \widehat{v}_{n}, v=\mathcal{Q} \widehat{v}, w_{n}=\mathcal{T}_{w} \widehat{v}_{n}, w=\mathcal{T}_{w} \widehat{v}, z_{n}=\mathcal{T}_{z}\left(\widehat{v}_{n}, w_{n}\right), z=\mathcal{T}_{z}(\widehat{v}, w) .
$$

By Lemma 4.1, Lemma 3.1 it follows that $w_{n} \rightarrow w$ in $L^{2}\left(S, Y^{2 l}\right)$ and $z_{n}-z \rightarrow 0$ in $L^{2}(S, Z)$. Testing (4.4) for $\widehat{v}_{n}$ and $\widehat{v}$ by $v_{n}-v \in L^{2}\left(S, X^{2}\right)$ we obtain according to Lemma 5.2

$$
\begin{aligned}
& \frac{\epsilon_{0}}{2}\left\|\left(v_{n}-v\right)(t)\right\|_{Y^{2}}^{2}+\int_{0}^{t} \epsilon\left\|v_{n}-v\right\|_{X^{2}}^{2} \mathrm{~d} s \\
& \leq c \int_{0}^{t}\{ \\
& \quad \int_{\Omega} \sum_{i=1}^{2}\left\{\left|\left[\sigma_{M}\left(\widehat{v}_{n i}\right)\right]^{+}-\left[\sigma_{M}\left(\widehat{v}_{i}\right)\right]^{+}\right||\nabla z|\left|\nabla\left(v_{n i}-v_{i}\right)\right|+\left|\nabla\left(z_{n}-z\right) \| \nabla\left(v_{n i}-v_{i}\right)\right|\right\} \mathrm{d} x \\
& \left.\quad+\left(\left\|\widehat{v}_{n}-\widehat{v}\right\|_{Y^{2}}+\left\|w_{n}-w\right\|_{Y^{2 l}}\right)\left\|v_{n}-v\right\|_{Y^{2}}\right\} \mathrm{d} s \quad \forall t \in S
\end{aligned}
$$

Applying Hölder's inequality and Lemma 4.1 we arrive at

$$
\begin{aligned}
& \left\|v_{n}-v\right\|_{L^{2}\left(S, X^{2}\right)}^{2} \\
& \leq c\left\|v_{n}-v\right\|_{L^{2}\left(S, X^{2}\right)}\{ \\
& \begin{aligned}
& \left\|\widehat{v}_{n}-\widehat{v}\right\|_{L^{2}\left(S, Y^{2}\right)}+\left\|z_{n}-z\right\|_{L^{2}(S, Z)} \\
& \left.+\sum_{i=1}^{2}\left[\int_{0}^{T} \int_{\Omega}\left|\left[\sigma_{M}\left(\widehat{v}_{n i}\right)\right]^{+}-\left[\sigma_{M}\left(\widehat{v}_{i}\right)\right]^{+}\right|^{2}|\nabla z|^{2} \mathrm{~d} x \mathrm{~d} s\right]^{1 / 2}\right\} .
\end{aligned}
\end{aligned}
$$

Properties of superposition operators ensure that the last square bracket term tends to zero if $n \rightarrow \infty$. Thus in summary we find that $v_{n}-v \rightarrow 0$ in $L^{2}\left(S, X^{2}\right)$. Next we obtain

$$
\begin{aligned}
& \left\|\left(\mathcal{B}_{v}\left(v_{n}-v\right)\right)^{\prime}\right\|_{L^{2}\left(S, X^{2 *}\right)} \\
& \leq\left\|\mathcal{R}_{v}\left(\widehat{v}_{n}, w_{n}\right)-\mathcal{R}_{v}(\widehat{v}, w)\right\|_{L^{2}\left(S, X^{2 *}\right)}+\left\|\mathcal{A}_{v}^{0}\left(v_{n}-v\right)\right\|_{L^{2}\left(S, X^{2 *}\right)}+\left\|\mathcal{A}_{v}\left(\widehat{v}_{n}, z_{n}\right)-\mathcal{A}_{v}(\widehat{v}, z)\right\|_{L^{2}\left(S, X^{2 *}\right)} \\
& \leq c\left\{\left\|v_{n}-v\right\|_{L^{2}\left(S, X^{2}\right)}+\left\|\widehat{v}_{n}-\widehat{v}\right\|_{L^{2}\left(S, Y^{2}\right)}+\left\|w_{n}-w\right\|_{L^{2}\left(S, Y^{2 l}\right)}+\left\|z_{n}-z\right\|_{L^{2}(S, Z)}\right. \\
& \left.\quad+\sum_{i=1}^{2}\left[\int_{0}^{T} \int_{\Omega}\left|\left[\sigma_{M}\left(\widehat{v}_{n i}\right)\right]^{+}-\left[\sigma_{M}\left(\widehat{v}_{i}\right)\right]^{+}\right|^{2}|\nabla z|^{2} \mathrm{~d} x \mathrm{~d} s\right]^{1 / 2}\right\} \rightarrow 0 \text { for } n \rightarrow \infty
\end{aligned}
$$

and we arrive at $v_{n}-v \rightarrow 0$ in $W^{2}$. The continuity of the operator $\mathcal{Q}$ can be shown by similar arguments.

Lemma 4.3 Under the assumptions (A1) - (A6) the mapping $\mathcal{Q}$ has a fixed point.
Proof. Let $\widehat{v} \in W^{2}+v^{D}, z=\mathcal{T}_{z}\left(\widehat{v}, \mathcal{T}_{w} \widehat{v}\right)$ and $v=\mathcal{Q} \widehat{v}$. We use $v^{0}:=v-v^{D}$ as test function for (4.4), take into account that $\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)^{\prime}=\left(\mathcal{B}_{v} v\right)^{\prime}$, (A4) and (A6) and the Lipschitz continuity of $\mathcal{R}_{v}$ and apply Lemma 3.1, Lemma 4.1 and Young's inequality. Then

$$
\begin{align*}
& \epsilon_{0}\left\|v^{0}(t)\right\|_{Y^{2}}^{2}+2 \epsilon \int_{0}^{t}\left\|v^{0}\right\|_{X^{2}}^{2} \mathrm{~d} s \\
& \quad \leq c+c \int_{0}^{t}\left(1+\left\|v^{0}\right\|_{Y^{2}}^{2}+\left\|\widehat{v}-v^{D}\right\|_{Y^{2}}^{2}+\|z\|_{H^{1}}\left\|v^{0}\right\|_{X^{2}}\right) \mathrm{d} s  \tag{4.5}\\
& \quad \leq c+\int_{0}^{t}\left(\epsilon\left\|v^{0}\right\|_{X^{2}}^{2}+c\left(1+\left\|v^{0}\right\|_{Y^{2}}^{2}+\left\|\widehat{v}-v^{D}\right\|_{Y^{2}}^{2}\right)\right) \mathrm{d} s \quad \forall t \in S .
\end{align*}
$$

Therefore we find a constant $\bar{c}>0$ such that for all $k>0$

$$
\begin{aligned}
& \mathrm{e}^{-k t}\left(\left\|v^{0}(t)\right\|_{Y^{2}}^{2}+\int_{0}^{t}\left\|v^{0}\right\|_{X^{2}}^{2} \mathrm{~d} s\right) \\
& \leq \bar{c}+\bar{c} \mathrm{e}^{-k t} \int_{0}^{t}\left\{\left\{\left\|v^{0}\right\|_{Y^{2}}^{2}+\left\|\widehat{v}-v^{D}\right\|_{Y^{2}}^{2}+\int_{0}^{s}\left(\left\|v^{0}\right\|_{X^{2}}^{2}+\left\|\widehat{v}-v^{D}\right\|_{X^{2}}^{2}\right) \mathrm{d} \tau\right\} \mathrm{e}^{-k s} \mathrm{e}^{k s}\right\} \mathrm{d} s \\
& \leq \bar{c}+\bar{c} \mathrm{e}^{-k t} \sup _{s \in S}\left\{\left\{\left\|v^{0}(s)\right\|_{Y^{2}}^{2}+\left\|\widehat{v}(s)-v^{D}\right\|_{Y^{2}}^{2}+\int_{0}^{s}\left(\left\|v^{0}\right\|_{X^{2}}^{2}+\left\|\widehat{v}-v^{D}\right\|_{X^{2}}^{2}\right) \mathrm{d} \tau\right\} \mathrm{e}^{-k s}\right\} \frac{\mathrm{e}^{k t}-1}{k} .
\end{aligned}
$$

Choosing now $k \geq 3 \bar{c}$ we obtain

$$
\begin{aligned}
\sup _{t \in S} \mathrm{e}^{-k t} & \left(\left\|v^{0}(t)\right\|_{Y^{2}}^{2}+\int_{0}^{t}\left\|v^{0}(s)\right\|_{X^{2}}^{2} \mathrm{~d} s\right) \\
& \leq \frac{3}{2} \bar{c}+\frac{1}{2} \sup _{t \in S}\left\{\mathrm{e}^{-k t}\left(\left\|\widehat{v}(t)-v^{D}\right\|_{Y^{2}}^{2}+\int_{0}^{t}\left\|\widehat{v}(s)-v^{D}\right\|_{X^{2}}^{2} \mathrm{~d} s\right)\right\} .
\end{aligned}
$$

Again using Lemma 3.1 and Lemma 4.1 we estimate

$$
\begin{aligned}
& \left\|\left(\mathcal{B}_{v} v^{0}\right)^{\prime}\right\|_{L^{2}\left(S, X^{2 *}\right)}=\sup _{\|\bar{v}\|_{L^{2}\left(S, X^{2}\right)} \leq 1}\left\langle-\mathcal{R}_{v}\left(\widehat{v}, \mathcal{T}_{w} \widehat{v}\right)-\mathcal{A}_{v}^{0}\left(v^{0}\right)-\mathcal{A}_{v}(\widehat{v}, z), \bar{v}\right\rangle_{L^{2}\left(S, X^{2}\right)} \\
& \leq c\left(\left\|v^{0}\right\|_{L^{2}\left(S, X^{2}\right)}+\|z\|_{L^{2}\left(S, H^{1}\right)}+\left\|\widehat{v}-v^{D}\right\|_{L^{2}\left(S, Y^{2}\right)}+1\right) \\
& \leq c\left(\left\|v^{0}\right\|_{L^{2}\left(S, X^{2}\right)}+\left\|\widehat{v}-v^{D}\right\|_{L^{2}\left(S, Y^{2}\right)}+1\right) \\
& \leq \widetilde{c}\left(\left\|v^{0}\right\|_{L^{2}\left(S, X^{2}\right)}+\left[\sup _{t \in S}\left\{\mathrm{e}^{-k t}\left(\left\|\widehat{v}(t)-v^{D}\right\|_{Y^{2}}^{2}+\int_{0}^{t}\left\|\widehat{v}(s)-v^{D}\right\|_{X^{2}}^{2} \mathrm{~d} s\right)\right\} \mathrm{e}^{k T}\right]^{1 / 2}+1\right) .
\end{aligned}
$$

Now we define the set

$$
\begin{aligned}
\mathcal{M}=\left\{v \in W^{2}+v^{D}: \sup _{t \in S}\left\{\mathrm{e}^{-k t}\right.\right. & \left.\left(\left\|v^{0}(t)\right\|_{Y^{2}}^{2}+\int_{0}^{t}\left\|v^{0}\right\|_{X^{2}}^{2} \mathrm{~d} s\right)\right\} \leq 3 \bar{c} \\
& \left.\left\|\left(\mathcal{B}_{v} v^{0}\right)^{\prime}\right\|_{L^{2}\left(S, X^{2 *}\right)} \leq \widetilde{c}\left(2 \sqrt{3 \bar{c} \mathrm{e}^{k T}}+1\right)\right\} .
\end{aligned}
$$

This set is a non-empty, bounded, closed and convex subset of $W^{2}+v^{D}$ with the property that $\mathcal{Q}(\mathcal{M}) \subset \mathcal{M}$. Since the mapping $\mathcal{Q}$ is completely continuous the assertion follows from Schauder's fixed point theorem.

Theorem 4.1 Under the assumptions (A1) - (A6) there exists a solution $(u, b, z)$ to $\left(\mathrm{P}_{M}\right)$.
Proof. Because of Lemma 4.3 there exists a solution $v$ of the problem

$$
\begin{gathered}
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)^{\prime}+\mathcal{A}_{v}^{0}\left(v-v^{D}\right)=-\mathcal{R}_{v}\left(v, \mathcal{T}_{w} v\right)-\mathcal{A}_{v}\left(v, \mathcal{T}_{z}\left(v, \mathcal{T}_{w} v\right)\right), \\
\left(\mathcal{B}_{v}\left(v-v^{D}\right)\right)(0)=\left(U_{1}, U_{2}\right)-\mathcal{B}_{v} v^{D}, \quad v-v^{D} \in W^{2} .
\end{gathered}
$$

We set $w=\mathcal{T}_{w} v \in H^{1}\left(S, Y^{2 l}\right)$. Then the pair ( $v, w$ ) fulfills the equations (4.1) and (4.2) which represent an equivalent formulation of problem ( $\mathrm{P}_{M}$ ).

### 4.3 Energy estimates for solutions to ( $\mathbf{P}_{M}$ )

Lemma 4.4 We assume (A1) - (A6). Then, for any solution $(u, b, z)$ to ( $\mathrm{P}_{M}$ ) and for every $t \in S$ the inequalities $b_{i}(t), u_{i}(t) \geq 0$ a.e. on $\Omega, i=1,2, u_{i}(t) \in[0,1] \mu_{i}$-a.e. in $G$, $i=3, \ldots, 2 l+2$, are fulfilled.

Proof. Let $(u, b, z)$ be a solution to $\left(\mathrm{P}_{M}\right)$. We use the test function $-b^{-}$. Taking into account that

$$
\begin{gathered}
\left(\nabla b_{i}+\lambda_{i}\left[\sigma_{M}\left(b_{i}\right)\right]^{+} \nabla z\right) \cdot \nabla b_{i}^{-} \leq 0, \quad-G_{p h o t} b_{i}^{-} \leq 0 \quad i=1,2, \quad\left(b_{1}^{+} b_{2}^{+}-1\right)\left(b_{1}^{-}+b_{2}^{-}\right) \leq 0, \\
\left(b_{1}^{+} b_{2 j+2}^{+}-\left(1+e_{j}^{n}\right) b_{2 j+1}^{+}\right)\left(b_{1}^{-}+b_{2 j+2}^{-}-b_{2 j+1}^{-}\right) \leq 0, \\
\left(b_{2}^{+} b_{2 j+1}^{+}-\left(1+e_{j}^{p}\right) b_{2 j+2}^{+}\right)\left(b_{2}^{-}+b_{2 j+1}^{-}-b_{2 j+2}^{-}\right) \leq 0, \quad j=1, \ldots, l,
\end{gathered}
$$

we find that $\left\|b^{-}(t)\right\|_{Y}^{2} \leq 0$ for all $t \in S$. Arguing now as in the proof of Lemma 3.2 we verify the remaining results of the lemma.
We introduce a regularized free energy functional $F_{M}$ which is compatible with the regularizations done in problem $\left(\mathrm{P}_{M}\right)$. Using the function

$$
l_{M}(y)=\left\{\begin{array}{lll}
\ln y & \text { if } 0<y \leq M, \\
\ln M-1+\frac{y}{M} & \text { if } y>M,
\end{array}\right.
$$

we define the functional $\widetilde{F}_{M 2}: Y \rightarrow \overline{\mathbb{R}}$ by

$$
\widetilde{F}_{M 2}(u)=\int_{\Omega} \sum_{i=1}^{2} \int_{u_{i}^{D}}^{u_{i}}\left(l_{M}\left(\frac{y}{\bar{u}_{i}}\right)-\ln b_{i}^{D}\right) \mathrm{d} y \mathrm{~d} x+\sum_{i=3}^{2 l+2} \int_{G} \int_{\bar{u}_{i}}^{u_{i}} \ln \left(\frac{y}{\bar{u}_{i}}\right) \mathrm{d} y \mathrm{~d} \mu_{i} \quad \text { if } u \in Y_{+},
$$

and $\widetilde{F}_{M 2}(u)=+\infty$ for $u \in Y \backslash Y_{+}$. Moreover, we set

$$
F_{M 2}=\left(\left.\widetilde{F}_{M 2}^{*}\right|_{X}\right)^{*}: X^{*} \rightarrow \overline{\mathbb{R}}, \quad F_{M}=F_{1}+F_{M 2}: X^{*} \rightarrow \overline{\mathbb{R}},
$$

where $F_{1}$ was introduced in Subsection 3.4. Since the function $l_{M}$ has the same essential properties as the $\ln$-function which occurs in the definition of $F_{2}$ we obtain the following results. $F_{M}$ is proper, convex and lower semicontinuous. For $u \in Y_{+}$it can be evaluated as $\widetilde{F}_{1}(u)+\widetilde{F}_{M 2}(u)$. Due to the choice of $M$ we have $F_{M}(U)=F(U)$. The restriction $\left.F_{M}\right|_{Y_{+}}$ is continuous. If $u \in Y_{+}$then $\lambda\left(z-z^{D}\right) \in \partial F_{1}(u)$ where $z$ is the solution of $\mathcal{P}(z, u)=0$. If $u \in Y, u \geq \delta>0$ then $\left(l_{M}\left(b_{1}\right)-\ln b_{1}^{D}, l_{M}\left(b_{2}\right)-\ln b_{2}^{D}, l_{M}\left(b_{3}\right), \ldots, l_{M}\left(b_{2 l+2}\right)\right) \in \partial F_{M 2}(u)$. By the definition of $F_{1}$ and $l_{M}$ especially it follows for $u \in Y_{+}$and $b, z$ with $b=\mathcal{B}^{-1} u$, $\mathcal{P}(z, u)=0$ that

$$
\begin{equation*}
\left\|z-z^{D}\right\|_{Z}^{2},\left\|b_{i} \ln b_{i}\right\|_{L^{1}},\left\|u_{i}\right\|_{L^{1}} \leq c F_{M}(u)+\widetilde{c}, \quad i=1,2 \tag{4.6}
\end{equation*}
$$

Lemma 4.5 Let (A1) - (A6) be satisfied. Then there exist constants $c_{1}(T)>0, c_{2}(T)>0$ not depending on $M$ such that

$$
F_{M}(u(t)) \leq c_{1}(T), \quad\left\|b_{i}(t) \ln b_{i}(t)\right\|_{L^{1}} \leq c_{2}(T), \quad i=1,2, \quad \forall t \in S
$$

for any solution $(u, b, z)$ to $\left(\mathrm{P}_{M}\right)$.
Proof. 1. We take $\delta$ as in (3.6), define $b^{\delta}:=\max \{b, \delta\}$ and introduce the functional $\widetilde{F}_{M 2}^{\delta}: Y \rightarrow \mathbb{R}$,

$$
\begin{aligned}
\widetilde{F}_{M 2}^{\delta}(u)= & \int_{\Omega} \sum_{i=1}^{2} \int_{u_{i}^{D}}^{u_{i}}\left(l_{M}\left(\max \left\{\frac{y}{\bar{u}_{i}}, \delta\right\}\right)-\ln b_{i}^{D}\right) \mathrm{d} y \mathrm{~d} x \\
& +\sum_{i=3}^{2 l+2} \int_{G} \int_{\bar{u}_{i}}^{u_{i}} \ln \left(\max \left\{\frac{y}{\bar{u}_{i}}, \delta\right\}\right) \mathrm{d} y \mathrm{~d} \mu_{i}, \quad u \in Y_{+}
\end{aligned}
$$

and $\widetilde{F}_{M 2}^{\delta}(u)=+\infty$ if $u \in Y \backslash Y_{+}$, and the functional $F_{M 2}^{\delta}=\left(\widetilde{F}_{M 2}^{\delta *} \mid X\right)^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$. Note that for $u \in Y$ we have $F_{M 2}^{\delta}(u) \rightarrow F_{M 2}(u)$ as $\delta \downarrow 0$.
2. Let $(u, b, z)$ be a solution to $\left(\mathrm{P}_{M}\right)$. Then $u \in H^{1}\left(S, X^{*}\right), u, b \geq 0, z-z^{D} \in L^{2}(S, Z)$,

$$
w_{M}^{\delta}:=\left(l_{M}\left(b_{1}^{\delta}\right)-\ln b_{1}^{D}, l_{M}\left(b_{2}^{\delta}\right)-\ln b_{2}^{D}, \ln \left(b_{3}^{\delta}\right), \ldots, \ln \left(b_{2 l+2}^{\delta}\right)\right) \in L^{2}(S, X)
$$

(note that $l_{M}\left(b_{i}^{\delta}\right)=\ln b_{i}^{D}$ a.e. on $\left.S \times \Gamma_{D}, i=1,2\right)$ and $\lambda\left(z(t)-z^{D}\right) \in \partial F_{1}(u(t))$, $w_{M}^{\delta}(t) \in \partial F_{M 2}^{\delta}(u(t))$ f.a.a. $t \in S$. Thus, according to Lemma 5.1, we obtain that the functions $t \mapsto F_{1}(u(t)), t \mapsto F_{M 2}^{\delta}(u(t))$ are absolutely continuous on $S$ and

$$
\frac{\mathrm{d}}{\mathrm{~d} t} F_{1}(u(t))=\left\langle u^{\prime}(t), \lambda\left(z(t)-z^{D}\right)\right\rangle_{X}, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} F_{M 2}^{\delta}(u(t))=\left\langle u^{\prime}(t), w_{M}^{\delta}(t)\right\rangle_{X} \text { f.a.a. } t \in S
$$

3. We set $\zeta_{M}^{\delta}=w_{M}^{\delta}+\lambda\left(z-z^{D}\right)$ and obtain

$$
\begin{aligned}
{\left.\left[F_{1}(u(t))+F_{M 2}^{\delta}(u(t))\right]\right|_{0} ^{t} } & =\int_{0}^{t}\left\langle u^{\prime}(s), \zeta_{M}^{\delta}(s)\right\rangle_{X} \mathrm{~d} s \\
& =-\int_{0}^{t}\left\langle R_{M}(b(s))+A_{M}(b(s), z(s)), \zeta_{M}^{\delta}(s)\right\rangle_{X} \mathrm{~d} s \\
& =-\int_{0}^{t}\left\langle R_{M}\left(b^{\delta}(s)\right)+A_{M}\left(b^{\delta}(s), z(s)\right), \zeta_{M}^{\delta}(s)\right\rangle_{X}+\theta^{\delta}(s) \mathrm{d} s,
\end{aligned}
$$

where $\theta^{\delta}=\left\langle R_{M}\left(b^{\delta}\right)-R_{M}(b)+A_{M}\left(b^{\delta}, z\right)-A_{M}(b, z), \zeta_{M}^{\delta}\right\rangle_{X} \rightarrow 0$ for $\delta \downarrow 0$. Since all the reaction terms containing the factor $\rho_{M}$ become zero if $|b|_{\infty}>M$, we have for these terms only to discuss the situation $b_{i}^{\delta} \leq M$, and here is $l_{M}\left(b_{i}^{\delta}\right)=\ln b_{i}^{\delta}$ such that we can argue as in Step 2 of the proof of Theorem 3.2 to arrive at

$$
\begin{aligned}
& -\left\langle\mathcal{R}_{M}\left(b^{\delta}\right), \zeta_{M}^{\delta}\right\rangle_{X} \\
& \quad \leq c\left(1+\sum_{i=1}^{2}\left\|b_{i}^{\delta}\right\|_{L^{1}}\right)\left\|\ln b_{1}^{D} b_{2}^{D}\right\|_{L^{\infty}}+\left\|G_{p h o t}\right\|_{L^{\infty}}\left\{\sum_{i=1}^{2}\left(\left\|b_{i}^{\delta}\right\|_{L^{1}}+\left\|\ln b_{i}^{D}\right\|_{L^{1}}\right)+\left\|z-z^{D}\right\|_{L^{1}}\right\} \\
& \quad+c \sum_{j=1}^{l}\left\{\left(\left\|b_{1}^{\delta}\right\|_{L^{1}}+1\right)\left\|\ln \frac{1+e_{j}^{n}}{b_{1}^{D}}\right\|_{L^{\infty}\left(G, \mathrm{~d} \mu_{2 j+1}\right)}+\left(\left\|b_{2}^{\delta}\right\|_{L^{1}}+1\right)\left(\left\|\ln \frac{1+e_{j}^{p}}{b_{2}^{D}}\right\|_{L^{\infty}\left(G, \mathrm{~d} \mu_{2 j+1}\right)}\right\} .\right.
\end{aligned}
$$

Having in mind that on solutions $\left[\sigma_{M}\left(b_{i}^{\boldsymbol{\delta}}\right)\right]^{+}=\sigma_{M}\left(b_{i}^{\boldsymbol{\delta}}\right) \leq b_{i}^{\boldsymbol{\delta}}, \nabla l_{M}\left(b_{i}^{\boldsymbol{\delta}}\right)=\nabla\left(b_{i}^{\boldsymbol{\delta}}\right) / \sigma_{M}\left(b_{i}^{\boldsymbol{\delta}}\right)$, $i=1,2$, using (A4), (A5) and Young's inequality, and leaving out nonpositive terms we find

$$
\begin{aligned}
& -\left\langle\mathcal{A}_{M}\left(b^{\delta}, z\right), \zeta_{M}^{\delta}\right\rangle_{X} \\
& \quad=-\int_{\Omega} \sum_{i=1}^{2} D_{i} \bar{u}_{i} \sigma_{M}\left(b_{i}^{\delta}\right)\left\{\left|\nabla\left(l_{M}\left(b_{i}^{\delta}\right)+\lambda_{i} z\right)\right|^{2}-\nabla\left(l_{M}\left(b_{i}^{\delta}\right)+\lambda_{i} z\right) \cdot \nabla\left(\ln b_{i}^{D}-\lambda_{i} z^{D}\right)\right\} \mathrm{d} x \\
& \quad \leq c \sum_{i=1}^{2}\left\|b_{i}^{\delta}\right\|_{L^{1}}\left\|\nabla\left(\ln b_{i}^{D}+\lambda_{i} z^{D}\right)\right\|_{L^{\infty}}^{2} \quad \text { a.e. on } S .
\end{aligned}
$$

Taking $\delta \downarrow 0$ in the estimates of Step 3 and using (A3), (A4) and (4.6) we end up with

$$
F_{M}(u(t))-F_{M}(U) \leq c \int_{0}^{t}\left(1+F_{M}(u(s))\right) \mathrm{d} s
$$

where $c$ depends on the data, but not on $M$. The choice of $M$ guarantees that $F_{M}(U)=$ $F(U)$. So Gronwall's lemma supplies the first assertion of the lemma. The remaining assertion of the lemma is a consequence of (4.6).

### 4.4 Further estimates for solutions to ( $\mathbf{P}_{M}$ )

Theorem 4.2 We assume (A1) - (A6). Then there is a constant $c^{*}(T)>0$ not depending on $M$ such that for any solution $(u, b, z)$ to $\left(\mathrm{P}_{M}\right)$

$$
\begin{equation*}
\|b\|_{L^{\infty}(S, V)} \leq c^{*}(T) . \tag{4.7}
\end{equation*}
$$

Proof. 1. Let $(u, b, z)$ be a solution to $\left(\mathrm{P}_{M}\right)$. Let $q>2, r$ and $r^{\prime}$ be chosen as in Lemma 3.1 and (3.2). Due to Lemma 4.4 and Lemma 3.1 we get

$$
\begin{equation*}
\|z(t)\|_{W^{1, q}} \leq c\left[1+\sum_{i=1,2}\left\|u_{i}(t)\right\|_{L^{r^{\prime}}}\right] \leq c\left[1+\sum_{i=1,2}\left\|b_{i}(t)\right\|_{L^{r^{\prime}}}\right] \quad \forall t \in S . \tag{4.8}
\end{equation*}
$$

2. We test $\left(\mathrm{P}_{M}\right)$ by $2\left(v_{1}, v_{2}, 0, \ldots, 0\right)$, where $v_{i}=\left(b_{i}-\widehat{K}\right)^{+}, i=1,2$, with $\widehat{K}$ given in (3.8). Estimating $\left[\sigma_{M}\left(b_{i}\right)\right]^{+}$by $v_{i}+\widehat{K}$, using Lemma 4.4, (4.8), (5.1), Young's inequality, Lemma 4.5 and (4.6) we find that

$$
\begin{aligned}
\sum_{i=1,2} \epsilon_{0} \| & v_{i}(t) \|_{L^{2}}^{2} \\
& \leq \int_{0}^{t} \sum_{i=1,2}\left\{-2 \epsilon\left\|v_{i}\right\|_{H^{1}}^{2}+c\left(\left\|v_{i}\right\|_{L^{r}}\|z\|_{W^{1, q}}\left\|v_{i}\right\|_{H^{1}}+\|z\|_{H^{1}}\left\|v_{i}\right\|_{H^{1}}+\left\|v_{i}\right\|_{L^{2}}^{2}+1\right)\right\} \mathrm{d} s \\
& \leq \int_{0}^{t} \sum_{i=1,2}\left\{-\epsilon\left\|v_{i}\right\|_{H^{1}}^{2}+\bar{c}\left\|v_{i}\right\|_{L^{r}}\left\|v_{i}\right\|_{H^{1}} \sum_{k=1,2}\left\|v_{k}\right\|_{L^{r^{\prime}}}+c\right\} \mathrm{d} s
\end{aligned}
$$

Using $\left\|v_{k}\right\|_{L^{r^{\prime}}} \leq\left\|v_{k}\right\|_{L^{1}}^{(r-2) / r}\left\|v_{k}\right\|_{L^{2}}^{2 / r}$, the inequality (5.2) for $p=2$ and Lemma 4.5 we have

$$
\begin{aligned}
& \bar{c} \sum_{i=1,2}\left\|v_{i}\right\|_{L^{r}}\left\|v_{i}\right\|_{H^{1}} \sum_{k=1,2}\left\|v_{k}\right\|_{L^{r^{\prime}}} \leq \sum_{i=1,2}\left\{\frac{\epsilon}{2}\left\|v_{i}\right\|_{H^{1}}^{2}+c\left\|v_{i}\right\|_{L^{2}}^{2} \sum_{k=1,2}\left\|v_{k}\right\|_{L^{2}}^{2}\right\} \\
& \leq \sum_{i=1,2}\left\{\frac{\epsilon}{2}\left\|v_{i}\right\|_{H^{1}}^{2}+\left[\frac{\sqrt{\epsilon}}{2 c_{2}(T)}\left\|v_{i} \ln v_{i}\right\|_{L^{1}}\left\|v_{i}\right\|_{H^{1}}+c\left\|v_{i}\right\|_{L^{1}}\right]^{2}\right\} \leq \sum_{i=1,2} \epsilon\left\|v_{i}\right\|_{H^{1}}^{2}+c .
\end{aligned}
$$

The previous estimates and the inequality (4.8) ensure the existence of positive constants $c(T), \widetilde{\kappa}$ independent of $M$ such that

$$
\begin{equation*}
\left\|v_{i}(t)\right\|_{L^{2}} \leq c_{3}(T), i=1,2, \quad\|z(t)\|_{W^{1, q}}^{2 r}+1 \leq \widetilde{\kappa}(T) \quad \forall t \in S \tag{4.9}
\end{equation*}
$$

3. Following the estimates in the proof of Theorem 3.3, but estimating $\left[\sigma_{M}\left(b_{i}\right)\right]^{+}$by $v_{i}+\widehat{K}$ and using $\widetilde{\kappa}(T)$ from (4.9) instead of $\kappa$ we find that $\left\|v_{i}(t)\right\|_{L^{\infty}} \leq c(T)$ for all $t \in S$ which gives the desired upper bounds for $b_{i}, i=1,2$, on $S$. Since by Lemma 4.4 it is $b_{i} \leq 1 / \bar{u}_{i}$ $\mu_{i}$-a.e. in $G$ for all $t \in S, i=3, \ldots, 2 l+2$, the proof is finished.

### 4.5 Existence result for (P)

Theorem 4.3 We assume (A1) - (A6). Then there exists at least one solution to (P).

Proof. It suffices to prove the existence of a solution to (P) on any finite time interval $S=[0, T]$. Such problems are denoted by $\left(\mathrm{P}_{S}\right)$. We choose $\bar{M}=2 c^{*}(T)$ (cf. Theorem 4.2). Then according to Theorem 4.1 there is a solution $(u, b, z)$ to $\left(\mathrm{P}_{\bar{M}}\right)$. The choice of $\bar{M}$ guarantees that the operators $\mathcal{R}_{\bar{M}}$ and $\mathcal{R}$ as well as the operators $\mathcal{A}_{\bar{M}}$ and $\mathcal{A}$ coincide on this solution. Therefore $(u, b, z)$ is a solution to $\left(\mathrm{P}_{S}\right)$, too.

## 5 Appendix

We suppose that $\Omega \subset \mathbb{R}^{2}$ is a bounded Lipschitzian domain. We use Sobolev's imbedding results (see [16]) and we apply the Gagliardo-Nirenberg inequality

$$
\begin{equation*}
\|w\|_{L^{p}} \leq c_{p}\|w\|_{L^{1}}^{1 / p}\|w\|_{H^{1}}^{1-1 / p} \quad \forall w \in H^{1}(\Omega), 1<p<\infty \tag{5.1}
\end{equation*}
$$

(see [5, 19]). As an extended version of this inequality one obtains that for any $\delta>0$ and any $p \in(1, \infty)$ there exists a $c_{\delta, p}>0$ such that

$$
\begin{equation*}
\|w\|_{L^{p}}^{p} \leq \delta\|w \ln |w|\|_{L^{1}}\|w\|_{H^{1}}^{p-1}+c_{\delta, p}\|w\|_{L^{1}} \quad \forall w \in H^{1}(\Omega) . \tag{5.2}
\end{equation*}
$$

This inequality is verified in [1] for bounded smooth domains and $p=3$. But (5.2) is true for bounded Lipschitzian domains and $p \in(1, \infty)$ since (5.1) is valid in this situation, too. Additionally, we make use of the following chain rule, which can be obtained from [3, Lemma 3.3].

Lemma 5.1 Let $X$ be a Hilbert space, $X^{*}$ its dual, $S=[0, T]$. Let $F: X^{*} \rightarrow \overline{\mathbb{R}}$ be proper, convex and semicontinuous. Assume that $u \in H^{1}\left(S, X^{*}\right), f \in L^{2}(S, X)$ and $f(t) \in \partial F(u(t))$ f.a.a. $t \in S$. Then $F \circ u: S \rightarrow \mathbb{R}$ is absolutely continuous, and

$$
\frac{\mathrm{d} F \circ u}{\mathrm{~d} t}(t)=\left\langle\frac{\mathrm{d} u}{\mathrm{~d} t}(t), f(t)\right\rangle_{X} \quad \text { f.a.a. } t \in S .
$$

Let $\bar{u} \in L^{\infty}(\Omega), \operatorname{essinf}_{x \in \Omega} \bar{u}(x) \geq c>0$. We define $B: L^{2}(\Omega) \longrightarrow L^{2}(\Omega)$ by $B w:=$ $\bar{u} w, w \in L^{2}(\Omega)$. For $S=[0, T], T<\infty$, the extended operator $B: L^{2}\left(S, L^{2}(\Omega)\right) \longrightarrow$ $L^{2}\left(S, L^{2}(\Omega)\right)$ is given by $(B w)(t):=B(w(t))$ f.a.a. $t \in S$. For the set

$$
W_{B}=\left\{w \in L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right):(B w)^{\prime} \in L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)^{*}\right)\right\}\right.
$$

the following assertions can be verified as in [8, 17, 22].
Lemma 5.2 Equipped with the scalar product

$$
(w, \bar{w})_{W_{B}}=(w, \bar{w})_{L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)\right)}+\left((B w)^{\prime},(B \bar{w})^{\prime}\right)_{L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)^{*}\right)}
$$

the linear space $W_{B}$ is a Hilbert space, which is continuously embedded in $C\left(S, L^{2}(\Omega)\right)$. The operator $B: W_{B} \rightarrow C\left(S, L^{2}(\Omega)\right)$ is continuous. For $w \in W_{B}$ and $t_{1}, t_{2} \in S$ the formula

$$
\int_{t_{1}}^{t_{2}}\left\langle(B w)^{\prime}(s), w(s)\right\rangle_{H^{1}} d s=\frac{1}{2}\left((B w)\left(t_{2}\right), w\left(t_{2}\right)\right)_{L^{2}}-\frac{1}{2}\left((B w)\left(t_{1}\right), w\left(t_{1}\right)\right)_{L^{2}}
$$

holds. The imbedding of $W_{B}$ in $L^{2}\left(S, L^{2}(\Omega)\right)$ is compact.
The following existence result can be proved as in [8, Chap. IV].
Lemma 5.3 Let $A: L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)\right) \rightarrow L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)^{*}\right)$ be the operator

$$
\langle A w, \bar{w}\rangle_{L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)\right)}:=\int_{0}^{T} \int_{\Omega} a \nabla w \cdot \nabla \bar{w} d x d s, \quad w, \bar{w} \in L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)\right),
$$

where $a \in L^{\infty}(S \times \Omega)$ with $a(t, x) \geq c>0$ f.a.a. $(t, x) \in S \times \Omega$. Then for every $f \in L^{2}\left(S, H_{0}^{1}\left(\Omega \cup \Gamma_{N}\right)^{*}\right)$ and every $U \in L^{2}(\Omega)$ there exists a unique solution to

$$
(B w)^{\prime}+A w=f, \quad(B w)(0)=U, \quad w \in W_{B} .
$$
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