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Abstract—We estimate potential energy savings in IP-over- same mixed integer linear program (MILP) to design a static
WDM networks achieved by switching off router line cards in  pase network and to reconfigure the network in every demand
low-demand hours. We compare three approaches to react on geanario such as to maximize the number of idle line cards.

dynamics in the IP traffic over time, FUFL, DUFL and DubDL. Thi h all ¢ id timal i
They provide different levels of freedom in adjusting the routing IS approach allows us 1o provide energy-oplimal Sol&ion

of ||ghtpaths in the WDM |ayer and the routing of demands or at IeaSt upper boUndS on the pOtentIal SaV|ngS. Section IV
in the IP layer. Using MILP models based on realistic network describes the used data. The computational study in Se¢tion
topologies and node architectures as well as realistic demands, reveals that allowing dynamic routing at the IP layer dejemd
power, and cost values, we show that already a simple monitoring on the traffic pattern contributes the most to the energyngavi

of the lightpath utilization in order to deactivate empty line cards L . . . .
(FuFL) brings substantial benefits. The most significant savings, Reconfiguring lightpaths in the WDM layer gives only little

however, are achieved by rerouting traffic in the IP layer QurL), additional benefit. Section VI concludes our work.
which allows emptying and deactivating lightpaths together with
the corresponding line cards. A sophisticated reoptimization of Il. NETWORK MODEL
the virtual topologies and the routing in the optical domain for We focus on IP-over-WDM networks. where the WDM
every dema_nd scenarioDubL) yields nearly no additional profits | ff, tical by- technol ,N des in the WDM
in the considered networks. ayer offers optical by-pass technology. Nodes in the
layer, which represent optical cross-connects (OXCs), are
|. INTRODUCTION interconnected by links representing optical fibers. Edoérfi
In the light of scarce fuel resources and the rising demandrries up toB WDM channels of capacity” Gbps each.
for energy [1], there is a growing interest in solutions an@XCs may connect incoming WDM channels to outgoing
“green” strategies in different fields to reduce the powemnes (assuming full wavelength conversion capability), or
consumption. In this work, we focus on energy efficiencterminate them in the corresponding nodes in the IP layer.
in IP (Internet protocol) over WDM (wavelength divisionThe IP layer is interconnected with the WDM layer by col-
multiplexing) backbone networks. The conservative apgmoaored router line cards, which perform optical-electrioptical
to network design leads to static solutions covering all tH®EO) conversion. IP routers can be equipped with line cards
traffic patterns and minimizing capex (capital expendiird  of bandwidthC' Gbps. Lightpaths, which are concatenations
dynamic adaptation of the network topology and the numbet WDM channels, terminate in the line cards. All parallel
of active components to the traffic patterns influences opkghtpaths between two IP routers form a virtual link in the
(operational expenditures), where energy is one of the k¥ layer. The virtual links together with the IP routers form
factors. The power consumption of IP routers and line cardsvirtual topology. IP routers are sources and destinatidns
is almost independent of the load and reaches hundreds of katkbone traffic, which is converted into an optical signal b
for multi-shelf configurations [2, 3, 4]. We pose the questiothe line cards and directly fed into OXCs.
of how much energy can be saved by dynamically switching A lightpath between two particular line cards may be
off idle IP router line cards in low-demand hours. The aimealized by one or several physical paths (routing in the WDM
of this paper is to estimate and compare the potential enetgyer). The IP traffic demands are routed on the virtual links
savings of three different approaches to make line cards idlefined by the set of lightpaths. We allow multi-path routing
by reconfiguring the routing at the IP and/or WDM layer. both in the IP layer (IP traffic can be split and routed via
Although several papers have focused on power consunmpdltiple virtual paths) and in the WDM layer (more than one
tion in single- [3, 5, 6, 7] and multi-layer networks [8, 9,]10 lightpath may be established between two IP routers).
our work is, to the best of our knowledge, the first study A (capex) cost-minimized static multi-layer network sexve
comparing the contribution of rerouting at different layéo as a starting point to our investigations. Given demandh wit
the energy savings. We systematically investigate thedgnfie temporal and spatial dynamics, it is designed to accomrneodat
of traffic variability on power consumption of dynamicallyall traffic without any adaptation of the routing and hardsvar
reconfigurable networks using realistic data on dynamif: traconfiguration. Based on this static base network, we conside
fic, network topologies, costs, and power of single netwotkree different approaches to decrease power consumgtion i
elements. As shown in Section Ill, we use variations of thibe operational phase by switching off unused line cards.



Fixed Upper Fixed Lower (FurL): Both the routing of drawback is to rely on the routing defined by the base network,
IP traffic in the upper virtual layer and the realization ofvhich can be suboptimal especially in low-demand hours.
lightpaths in the lower WDM layer are fixed over time. In contrast, FL and DubL with the objective of mini-
Demands have to be routed as in the static base network, usimging lightpaths are NP-hard optimization problems, asyth
the same lightpaths with the same percental splitting aken tgeneralize the uncapacitated fixed charge flow problem [11].
base network. Line cards of empty lightpaths can be switchBdFL is a single-layer network design problem which can be
off. Traffic can be shifted only between parallel lightpathat solved to optimality in a reasonable amount of time in pragti
correspond to the same physical path. see Section V. DDL is a computational challenge since it in-

Dynamic Upper Fixed Lower (DUFL): The virtual topol- volves optimizing two coupled network layers simultandgpus
ogy (including the realization of lightpaths) is fixed as iaHE  similar to designing the base network.

(Fixed Upper), but the routing of IP traffic can be changed Dynamics in the IP routing (DFL) may allow more line
(Dynamic Upper). In every demand scenario, we aim to rougards to be switched off, compared tw#t, by choosing a
the IP demands in the virtual topology in such a way thamart IP routing in each demand scenario, but it may lead
as many lightpaths as possible are emptied, which allowstto instabilities of connection-oriented protocols (e.gedo
switch off the corresponding line cards. overtaking of packets upon the change of the IP routing).

Dynamic Upper Dynamic Lower (DuDL): Both the rout- Moreover, decisions about the IP routing changes need to be
ing of the IP traffic in the virtual layer and the realizatioh oforwarded to all the involved routers. Even more signalisg i
lightpaths in the physical layer can be changed over tim#y wineeded for dynamics in the WDM layer (IDL). It has to be
the only restriction that the number of line installed caatls ensured that no packets are lost in the reconfiguration phase
each IP router must not be exceeded. The number of used itgen lightpaths are torn down.
cards has to be minimized by jointly optimizing the routing The detailed study of such operational issues as mentioned
in the IP and WDM layer. above is beyond the scope of this paper. We also do not provide

We do not consider the Fixed Upper Dynamic Lowegn algorithm or protocol to actually reconfigure the network
approach, since the IP routing would not be able to react fghen the demand changes. Indeed, the goal of this paper is to
the virtual topology change in this case. compare the three approaches from a conceptual perspective

and to give an upper bound on their energy-saving poteihrtial.

132 054 this respectz the savings_ withLJDL serve as an upper bound
.% .% for those with DUFL, which in turn serves as a benchmark

A A==== i for the more restrictive BFL. In practice, a trade-off between

potential energy savings and the complexity of reconfigomat

(a) base network, 7 light-
paths, 14 line cards

(b) FUFL, 6 lightpaths, 12
line cards

needs to be found on a given time scale.

I1l. METHODOLOGY AND MATHEMATICAL MODELS

.B B4 We first design an IP-over-WDM network that serves as a
0.6 77N\ . . . . . . .
% %} o\ basis for our investigations. This base network is considler
. . /7 . o . . . .
=== A~ Nc to bestatic: independent of demand fluctuations over time, all
N 04 N hardware equipment as well as the IP-routing and the realiza
08N D 08N tion of lightpaths in the optical domain are fixed. The networ
_ ‘ is designed to accommodate all (peak) demand realizations i
(c) Dur, 4 lightpaths, 8 (c) Dun:.. 3 lightpaths, & a given period of time without any reconfiguration. Among

all possible topologies and routings, we aim at startindn it

EQULe é-l' Exsameple of| optim?l Yirtu?ll't0£0|09i6$ (gglid 'irze@dl!" fOUtigg)S base network that is minimal with respect to equipment cost.
ashed lines). Granu antyo virtual lin capacny =1 (two line-cards). .

There are four peak demands 8 = 1.3, AC' = 2.1, AD = 1.2, BC' — leen a pase network, we then compare the three approaches

0.7), which decrease in the low-demand hodr® = 0.6, AC = 0.4, AD = t0 minimize the number of active line cards.

0.8, BC = 0.6). We save2, 6, and8 line cards with FOFL, DUFL, and DuDL,

respectively. A. Design of a base network

Fig. 1 shows a simple example on how each of the ap-Designing a cost-minimal network that allows all known
proaches may decrease the number of active line cardsdgmand scenarios to be realized is a highly complex robust
a low-demand hour. The physical fiber installation and theetwork design problem, for which only first mathematical
hardware configurations at the nodes from the base netwagpproaches have been developed (see [12] and references
are untouched. New line cards must not be installed. therein). Our approach is based on constructing a demand ma-

FUFL is the most restrictive option. It is the easiest to btix that refers to all peak demands over time and dimensgni
realized in practice since it does not require any optinorat the base network with respect to this maximum matrix.
but only monitoring of the lightpath utilization. Decisisn Let V' be the set of all demand end-nodes anddlggtbe
on switching line cards on and off can be taken locally. lthe (undirected) demand value for each pair of nodeg) €



V x V)i < j and each point in timeé € 7. We compute a and commodity. Inequalities (2b) choose a subset of paths

maximum demand matrixd;3*); jyevxv by between the nodes and j and install enough capacity to
A7 ax b 1) accommodate all the V|_rtuaI link flpw corresponding(ioy).
K ter 7 The virtual node capacity constraints (2¢) make sure that th
and calculate a minimum-cost IP-over-WDM network whicl§apacity of a node suffices to switch all the incoming traffic,
satisfies this maximum demand matrix. including the emanating demand. Constraints (2d) seleet on

We optimize both network layers at the same time in d@uter configuration at every node. Eventually, the physica
integrated step. Our model is close to the one used in [13].lilk capacity constraints (2e) make sure that the number of
comprises all relevant sources of installation cost botthan available wavelengths on a fiber is not exceeded.

IP and the WDM layer. Extensions of this model are later used . n,n e
; P . min a "z, + +
to evaluate the energy savings in different demand scenario Z i Z Yr Z By

Parameters Assuming all network elements to be bidirec- kLEV’TfN L rer e
tional, we model the optical layer by an undirected physical Z (fig =) = di, icVike K (29)
supply networkG = (V, E) consisting of the location¥” and JEVALi}
the physical linksE. Every nodei € V has a preinstalled Z Cy, — Z( 1.’3. + ﬁ,) >0, (i,j)eVxV (2b)
optical cross-connect and can be equipped with an IP routefep, ke kK
out of the setN of IP routers. Every route, € N has a "o .
maximum switching capacity of” and a cost oi™. Every Z Cray - Z Cyp 2 diy i€V (2c)
physical linke € E can operate an arbitrary number of fibers nen el
at cost3¢ per fiber, each supportingg wavelength channels. dap <1, i€V (2d)

For every node pai(i,j) € V x V,i < j, the setP j neN
denotes all admissible routing paths @ between nodeg By, — Z yp > 0, e€kE (2e)
and j, which can be used to realize lightpaths. l/&tbe the pEPcCp
union of all these paths anH; the set of all paths ending at 2137 712 €Ry, Yp,ye € Zy, 2 € {0,1} (29

nodei. Each pathp € P can be equipped with multiples of
the bandwidthC'. This corresponds to installing an appropriat8- Evaluation of different demand scenarios
number of interface cards at the end-nodeg.ofhe costy of In the following, we explain how we adapt model (2) to
establishing a lightpath (installing one unit of capadityon evaluate the possible energy savings fayFg, DuUrFL and
a pathp € P) is given by the cost for two line cards. EveryDubL under dynamically changing demands.
such unit consumes one wavelength channel in the physicaFurL Consider a demand between nodesand j with
network on every physical link of the path. base valuef;**. In each low-demand houre T' where this
Demands and commoditiesFrom the matrixd™*, we demand has valug;, we reduce the flow on each virtual path
construct commoditiet € K by aggregating demands at &or this demand by the factmﬁj/d?;a" € [0,1] and reduce the
common source node. This modeling trick [13] reduces tlwapacity on the path accordingly. No optimization is needed
number of commodities fron®(|V|*) to O(|V|) and leads DuFL For everyt € T, we compute a new routing by
to commodities having one source and several target nodesing a variant of (2). We fix the physical network and the IP
A net demand valuel* is associated with every commodityrouters by fixing the variableg. andz? to their values from
k € K and every node € V such thaty", ., d¥ = 0. It the static base network. The virtual link capacity variabjg
specifies the net demand starting {ff > 0) or ending (if can be reduced with OFL compared to the base network,
d¥ < 0) at nodei. The demand value of a commaodity is giverbut not augmented. This is ensured by adding the constraint
by di := > i ld|. yp < yh**¢ to (2) for all p € P, whereyb**® is the capacity
Variables The flow variablesf};, /¥ € R, describe the of virtual link p in the base network. The IP flow can be
flow for commodity £ on virtual link between:; and j in rerouted such as to minimize the number of active line cards.
both directions. These variables aggregate the IP traffiallon Hence an energy optimal routing for every time period T’
lightpaths with endnodesand j. The distribution of virtual can be computed by fixing and bounding variablgs =}
link flow to the chosen physical representations and also thed y, in (2) as described above, using the demand matrix
disaggregation of commodities to individual demands can b& instead ofd™*, and changing the objective function to
done in a post-processing step, see [14]. Variables Z, minimize Zpepyp.
count the number of lightpaths realized pre P. Similarly, DupL Similarly to DUFL, we use a variant of model (2) to
ye € Z, denotes the number of fibers installed on physicabmpute an energy-efficient network in each demand scenario
link e € E. The binary variable: € {0, 1} states whether or t € T. Again we fix the physical topology and the installed
not routern is installed at nodé € V. IP routers by fixing the variableg. andz} to the values of
Model The problem of minimizing the cost for a feasithe base network, and minimize the number of line cards. In
ble network configuration and routing satisfying the demarmbntrast to the previous case, not only the flow variablesean
matrix d™** can be formulated as the MILP (2). Equachanged, but also the capacity variabjgsin order not to ex-
tions (2a) are the flow conservation constraints for eveigenoceed the number of line cards installed at each node in the bas



network, we add the constraints . p v, < >
every nodei € V.

base 8 g
pep, YpoC for N X

IV. DATA

We have made an effort to use as realistic data (network
topologies, traffic demands, costs, and power) as posiiige.
have used the detailed hadware and cost model for IP a
WDM equipment from [15], which has been developed b;
equipment vendors and network operators within the Eumope

NOBEL project [16]. i
Cost and power of network elementsEvery network node i a / K a

can be equipped with one out of nine different IP routers - o .

accommodating 16-208 line cards with a capacity of 640— ¢ DA YT

8320 Gbhps. Routers with a capacity of more than 640 Gbps (a) gerl7, DFN (b) gerl7, Dwivedi-Wagner
are multi-chassis configurations. We considered a 40 Gbps

colored line card interface that connects the IP router & thigure 2. Physical topology, and source traffic distributidhe size of a
WDM system. To estimate the cost of this interface following§ode represents its emanating demand. The DFN demands (a)amiefUft-
[15], we combined a 40 Gbps IP router slot card, a 4x1 niralized in contrast to the DWG demands (b).

GE LR port card, and a 4x10G ELH muxponder. The power

was evaluated by combining a Cisco 4-port 10-GE Tunabie sumy>, . d2** of all demands in the maximum demand

consume 500 W [2, 17]. values as thenaximum total demand, while the value)_, _; d!;

We assume an 80-channel optical system. Following [1%enotes theotal demand at timet € 7. ’
an optical fiber installed on a physical link is composed of The DFN matrices have a centralized structure with a large
optical line amplifiers (OLA), dynamic gain equalizers (DGE demand emanating from Frankfurt, which is a large entry
dispersion-compensating fibers (DCF), and WDM multipleXgoint for cross-atlantic traffic. They also exhibit temgdora
ers. The corresponding total cost of the fiber depends on {igaks caused by single academic institutions sending large
length of the physical link. As in [15] we assume an OXC t@mounts of traffic to another institution or to an internasib
be composed of wavelength-selective switches (WSS), whighckbone. Therefore we also evaluated the energy savings in
results in a fixed cost and a cost that linearly scales wigérﬂ with demand matrices generated using the Dwivedi-
number of connected fibers. We may hence map the lati§gagner (DWG) model [19] based on population statistics. The
to the cost of fibers. resulting demands are much less centralized. Fig. 2 higtslig

Notice that out of the 80 available wavelength channels pgfe differences between the DFN and DWG demands; the
fiber, at most 57 were used in the networks resulting frogtea of each node is proportional to its emanating demand.
our computations, even for high demand values. Assigningom the single demand matr{k;; ). jev xv Obtained from
wavelengths to the lightpaths in a postprocessing stepl$hothe DWG model, we have generated demand matrices for all
thus not require the installation of any Wavelength corarsrt time periods by app|y|ng the relative demand Changes in the

Network topology We used a German backbone networbFN measurements to the computed DWG matrix as follows.
(gerl?) with 17 nodes and 26 links that has been defined @GRen the DFN demandg‘ngj) over time, the maximum
a reference network in the dBEL project [16] (Fig. 2). For pDEN demandgd;3**), and the single DWG matrifb;;), we
every node paifi, j) we precalculated the sét; ;) of the 50  calculate dynamic DWG demand in the following way:
shortest paths using the spherical distances between ties.no , P
The paths were limited in length to 1500 km. bij = bij - dij [ di5™ .

Demands We have evaluated the possible energy savingsThe time-dependent scaling factdf, /dm> takes values
with different temporal and spatial demand distributioas, in the interval [0, 1], which for every (i, j) normalizes the
different time scales (every 15 min, every day, every montfthaximum DFN demand. It hence rules out the domination
and with different maximum total demands (1, 3 and 5 TbpSjffects caused by single demands in the measurements. Fig. 3

One set of demands for ger17 was taken from measureme|igtrates this effect for the daily total demand value®rov
in the national research backbone network operated by thse month.

German DFN-Verein [18]. These have been taken in 5-minute

intervals in the year 2005. These matrices were aggregated t V. RESULTS

time intervals of 15 minutes over the day 2005-02-15, irdkrv ~ The constructed base network is over-provisioned by defi-

of one day over February 2005, and intervals of one monitlition since peak demands do not occur all at the same time.

over year 2005. Consequently, allowing to change the IP-routing or the-real
To vary the ratio between demands and the capacity gramation of lightpaths in low-demand hours with the objeetiv

ularity, we scaled all demands by the same factor such thditminimizing the number of line-cards has a dramatic effect
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Figure 3. Total demand over time, every day of February 2005jmar
total demand value 5 Thps. The DWG matrices show the expectealioeh
over time with peaks during the week and low traffic on weekehdsontrast,
the DFN measurements exhibit peaks caused by single demands.

Power consumption of line cards in

Power consumption

on the consumed energy. One should hence not overestimaté) Power consumption, 3 Tops  (d) Power consumption, 5 Tbps

the total energy savings compared to the static base soengtigure 4. ger17 network, DFN traffic, 1/3/5 Tbps, every 15 r@suon
Although these values are still interesting from a prattic&ebruary 15, 2005. The power consumption curves follow thal iemand
perspective, the more important comparison is the one lmetw%‘éxgbngl‘%edn'gﬁ[eo?";DbLet""ee”U'E" and DUFL is much larger than the
the three strategiesurL, DUFL, and DupL in low- and high-

demand situations.

All computations have been carried out on an 64-bit Intgéspectively. The corresponding values for 3 Tbps and 5 Thps
3.00 GHz CPU with 8 GB main memory. All occurring MILPsare 1.55/1.07/0.95 and 2.32/1.59/1.51 MWh. These figures
have been solved usingPCEX 12.1 [20] as a black-box solver show that reconfiguration in the virtual layer byuBL saves
with a time limit of 1 hour. much energy compared taJFL. In contrast, reconfiguring the

In the following we focus on the results for the gerl¥irtual topology in the physical layer (L) does not give
network and the 96 DFN traffic matrices given for every 1huch additional profit. In the 5 Tbps scenario thef and
minutes of 24 hours, with 1, 3 and 5 Thps maximum tota@bupL curves nearly coincide. The lower bound forubL
demand. The observed phenomena were consistent overpadives that only a small amount of energy can be saved
considered scenarios (28 DFN matrices over a month, 12 Diebmpared to DFL. There seems to be more tolerance in the
matrices over a year, DWG demands). 1 Tbps scenario. In this case we cannot verify whether our

For most of the FL optimizations an energy-minimal DubpL solutions are optimal or whether there exist solutions
solution was obtained within seconds or minutes. For onyoser to the lower bound.

a few instances we hit the time-limit with an optimality gap Although comparing BFL to the over-dimensioned base
(relative difference between the number of line cards in theetwork (3.288 MWh consumed over the day by the line cards
best solution and a mathematically proven lower bound ® thinly) may lead to misinterpretations, we note that-E alone
number) below 5%. The optimization problem correspondingight give substantial savings and is easy to realize intjgec

to DuDL is harder to solve. All DL runs hit the time- In the 5 Thps scenario UL reduces the power of the active
limit with optimality gaps of 11%-30% (1 Thps) and 3%-ine cards in low-demand hours by up to 47 % at 05:30 am
15% (5 Tbps). All comparisons of the three strategies will @4 % for DuFL and 76 % for uDL). Even in the high-
made against the lower bound on the number of line cardsléad scenario the savings are significant (12 %, 28 %, and
use, which corresponds to an upper bound on the maxim@m % for FUFL, DUFL and DubpL at 02:45 pm, respectively).
possible energy savings in the considered scenario. Nate t@onsidering the power consumption at 05:30 am and 02:45
for FUFL and for almost all DFL runs dual bounds and pm for a maximum total demand of 5 Thps, 40 % of power
solution values are identical. for FUFL, 63 % for DUFL, and 66 % for DL can be saved

Figures 4(b)—(d) illustrate the solution values for theebasn the early morning compared to the peak hour.
network (constant over time), the power values obtainett wit To understand the relatively poor outcome ob@ , one
FUFL, and the values and dual bounds foufd and DubL. has to consider two extreme scenarios. If the demand in the
Notice that these values relate to power of line cards onlyetwork is very large, the virtual topology in the base nekwvo
which constitute 23.1/22.5/24.5 % of the total power of ling close to a full mesh. Since WL may use any virtual link
cards and IP routers for the static base network 1/3/5 Tbpsfadm the base network, thewrL solution is (close to) optimal.
maximum total demand, respectively. DubL cannot benefit from choosing lightpaths inactive in the

The power consumption generally follows the total demarzhse network. If, on the other hand, the demands are very
curve (Fig. 4(a)). In the 1 Tbps scenario, the network coresunmsmall, the optimal virtual topology of the base network will
0.77/0.57/0.41 MWh over the day foruFL/DUFL/DuDL, be a tree. Also both DFL and DupL will find a tree network.



Both trees might differ, but use the same number of line cards

Hence again DDL cannot benefit compared toubL. For the

gerl7 network, Fig. 4(b) illustrates thatuDL saves energy [4]

only in peak demand hours of the 1 Thps scenario.

09

08

Average virtual link utilization

(a) 1 Tbps

Figure 5. Average virtual link utilization over all activértwal links for ger17,

DFN, 1/5 Thps, every 15 minutes.UDL and DUFL achieve high lightpath

utilization due to dynamic multi-path IP routing.

For the success of OFL it may be crucial that we admit

flow splitting in the virtual domain, which allows @FL to fill

[5]

routing,” in Proc. of the INFOCOM, Phoenix, USA, 2008,
pp. 1130-1138.

M. Gupta and S. Singh, “Greening of the internet,
in Proc. of the ACM S GCOMM, Karlsruhe, Germany,
2003.

L. Chiaraviglio, M. Mellia, and F. Neri, “Reducing power
consumption in backbone networks,”fnoc. of the ICC,
Dresden, Germany, 2009.

[6] ——, “Energy-aware backbone networks: a case study,”

[7]

[8]

[9]

up the established lightpaths to a high extent (see Fig. 5(a)

and (b)).

VI. CONCLUSIONS

[10]

Our study has shown that a significant amount of energy
can be saved by switching off line cards in low-demand hours

with any of the considered reconfiguration strategiesLk

DurL and DuDpL. The formulated MILP allowed us to provide

[11]

high quality solutions together with upper bounds on the
maximum possible energy savings in the corresponding multi

layer optimization problems. We used realistic topologiefl?2]

traffic data, cost and power values. Our main result is that

rerouting demands in the IP layer ¢BL) contributes the most
to the energy savings. Allowing additional reconfiguration [13]
the optical domain (DDL) barely brings any extra benefit

in the considered scenarios. Reconfiguring the IP routing is
nowadays part of the daily business of network operators. Ou

work indicates that energy should be included in the objecti[14]

function whenever IP routing weights are reconfigured in the

operational phase. It should also motivate equipment vando
to provide line cards with a convenient and fast functidgali [15]

to be switched on and off.
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