
AN ADAPTIVE FINITE ELEMENTMOREAU-YOSIDA-BASED SOLVER FOR A NON-SMOOTHCAHN-HILLIARD PROBLEMM. HINTERMÜLLER, M. HINZE AND M. H. TBERAbstra
t. An adaptive �nite element semi-smooth Newton solver forthe Cahn-Hilliard model with double obsta
le free energy is proposed.For this purpose, the governing system is dis
retised in time using asemi-impli
it s
heme, and the resulting time-dis
rete system is formu-lated as an optimal 
ontrol problem with pointwise 
onstraints on the
ontrol. For the numeri
al solution of the optimal 
ontrol problem,we propose a fun
tion spa
e based algorithm whi
h 
ombines a Moreau-Yosida regularization te
hnique for handling the 
ontrol 
onstraints witha semi-smooth-Newton method for solving the optimality systems ofthe resulting sub-problems. Further, for the dis
retization in spa
e andin 
onne
tion with the proposed algorithm, an adaptive �nite elementmethod is 
onsidered. The performan
e of the overall algorithm is illus-trated by numeri
al experiments.1. Introdu
tionThe mathemati
al study of interfa
e dynami
s has attra
ted a lot of in-terest in the last de
ades. Appli
ations in
lude multi-phase �ow, 
ra
k prop-agation, solidi�
ation, melting pro
esses, lubri
ation me
hanisms, et
. [10℄.Two major approa
hes have been used for tra
king interfa
es: sharp interfa
emodels and phase-�eld models, respe
tively. In the former, the interfa
e isdes
ribed as an evolving manifold whose motion is 
ontrolled by boundary
onditions whi
h are 
onsistent with the physi
s of the modeled me
hanism.In phase-�eld approa
hes an additional order parameter is introdu
ed, whi
his 
ontinuous in spa
e but preferably takes distin
t 
onstant values in ea
hphase. As a 
onsequen
e, the physi
al interfa
e is lo
ated in the transitionzone where this parameter 
hanges its value. By driving the thi
kness of thetransition zone to zero, typi
ally the sharp-interfa
e limit is obtained. Math-emati
ally, phase-�eld models 
onvert a free-boundary problem into a set ofpartial di�erential equations whi
h allow for a more 
onvenient numeri
altreatment.M. Hintermüller and M.H. Tber a
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AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 2A typi
al phase-�eld model whi
h has proven to be ex
ellent for des
rib-ing several physi
al phenomena su
h as, e.g., phase transitions in binaryalloys is given by the Cahn-Hilliard system [8℄. It was originally derived forspinodal de
omposition o

urring when a homogeneous high-temperaturemixture of two metalli
 
omponents is rapidly quen
hed below a 
riti
altemperature. The mixture be
omes inhomogeneous and forms a stru
turealternating between the two alloy 
omponents. Later, the Cahn-Hilliard the-ory was adopted to a broad range of appli
ations exhibiting similar phaseseparation behavior. Examples in
lude problems in mathemati
al image pro-
essing [15℄, in �uid dynami
s [1℄ or even in 
an
er growth modeling [20℄.Based on minimizing an energy fun
tional of Ginzburg-Landau type, theCahn-Hilliard model gives rise to a mathemati
al system involving a para-boli
 forth order (in spa
e) operator. A mixed formulation splits this op-erator into a 
oupled paraboli
-ellipti
 se
ond order (in spa
e) system. De-pending on the underlying free energy, a variational inequality might o

ur.The latter is in parti
ular true for the popular double obsta
le free energy,whi
h was thoroughly analyzed by Blowey and Elliot in [6℄. In [7℄ the sameauthors investigated the problem from a numeri
al point of view. Con
ern-ing the e�
ient algorithmi
 treatment of Cahn-Hilliard models involving thedouble obsta
le potential we mention here the pre
onditioned Uzawa typesolver proposed re
ently by Gräser and Kornhuber [22℄ and the many ref-eren
es therein. Based on this algorithm, an adaptive �nite element solverwas designed and applied su

essfully to problems in two and three spatialdimensions in [3℄ and [4℄.The aim of the present paper is to supplement existing algorithmi
 ap-proa
hes like the one in [22℄ for solving the Cahn-Hilliard model with doubleobsta
le potential. The proposed method is of semi-smooth Newton type andallows for a 
onvergen
e analysis in fun
tion spa
e. In view of the theoryin [26℄, one then expe
ts a mesh-independent behavior of the algorithm, i.e.on
e the dis
retization is ��ne� enough the 
onvergen
e rate of the dis
retes
heme mat
hes the one of its 
ontinuous 
ounterpart. In parti
ular, fur-ther mesh re�nements should not adversely a�e
t the 
onvergen
e behaviorof the dis
retized method. For the dis
retization in time we use a semi-impli
it s
heme, and, following [21, 22℄ and the referen
es therein, we formu-late the time-dis
rete system as an optimal 
ontrol problem with pointwise
onstraints on the 
ontrol. The 
onstraints are handled by a regularization ofMoreau-Yosida type whi
h is related to an augmented Lagrangian penaliza-tion. The optimality systems of the resulting regularized (sub-)problems aresolved by a lo
al superlinearly 
onvergent semi-smooth-Newton method [23℄.Within the framework 
onsidered in this paper, the solution at a given timeprovides an ex
ellent initial point for the semi-smooth-Newton method for
omputing the solution at the next time step. We re
all that usually the timestep size is related to the interfa
e width due to the phase-�eld approa
h.The good initial guess enables one even to operate with little regulariza-tion, i.e. large penalty parameter, without su�ering from ill-
onditioning or



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 3mesh-dependen
e e�e
ts. In order to further enhan
e the e�
ien
y of ouralgorithm, we explore an adaptive �nite element method for the dis
retiza-tion in spa
e utilizing a posteriori te
hniques. In the dis
rete setting andin 
onne
tion with the semi-smooth Newton method, we also show that theresulting linear systems are well posed and are solved e�
iently by usingS
hur 
omplements.The rest of this paper is organized as follows. In Se
tion 2 we des
ribethe Cahn-Hilliard model with the double obsta
le free energy. In se
tion 3a semi-impli
it time dis
rete problem is 
onsidered. We show that the time-dis
rete problem is equivalent to an optimal 
ontrol problem whose regular-ized version is introdu
ed and analyzed in se
tion 4. In se
tion 5 we proposea semi-smooth Newton method to solve the regularized sub-problems. In se
-tion 6 we design an adaptive �nite element algorithm based on a posteriorierror analysis. Finally, numeri
al experiments are reported on in se
tion 7.2. Cahn-Hilliard modelFor time t ∈ (0, T ), with T > 0 �xed, we 
onsider an alloy 
omposed ofa binary mixture of 
omponents A and B with respe
tive 
on
entrations cAand cB lo
ated in the spatial domain Ω ⊂ R
n with n ∈ {1, 2, 3}. The lo
alphase variable

u =
cA − cB
cA + cB

in Ω,satis�es −1 ≤ u ≤ 1 with u ≡ 1 (u ≡ −1) in the pure B-phase (A-phase)region. A mixture of the two 
omponents yields −1 < u < 1 and gives rise toan interfa
ial layer. Following [19℄, under mass 
onservation the equilibriumpro�le of the mixture minimizes the Ginzburg-Landau energy
Eγ(u) =

γ

2

∫

Ω
|∇u|2dx+

∫

Ω
Ψ(u)dx.Here, √γ relates to the width of the interfa
e region and Ψ(u) denotes thehomogeneous free-energy density. The generalized 
hemi
al potential w isgiven by(2.1) w :=

δEγ

δu
= −γ∆u+ Ψ′(u),and mass 
onservation (see [8℄) yields(2.2) ∂u

∂t
= −∇ · J with J = −M(u)∇w,where M(u) is the mobility. Degenerate mobilities 
an be motivated bypra
ti
al appli
ations and were 
onsidered, e.g. in [5, 18℄. In this paper,however, we assume a non-degnerate 
ase and use, without loss of generality,

M(u) ≡ 1. It is well-known that the equations (2.1) and (2.2) 
onstitute theCahn-Hilliard system.



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 4Con
erning the free energy Ψ, besides the double-well and logarithmi
potentials 
onsidered in the literature (see for instan
e [17, 13℄), the double-obsta
le potential is a good approximation in parti
ular for deep quen
hes[7℄. It is given by
Ψ(u) :=

{
1

2
(1 − u2) if u ∈ [−1, 1],

+∞ if u /∈ [−1, 1].In this 
ase, (2.1) be
omes(2.3) w + γ∆u ∈ ∂Ψ(u),where ∂Ψ is the subdi�erential of Ψ. The potential equation (2.3) is equiva-lent to(2.4) |u| ≤ 1, 〈−γ∆u− w − u, v − u〉 ≥ 0 ∀v with |v| ≤ 1.We supplement (2.2) and (2.4) by appropriate initial and boundary 
ondi-tions:
u0 ∈ K :=

{
v ∈ H1(Ω) : |v| ≤ 1 in Ω

}
,

∂w

∂n
=
∂u

∂n
= 0 on ∂Ω,respe
tively. Summarizing, the variational form of our Cahn-Hilliard systemwith a 
onstant mobility and the double obsta
le free energy 
onsists in�nding the order parameter u and the 
hemi
al potential w su
h that

(u,w) ∈ H1(0, T,H1(Ω)) ∩ L∞(0, T,H1(Ω)∗) × L2(0, T,H1(Ω)),(2.5)
u(t) ∈ K ∀t ∈]0, T [,(2.6)

〈
∂u

∂t
, v

〉
+ (∇w,∇v) = 0, ∀v ∈ H1(Ω),(2.7)

γ(∇u,∇v −∇u) − (u, v − u) ≥ (w, v − u) ∀v ∈ K,(2.8)
u(0) = u0,(2.9)where (·, ·) and 〈·, ·〉 stand for the usual L2(Ω)-inner produ
t and the dualitypairing of H1(Ω) and its dual H1(Ω)∗, respe
tively. Con
erning existen
e,uniqueness and regularity of a solution of (2.5)�(2.9), we refer to [6℄.3. Time-dis
rete Cahn-Hilliard systemWe integrate (2.5)�(2.9) in time by utilizing a semi-impli
it Euler s
heme.For this purpose, let uτold ∈ H1(Ω) and uτ ∈ H1(Ω) denote the time-dis
retesolution at told and t = told + τ , respe
tively. Here, τ > 0 denotes the(uniform) time-step size. Then uτ with asso
iated wτ solves the problem:Find u ∈ K and w ∈ H1(Ω) su
h that

(u, v) + τ(∇w,∇v) = (uold, v) ∀v ∈ H1(Ω),(3.1)
γ(∇u,∇v −∇u) − (w, v − u) ≥ (uold, v − u) ∀v ∈ K.(3.2)



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 5We mention that in [7℄ an un
onditional gradient stability result for the dis-
retization s
heme (3.1)�(3.2) was established. In order to ease the notation,from now on we write u and uold instead of uτ and uτold, respe
tively.Following [21, 22℄, it is 
onvenient to interpret (3.1)�(3.2) as the �rst orderoptimality system of an optimization problem. For the formulation of thelatter we de�ne the Sobolev spa
e
V0 =

{
v ∈ H1(Ω) : (v, 1) = 0

}
,and assume, without loss of generality, that (u0, 1) = 0, (uold, 1) = 0 and

|Ω| = 1 hold true. We further use ‖·‖ for the L2-norm. For the minimizationproblem(P) min
(u,w)∈K×V0

J(u,w) :=
γ

2
‖∇u‖2+

τ

2
‖∇w‖2−(uold, u) subje
t to (3.1)we have the following result.Lemma 3.1. Let F be the feasible set of (P). Then the following propertieshold true:(i) F 6= ∅ and F ⊂ V0 × V0.(ii) F is a 
losed 
onvex set of H1(Ω) ×H1(Ω).(iii) J is stri
tly 
onvex on F .(iv) For every sequen
e (un, wn)n∈N in F su
h that lim

n→∞
‖un‖H1(Ω) = +∞or lim

n→∞
‖wn‖H1(Ω) = +∞ we have limn→∞ J(un, wn) = +∞.Proof. (i) We have F 6= ∅ sin
e (uold, 0) ∈ F . In addition, for all (u,w) ∈ Fwe have w ∈ V0. By taking v = 1 in (3.1), we obtain (u, 1) = (uold, 1) = 0.Therefore, F ⊂ V0 × V0.(ii) The 
onvexity of F follows from the 
onvexity of K ×H1(Ω) and thelinearity of (3.1). For the 
losedness of F 
onsider a sequen
e (un, wn)n∈N ⊂

F su
h that (un, wn) → (u,w) in H1(Ω) ×H1(Ω). Then,(3.3) (un, v) + τ(∇wn,∇v) = (uold, v) ∀v ∈ H1(Ω)whi
h, upon passing to the limit, yields (3.1). The requirement |u| ≤ 1 a.e.in Ω follows from the weak 
losedness of K.(iii) Let (u1, w1), (u2, w2) ∈ F and α ∈]0, 1[. Setting
r(α) := αJ(u1, w1) + (1 − α)J(u2, w2) − J(α(u1, w1) + (1 − α)(u2, w2)),we have r(α) = 1

2α(1 −α)(‖∇(u1 − u2)‖2 + ‖∇(w1 −w2)‖2) ≥ 0. Moreover,
r(α) = 0 yields(3.4) ‖∇(u1 − u2)‖ = ‖∇(w1 − w2)‖ = 0.Sin
e F ⊂ V0 × V0, we dedu
e from the Poin
aré-Friedri
hs inequality and(3.4) that (u1, w1) = (u1, w2). Consequently, J is stri
tly 
onvex on F .(iv) By Young's inequality we have

J(u,w) ≥ γ

2
‖∇u‖2 +

τ

2
‖∇w‖2 − β

2
‖u‖2 − 1

2β
‖uold‖2



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 6for all (u,w) ∈ F and for all β > 0. Again from F ⊂ V0 × V0 and thePoin
aré-Friedri
hs inequality we infer
J(u,w) ≥ (κ− βCp)

2
‖∇u‖2 +

τ

2
‖∇w‖2 − 1

2β
‖ uold‖2 ∀β > 0.Consequently, (iv) follows from 
hoosing β su
h that γ − β Cp > 0. �The relation between (P) and (3.1)�(3.2) is established next.Theorem 3.2. The problem (P) has a unique solution (u⋆, w⋆). Moreoverthere exists a Lagrange multiplier p⋆ ∈ H1(Ω) su
h that w⋆ = p⋆ − (p⋆, 1)and (u⋆, p⋆) is a solution of (3.1)�(3.2). Conversely, if (u⋆, p⋆) is a solutionto (3.1)�(3.2), then (u⋆, w⋆) with w⋆ = p⋆ − (p⋆, 1) is the unique solution of(P).Proof. The existen
e and uniqueness of the solution of (P) are immediate
onsequen
es of the previous lemma. The existen
e of a Lagrange multiplier

p⋆ follows from mathemati
al programming in Bana
h spa
e; see, e.g., [33℄.In order to keep the paper self
ontained we repeat the main result in theappendix and 
he
k here that the 
onstraint quali�
ation (8.2) is satis�ed.For a given f ∈ H1(Ω)∗, in our 
ontext it 
onsists in �nding (u,w) ∈ K×V0and ξ ≥ 0 su
h that(3.5) τ(∇w,∇v) = 〈f, v〉 − ξ(u− u⋆, v) =: g ∀v ∈ H1(Ω).Let u ∈ K su
h that (u, 1) 6= 0 and ξ = 〈f, 1〉/(u, 1) ≥ 0. Its existen
eis guaranteed sin
e K is symmetri
 with respe
t to the origin. Note thatthe right hand side g ∈ H1(Ω)∗ in (3.5) satis�es the 
ompatibility 
ondition
〈g, 1〉 = 0. Hen
e, by the Lax-Milgram theorem there exists a unique w su
hthat (3.5) is full�lled. Now Theorem 8.1 yields the existen
e of an adjointstate (or Lagrange multiplier asso
iated with (3.1)) p⋆ ∈ H1(Ω) su
h that

(u⋆, v) + τ(∇w⋆,∇v) = (uold, v) ∀v ∈ H1(Ω),(3.6)
γ (∇u⋆,∇(v − u⋆)) − (p⋆, v − u⋆) ≥ (uold, v − u⋆) ∀v ∈ K,(3.7)

(∇p⋆,∇v) = (∇w⋆,∇v) ∀v ∈ H1(Ω).(3.8)Consequently, (u⋆, p⋆) is a solution of (3.1)�(3.2).For the reverse impli
ation it is 
lear that if (u⋆, p⋆) is a solution of (3.1)�(3.2), then (u⋆, w⋆, p⋆) with w⋆ = p⋆ − (p⋆, 1) is a solution of the optimalitysystem (3.6)�(3.8). Sin
e (P) is a 
onvex problem, any stationary point of(P), i.e. a solution of (3.6)�(3.8), is also a global solution of (P). Thus,
(u⋆, w⋆) is the unique solution of (P). �4. Moreau-Yosida regularized problemIt is well-known that variational inequalities like (3.7) may be reformulatedas 
omplementarity systems by introdu
ing Lagrange multipliers asso
iatedwith the 
onstraints in K. Sin
e u ∈ H1(Ω), these multipliers are elementsof H1(Ω)∗, thus not allowing a pointwise interpretation. This low regularity
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ompli
ates the numeri
al treatment and might have an adverse e�e
t onthe 
onvergen
e rate of an asso
iated solution method. For this purpose werepla
e the above optimization problem by its Moreau-Yosida regularizedversion(Pc) min
(u,w)∈H1(Ω)×V0

Jc(u,w) subje
t to (3.1)with the obje
tive
Jc(u,w) := J(u,w) +

c

2
‖max(0, u − 1)‖2 +

c

2
‖min(0, u+ 1)‖2,where c > 0 denotes the asso
iated regularization (or, due to the stru
tureof the additional terms, penalty) parameter. Note that the max- and min-expressions arise from regularizing the indi
ator fun
tion of K.We analyse (Pc) and start with a result similar to Theorem 3.2.Theorem 4.1. The problem (Pc) has a unique solution (uc, wc). Moreover,there exists a unique pc ∈ H1(Ω) su
h that

pc − (pc, 1) = wc,(4.1)
τ(∇pc,∇v) + (uc, v) − (uold, v) = 0 ∀v ∈ H1(Ω),(4.2)

γ(∇uc, ∇v) + (λc(uc), v) − (pc, v) − (uold, v) = 0 ∀v ∈ H1(Ω),(4.3)where λc(uc) = λ+
c (uc) + λ−c (uc) with

λ+
c (uc) := cmax(0, uc − 1) and λ+

c (uc) := cmin(0, uc + 1).Conversely, if (uc, pc) is a solution of (4.2)�(4.3) then (uc, wc) with wc =
pc − (pc, 1) is the unique solution of (Pc).Proof. We start by noting that the fun
tionals u→ ‖max(0, u−1)‖2 and u→
‖min(0, u + 1)‖2 are 
onvex and Fré
het-di�erentiable on H1(Ω) and that
Fc, the feasible set of (Pc), as well as Jc satisfy the analogue of Lemma 3.1for (Pc). Hen
e, (Pc) is a 
onvex problem whose 
ost fun
tion is radiallyunbounded and stri
tly 
onvex. This yields existen
e and uniqueness of
(uc, wc). Similarly, as in the proof of Theorem 3.2, mathemati
al program-ming theory in Bana
h spa
e guarantees the existen
e of an adjoint state
pc ∈ H1(Ω) satisfying the following �rst-order optimality system of (Pc):

(uc, v) + τ(∇wc,∇v) = (uold, v) ∀v ∈ H1(Ω),(4.4)
γ(∇uc, ∇v) + (λc(uc), v) − (pc, v) = (uold, v) ∀v ∈ H1(Ω),(4.5)

(∇pc,∇v) = (∇wc,∇v) ∀v ∈ H1(Ω).(4.6)Observe that (4.6) is equivalent to wc = pc−ζ for some ζ ∈ R. From wc ∈ V0we dedu
e that ζ = (pc, 1). Thus, (4.4)�(4.6) is equivalent to
(uc, v) + τ(∇pc,∇v) = (uold, v) ∀v ∈ H1(Ω),(4.7)

γ(∇uc,∇v) − (pc, v) + (λc(uc), v) = (uold, v) ∀v ∈ H1(Ω),(4.8)
wc = pc − (pc, 1).(4.9)



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 8The uniqueness of pc follows from the uniqueness of (uc, wc), the solution of(Pc), and (4.8). �The relation between (P) and (Pc) is studied in the following proposition.Proposition 4.2. Let {(uc, wc)}c>0 be a sequen
e of solutions of (Pc) as
c→ +∞. Then there exists a subsequen
e still denoted by {(uc, wc)}c>0 su
hthat

(uc, wc) → (u⋆, w⋆) in H1(Ω)(4.10)as c → +∞, where (u⋆, w⋆) is the unique solution of (P). In parti
ular, u⋆is the order parameter 
orresponding to the solution of (3.1)�(3.2).Proof. By the properties of the respe
tive solutions, we have(4.11) J(uc, wc) ≤ Jc(uc, wc) ≤ Jc(u
⋆, w⋆) = J(u⋆, w⋆).Therefore, there exists a 
onstant β > 0 independent of c su
h that

γ

2
‖∇uc‖2+

τ

2
‖∇wc‖2−(uold, uc)+

c

2
‖max(0, uc−1)‖2+

c

2
‖min(0, uc+1)‖2 ≤ β.Sin
e Fc ⊂ V0×V0, the Poin
aré-Friedri
hs inequality and Young's inequalityyield

{uc} bounded in H1(Ω),(4.12)
{wc} bounded in H1(Ω),(4.13)

{√cmax(0, uc − 1)} bounded in L2(Ω),(4.14)
{√cmin(0, uc + 1)} bounded in L2(Ω).(4.15)Consequently, there exist (u,w) ∈ H1(Ω) × H1(Ω) and a subsequen
e stilldenoted by {(uc, wc)}c>0 su
h that(4.16) (uc, wc) → (u,w) in L2(Ω) and (uc, wc) ⇀ (u,w) in H1(Ω)as c→ +∞. Moreover, passing to the limit in the state equation of (Pc), weobtain

(u, v) + τ(∇w,∇v) = (uold, v) ∀v ∈ H1(Ω).(4.17)On the other hand, from (4.16) and Lebesgue's dominated 
onvergen
e the-orem we infer
max(0, uc − 1) → max(0, u − 1) in L2(Ω),(4.18)
min(0, uc + 1) → min(0, u+ 1) in L2(Ω).(4.19)This together with (4.14)�(4.15) yields(4.20) −1 ≤ u ≤ 1 a.e. in Ω.From (4.17) and (4.20) we dedu
e that (u,w) ∈ F . Moreover, from (4.11)and the lower semi-
ontinuity of semi-norms in H1(Ω) we infer(4.21) J(u,w) ≤ lim inf

c→∞
J(uc, wc) ≤ J(u⋆, w⋆).The uniqueness of the solution of (P) implies (u,w) = (u⋆, w⋆).



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 9Finally, we establish the strong 
onvergen
e result in H1(Ω). For thispurpose note that (4.11) and (4.21) imply
c

2
‖max(uc − 1, 0)‖2 +

c

2
‖min(uc + 1, 0)‖2 → 0 as c→ +∞.Hen
e, we have

J(u⋆, w⋆) ≤ lim inf
c→∞

Jc(uc, wc) ≤ lim sup
c→∞

Jc(uc, wc) ≤ J(u⋆, w⋆)and further
lim

c→∞
‖∇uc‖ = ‖∇u⋆‖ as well as lim

c→∞
‖∇wc‖ = ‖∇w⋆‖.Now, the weak and norm 
onvergen
e yield the strong 
onvergen
e result(4.10). �Con
erning the limit of the �rst order optimality system (4.1)�(4.3) we�rst establish an auxiliary result.Lemma 4.3. There exist 
onstants βp > 0 and βλ > 0 independent of c,respe
tively, su
h that

|(pc, 1)| ≤ βp,(4.22)
‖λc(uc)‖ ≤ ‖λ+

c (uc)‖ + ‖λ−c (uc)‖ ≤ βλ,(4.23)for all c > 0.Proof. We start by observing that(4.24) (pc, uc) = (wc + (pc, 1)1, uc) = (wc, uc)sin
e ((pc, 1)1, uc) = (pc, 1)(uc, 1) = 0. Moreover, we have(4.25) (min(uc + 1, 0), uc − 1) ≥ 0 and (max(uc − 1, 0), uc + 1) ≥ 0as min(uc(x)+1, 0) = uc(x)+1 implies uc(x)+1 ≤ 0 and thus uc(x)−1 ≤ −2and analogously for the se
ond estimate above.Considering now (4.3) and the de�nition of λc(uc), then 
hoosing v =
uc − 1 ∈ H1(Ω) yields

0 = γ‖∇uc‖2 + c‖max(uc − 1, 0)‖2 + c(min(uc + 1, 0), uc − 1) − (pc, uc)

+ (pc, 1) − (uold, uc)

≥ (pc, 1) − (wc + uold, uc),where we used (4.24), (4.25) and (uold, 1) = 0. Due to the boundedness of
{‖wc‖H1} and {‖uc‖H1} there exists βp > 0 su
h that(4.26) (pc, 1) ≤ ‖uc‖(‖wc‖ + ‖uold‖) ≤ βp for all c > 0.For the reverse estimate 
onsider again (4.3) with v = uc+1 ∈ H1(Ω). Then,we have

0 = γ‖∇uc‖2 + c‖min(uc + 1, 0)‖2 + c(max(uc − 1, 0), uc + 1) − (pc, uc)

− (pc, 1) − (uold, uc)

≥ −(pc, 1) − (wc + uold, uc),
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onsequently(4.27) (pc, 1) ≥ −‖uc‖(‖wc‖ + ‖uold‖) ≥ −βp for all c > 0.Combining (4.26) and (4.27) yields (4.22).For showing (4.23) we �rst use v = λ+
c (uc) = cmax(0, uc − 1) ∈ H1(Ω)and then v = λ−c (uc) = cmin(0, uc + 1) ∈ H1(Ω) in (4.3), respe
tively. As a
onsequen
e, we get

γc‖∇max(uc − 1, 0)‖2 + ‖λ+
c (uc)‖2 − (pc, λ

+
c (uc)) − (uold, λ

+
c (uc)) = 0and

γc‖∇min(uc + 1, 0)‖2 + ‖λ−c (uc)‖2 − (pc, λ
−
c (uc)) − (uold, λ

−
c (uc)) = 0,yielding

‖λ+
c (uc)‖2 ≤ ‖pc‖‖λ+

c (uc)‖ + ‖uold‖‖λ+
c (uc))‖and

‖λ−c (uc)‖2 ≤ ‖pc‖‖λ−c (uc)‖ + ‖uold‖‖λ−c (uc))‖,whi
h prove (4.23). �This allows us to study the limit of (4.2)�(4.3) as c→ ∞.Theorem 4.4. For c → ∞ there exists p⋆ ∈ H1(Ω) and a subsequen
e of
{pc} whi
h 
onverges to p⋆ weakly inH1(Ω). Moreover, together with (u⋆, w⋆)of Proposition 4.2 p⋆ satis�es the �rst order optimality system (3.6)�(3.8).Proof. The weak 
onvergen
e of {pc} in H1(Ω) to p⋆ along a subsequen
efollows from the uniform boundedness of {wc} in H1(Ω), pc = wc + (pc, 1)and the uniform boundedness of {|(pc, 1)|} a

ording to Lemma 4.3.Con
erning the �rst order system (3.6)�(3.8) we note that (3.8) followsimmediately from (4.1) and the boundedness properties of {wc} respe
tively
{pc}. Equation (3.6) was already established in the proof of Proposition 4.2.It remains to study (3.7). For this purpose observe that for arbitrarily �xed
v ∈ K the following holds:
(λc(uc), v − uc) = c(max(uc − 1, 0), v − uc) + c(min(uc + 1, 0), v − uc)

= c(max(uc − 1, 0), v − 1) + c(max(uc − 1, 0), 1 − uc)

+ c(min(uc + 1, 0), v + 1),+c(min(uc + 1, 0),−1 − uc)

≤ 0,where we used −1 ≤ v ≤ 1 a.e. in Ω. Hen
e, we have
lim

c→∞
(λc(uc), v − uc) ≤ 0.Next, re
all that due to Proposition 4.2 we have the strong 
onvergen
e of

{uc} in H1(Ω) and by Lemma 4.3 the uniform boundedness of {λc(uc)} in
L2(Ω), respe
tively. Therefore, from the last estimate above together withpassing to the limit in (4.3) with v ∈ H1(Ω) repla
ed by v − uc with v ∈ Kwe obtain

γ(∇u⋆,∇(v − u⋆)) − (p⋆, v − u⋆) ≥ (uold, v − u⋆) ∀v ∈ K,
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h establishes (3.7). �Remark 4.5. Solving the optimality system (4.2)�(4.3) for a sequen
e {c},with c ≥ c > 0 and c → +∞, 
onstitutes an iterative way for solving thetime-dis
rete Cahn-Hilliard system (3.1)�(3.2).5. Semi-Smooth Newton method for the regularized problemsThe previous Remark 4.5 motivates our fun
tion spa
e algorithm for solv-ing the time-dis
rete Cahn-Hilliard problem. In fa
t, we spe
ify a sequen
e
c→ ∞ and solve the optimality system (4.2)�(4.3), here 
ompa
tly writtenas(5.1) Fc(uc, wc) = (F (1)

c (uc, wc), F
(2)
c (uc, wc)) = 0,for every c by a semi-smooth Newton algorithm. In (5.1) the 
omponentsare de�ned by

〈
F (1)

c (u,w), v
〉

= τ(∇w,∇v) + (u, v) − (uold, v),(5.2)
〈
F (2)

c (u,w), v
〉

= γ(∇u, ∇v) + (λc(u), v) − (w, v) − (uold, v)(5.3)for all u, w and v in H1(Ω). Due to the presen
e of the max- and min-operators in the de�nition of λc, Fc is not Fré
het-di�erentiable. However,it satis�es the weaker notion of Newton-di�erentiability [23℄, whi
h we re
allnext.De�nition 5.1. Let X and Z be Bana
h spa
es, D ⊂ X an open subset. Amapping F : D ⊂ X → Z is 
alled Newton-di�erentable in U ⊂ D if thereexists a family of mappings G : U → Z su
h that
lim
d→0

1

‖d‖X
‖F (x+ d) − F (x) −G(x+ d)d‖Z = 0 ∀x ∈ U.The operator G is 
alled a Newton-derivative of F on U .In �nite dimensions, Newton-di�erentiability resembles the 
on
ept ofsemi-smoothness [32, 29℄. For Newton-di�erentiable mappings the follow-ing 
onvergen
e result for the (semi-smooth) Newton iteration(5.4) xk+1 = xk −G(xk)−1F (xk) for k = 0, 1, . . .holds true. For its proof we refer to [23℄.Theorem 5.2. Let x⋆ be a solution of F (x) = 0, and suppose that F :

D ⊂ X → Z is Newton-di�erentiable in a neighborhood U of x⋆ with{
‖G(x)−1‖L(Z,X) : x ∈ U

} bounded. Then the sequen
e {xk}k∈N generatedby (5.4) 
onverges superlinearly to x⋆ provided that ‖x0−x⋆‖X is su�
ientlysmall.Our goal is to apply Theorem 5.2 to (4.2)�(4.3). For this purpose weestablish the following auxiliary results.



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 12Lemma 5.3. The mapping Fc : H1(Ω) × H1(Ω) → H1(Ω)∗ × H1(Ω)∗ isNewton-di�erentiable. Furthermore, the operator Gc(u,w) given by
〈Gc(u,w)(δu, δw), (φ,ψ)〉 =

(
τ(∇δw,∇φ) + (δu, φ)
γ(∇δu, ∇ψ) + c(χA(u)δu, ψ) − (δw, ψ)

)serves as a Newton-derivative for Fc, where χA(u) is the 
hara
teristi
 fun
-tion of the set
A(u) := {x ∈ Ω : u(x) ≥ 1} ∪ {x ∈ Ω : u(x) ≤ −1}.Proof. A

ording to [23℄, the mappings max(0, .) : Ls(Ω) → Lr(Ω) and

min(0, .) : Ls(Ω) → Lr(Ω) with 1 ≤ r < s ≤ ∞ are Newton-di�erentiable on
Ls(Ω) with Newton-derivatives(5.5) Gmax(y)(x) =

{
1 if y(x) ≥ 0,
0 if y(x) < 0and(5.6) Gmin(y)(x) =

{
1 if y(x) ≤ 0,
0 if y(x) > 0.Moreover, H1(Ω) is 
ontinuousely embedded in Ls(Ω) for some s = s(n) > 2by Sobolev embedding. Furthermore, Lr(Ω) with 2 ≤ r < s is 
ontinuouslyembedded in H1(Ω)∗. Therefore, the max- and min-mappings 
onsideredfrom H1(Ω) to H1(Ω)∗ are Newton-di�erentiable with Gmax and Gmin, re-spe
tively, as asso
iated Newton-derivatives.Further it is 
lear that Fré
het-di�erentiability implies Newton di�eren-tiability. Hen
e, Fc is Newton-di�erentiable. By using De�nition 1 dire
tly,one readily 
he
ks that Gc serves as a Newton-derivative for Fc. �Lemma 5.4. For given u in H1(Ω) and (y1, y2) in H1(Ω)∗ × H1(Ω)∗, theoptimization problem(PGc)

min
(δu,δp)∈H1(Ω)×V0

γ

2
‖∇δu‖2 +

τ

2
‖∇δp‖2 + c(χA(u)δu, δu) − (y2, δu)subje
t to τ(∇δp,∇φ) + (δu, φ) = (y1, φ) ∀φ ∈ H1(Ω)admits a unique solution (δu, δp). Moreover, there exists a unique δw ∈

H1(Ω) su
h that
τ(∇δw,∇φ) + (δu, φ) = (y1, φ),(5.7)

γ(∇δu, ∇ψ) + c(χA(u)δu, ψ) − (δw, ψ) = (y2, ψ)(5.8)for all ψ and φ in H1(Ω). Conversely, if (δu, δw) is a solution of (5.7)�(5.8)then (δu, δp) with δp = δw − (δw, 1) is the unique solution of (PGc).Proof. One pro
eeds as in the proofs of Theorems 3.2 and 4.1. �Proposition 5.5. The mapping Fc : H1(Ω) ×H1(Ω) → H1(Ω)∗ ×H1(Ω)∗is Newton-di�erentiable. A spe
i�
 Newton-derivative Gc is given by
〈Gc(u,w)(δu, δw), (φ,ψ)〉 =

(
τ(∇δw,∇φ) + (δu, φ)
γ(∇δu, ∇ψ) + c(χAS(u)δu, ψ) − (δw, ψ)

)



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 13with δu, δw, φ, ψ ∈ H1(Ω). Moreover, the semi-smooth Newton itera-tion (5.4) (with F and G repla
ed by Fc and Gc) 
onverges superlinearly to
(uc, wc), the solution of (4.2)�(4.3), provided that ‖(u0, w0)−(uc, wc)‖H1(Ω)×H1(Ω)is su�
iently small.Proof. The Newton-di�erentiability of Fc as well as a spe
i�
 Newton-derivativeare given by Lemma 5.3.From Lemma 5.4 we dedu
e that, for all (u,w) ∈ H1(Ω)×H1(Ω), Gc(u,w)is invertible, i.e., for given (y1, y2) ∈ H1(Ω)∗ ×H1(Ω)∗ there exists a uniquepair (δu, δw) ∈ H1(Ω) × H1(Ω) su
h that (5.7)�(5.8) is satis�ed. Taking
(φ,ψ) = (δu, δw) in (5.7)�(5.8) and adding the two equations we obtain

γ‖∇δu‖2 + τ‖∇δw‖2 + c(χA(u)δu, δu) = (y2, δu) + (y1, δw).From this we infer(5.9) γ‖∇δu‖2 + τ‖∇δw‖2 ≤ C(‖y1‖2
H1(Ω)∗ + ‖y2‖2

H1(Ω)∗),where the (generi
) 
onstant C > 0 possibly depends on γ, τ or c, but noton δu or δw. Moreover, from (5.7)�(5.8) we get(5.10) (δu, 1) = (y1, 1) and (δw, 1) = c(χA(u)δu, 1) − (y2, 1).From (5.9), (5.10) and the Poin
aré-Friedri
hs inequality it follows that(5.11) ‖(δu, δw)‖H1 (Ω)×H1(Ω) ≤ C(‖y1‖H1(Ω)∗ + ‖y2‖H1(Ω)∗).For max(‖y1‖H1(Ω)∗ , ‖y2‖H1(Ω)∗) ≤ β for some 
onstant β > 0, we 
onse-quently have
‖G−1

c (u,w)‖L(H1(Ω)2,(H1(Ω)∗)2) ≤ Ĉ ∀(u,w) ∈ H1(Ω) ×H1(Ω)with some 
onstant Ĉ > 0 possibly depending on γ, τ , c or β, but inde-pendent of u,w. Thus, Fc with asso
iated Newton-derivative Gc ful�lls the
onditions of Theorem 5.2, whi
h 
ompletes the proof. �6. Finite element approximationFor 
omputational purposes we next dis
retize (4.2)�(4.3) by �nite el-ements. Further, in order to enhan
e the 
omputational performan
e ofthe resulting dis
rete semi-smooth Newton solver, in the following se
tionwe intertwine our solver with an adaptive �nite element method based onresidual-type a posteriori error estimators.Consider a shape-regular simpli
ial triangulation Th of Ω. For 
onvenien
ewe assume that Ω is polyhedral su
h that the boundary ∂Ω is exa
tly rep-resented by the boundaries of triangles T ∈ Th; otherwise we assume theelements lying on the boundary to be 
urved. We refer to Nh = ∪N
i=1{xi}and Eh as the set of nodes and interior edges of Th, respe
tively. For ea
helement T in Th, we denote by hT and |T | the diameter and area of T , re-spe
tively. Further, for an edge E ∈ Eh, hE stands for the length of E. Weasso
iate with Th the pie
ewise linear �nite element spa
e

Vh = {v ∈ C0(Ω) : v|T ∈ P1(T ), ∀T ∈ Th},
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e of �rst-order polynomials on T. The standard nodalbasis of Vh, denoted by {(φi)}N
i=1, satis�es φi(xj) = δij for all xj in Nh and

i, j ∈ 1, . . . , N . Here, δij represents the Krone
ker symbol.The dis
retized version of the penalized problem (4.2)�(4.3) 
onsists in�nding (uh
c , w

h
c ) in Vh × Vh su
h that

〈
F

(1)
c,h (uh

c , w
h
c ), vh

〉
= 0 ∀vh ∈ Vh,(6.1)

〈
F

(2)
c,h (uh

c , w
h
c ), ψh

〉
= 0 ∀ψh ∈ Vh.(6.2)For all (v, ψ) in H1(Ω) ∩C0(Ω) ×H1(Ω) ∩ C0(Ω), we have(6.3) 〈

F
(1)
c,h (uh

c , w
h
c ), v

〉
= τ(∇wh

c ,∇v) + (uh
c , v)

h − (uold, v)
h,and(6.4)〈

F
(2)
c,h (uh

c , w
h
c ), ψ

〉
= γ(∇uh

c , ∇ψ) + (λc(u
h
c ), ψ)h − (wh

c , ψ)h − (uold, ψ)h.Here and in what follows, uold is assumed to be a �nite element fun
tion (i.e.
uold ∈ Vh). The semi-inner produ
t (. , .)h on C0(Ω) is de�ned by

(f, g)h :=

∫

Ω
πh(f(x)g(x))dx =

N∑

i=1

(1, φi)f(xi)g(xi) ∀f, g ∈ C0(Ω),(6.5)where πh : C0(Ω) → Vh is the Lagrange interpolation operator. The indu
edsemi-norm | . |h =
√

(. , .)h satis�es
|g|h ≤ ‖g‖ ≤ C|g|h ∀g ∈ C0(Ω),(6.6)where C > 0 is a 
onstant depending only on Ω; see [5℄, for instan
e.Within our �nite element framework, for a given (uh, wh) ∈ Vh×Vh, everystep of the semi-smooth Newton method for solving (6.1)�(6.2) requires to
ompute (δuh, δwh) ∈ Vh × Vh satisfying
τ(∇δwh,∇vh) + (δuh, vh)h = −F (1)

c,h (uh, wh) ∀vh ∈ Vh,(6.7)
γ(∇δuh, ∇ψh) + c(χh

A(uh)δu
h, ψh)h − (δwh, ψh)h = −F (2)

c,h (uh, wh) ∀ψh ∈ Vh,

(6.8)where χh
A(uh)

:=
∑N

i=1 χ
h
A(uh)

(xi)φi with χh
A(uh)

(xi) = 0 if −1 ≤ uh(xi) ≤ 1and χh
A(uh)

(xi) = 1 otherwise.In matrix form, the linear system (6.7)�(6.8) reads(6.9) (
A −M
M C

)(
δU
δW

)
=

(
B(2)

B(1)

)
,
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N , respe
tively, and

B
(1)
i = F

(1)
c,h (uh, φi), B

(2)
i = F

(2)
c,h (uh, φi) ∀i ∈ 1, . . . ,N,(6.10)

Cij = τ(∇φi,∇φj), Mij = (φi, φj)
h ∀i, j ∈ 1, . . . ,N.(6.11)Further, the sti�ness matrix A is given by

A = γC + cM D(uh)with D(uh) is the diagonal matrix formed by (χh
A(uh)

(xi))
N
i=1.Note that C and A are symmetri
 and positive semi-de�nite matri
es and

M is a diagonal positive de�nite matrix. One readily �nds that (6.9) isequivalent to
(M + CM−1A)δU = B(1) + CM−1B(2)(6.12)

δW = M−1(AδU −B(2)).(6.13)Therefore, for solving (6.9) we propose the following S
hur-
omplement baseds
heme:
δU = (M +CM−1A)−1(B(1) + CM−1B(2))(6.14)
δW = M−1(AδU −B(2)).(6.15)Its justi�
ation is the subje
t of the following result.Proposition 6.1. The s
heme (6.14)�(6.15) for solving (6.9) is well-de�ned.Proof. For the proof we use the fa
t that the produ
t RS of real symmetri


N ×N -matri
es R and S with all of their eigenvalues in [r1, r2] and [s1, s2],with 0 ≤ r1 ≤ r2 and 0 ≤ s1 ≤ s2, respe
tively, has all of its eigenvalues in
[r1s1, r2s2].Applying this result to R := M−1CM−1 and S := A we dedu
e that
M−1CM−1A is positive semi-de�nite. Moreover, we have

(M + CM−1A) = M(I +M−1CM−1A),where I is the N × N -identity matrix. Hen
e, (M + CM−1A) is positivede�nite and the system (6.14)�(6.15) is well-de�ned. �As for the 
ontinuous problem (4.2)�(4.3), the solution of the �nite ele-ment problem (6.1)�(6.2) is bounded in H1(Ω)2 independently of the penaltyparameter c.Proposition 6.2. Let {(uh
c , w

h
c )}c>0 be a sequen
e of solutions of (6.1)�(6.2)for c→ ∞. Then there exists a 
onstant C independent of c su
h that
‖uh

c ‖H1(Ω) ≤ C,(6.16)
‖wh

c ‖H1(Ω) ≤ C,(6.17)
‖πh(λc(u

h
c )‖L2(Ω) ≤ C.(6.18)
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e the following dis
rete optimal 
ontrol problem:(Ph
c )

min
(uh,ph)∈Vh×Vh∩V0

Jh(uh, ph) +
c

2
|max(0, uh − 1)|2h +

c

2
|min(0, uh + 1)|2hsubje
t to τ(∇ph,∇φh) + (uh − uold, φ

h)h = 0 ∀φh ∈ Vh,where
Jh(uh, ph) :=

γ

2
‖∇uh‖2 +

τ

2
‖∇ph‖2 − (uold, u

h)h.The mappings uh → |max(0, uh−1)|2h and uh → |min(0, uh+1)|2h for uh ∈ Vhare 
ontinuously di�erentiable with
∂

∂uh
|max(0, uh − 1)|2h = 2 (max(0, uh − 1), ·)h,

∂

∂uh
|min(0, uh + 1)|2h = 2 (min(0, uh + 1), ·)h.Moreover we have

(vh, 1)h = (vh, 1) ∀vh ∈ Vh,

(max(0, uh − 1), uh − 1)h = |max(0, uh − 1)|2h,
(min(0, uh + 1), uh + 1)h = |min(0, uh + 1)|2h.Hen
e, by analogous reasoning as for the proofs of Proposition 4.2 andLemma 4.3, it follows that (uh

c , w
h
c − (wh

c , 1)) solves (Ph
c ) with (6.16)�(6.17)holding true. Now to show (6.18) we introdu
e the fun
tion vh

c :=
∑N

i=1 v
h
c (xi)φi ∈

Vh su
h that
vh
c (xi) =





1 if 1 < uh
c (xi),

0 if −1≤ uh
c (xi) ≤ 1,

−1 if −1> uh
c (xi),whi
h satis�es(6.19) ‖vh

c ‖H1,∞(Ω) ≤ 1.Moreover, we �nd
(λc(u

h
c )+, vh

c )h = c

∫

Ω
πh(max(0, uh

c (x) − 1)vh
c (x))dx,

= c

∫

Ω

N∑

i=1

max(0, uh
c (xi) − 1)vh

c (xi)φi(x)dx,

= c

∫

Ω

N∑

i=1

max(0, uh
c (xi) − 1)φi(x)dx,

=

∫

Ω
πh(λ+

c (uh
c ))dx,

=

∫

Ω
|πh(λ+

c (uh
c ))|dx,



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 17and similarly
(λc(u

h
c )−, vh

c )h =

∫

Ω
|πh(λ−c (uh

c ))|dx.(6.20)Hen
e, we have
(λc(u

h
c ), vh

c )h = ‖πh(λ+
c (uh

c ))‖L1(Ω) + ‖πh(λ−c (uh
c ))‖L1(Ω),

≥ ‖πh(λc(u
h
c ))‖L1(Ω),

≥ β‖πh(λc(u
h
c ))‖L2(Ω),(6.21)with a generi
 
onstant β > 0 independent of c. Above the last inequality isobtained by the equivalen
e of norms in the �nite-dimensional spa
e Vh.Multiplying (6.1) by vh

c and using (6.6), (6.19), (6.21) and the fa
t that
(· , ·)h indu
es a semi-norm, we obtain(6.22) ‖πh(λc(u

h
c ))‖L2(Ω) ≤ β(‖∇uh

c ‖ + ‖wh
c ‖ + ‖uold‖),from whi
h, together with (6.16)�(6.17), one infers (6.18). �7. A posteriori error estimationIn order to e�
iently 
onne
t our Moreau-Yosida regularization basedsemismooth Newton solver to an adaptive �nite element dis
retization, wenext derive residual-type a posteriori error estimates for the �nite elementapproximation of the regularized problem. We mention here that, basedon the approa
h by [11℄, an a posteriori error analysis for a �nite elementdis
retization of the limit problem (3.1)�(3.2) was performed in [4℄.For the ease of notation and as we are only referring to the Moreau-Yosidaregularized problem, its solution and dual variables, in what follows we dropthe parameter c from the notation of the solutions of the time-dis
rete prob-lem and its �nite element approximation. Thus, (u,w) ∈ H1(Ω) × H1(Ω)and (uh, wh) ∈ Vh × Vh refer to the solutions of (4.2)�(4.3) and (6.1)�(6.2),respe
tively. For D ⊂ Ω and m ∈ {0, 1} we denote by (·, ·)m,D, ‖ · ‖m,D and

| · |m,D the standard inner produ
t and the asso
iated norm and semi-normin Hm(D), respe
tively.We de�ne the errors
eu := uh − u,(7.1)
ew := wh −w,(7.2)
eλh

c
:= πh(λc(u

h)) − λc(u
h),(7.3)

eλ+
c

:= λ+
c (uh) − λ+

c (u) := c(max(0, uh − 1) − max(0, u − 1)),(7.4)
eλ−

c
:= λ−c (uh) − λ−c (u) := c(min(0, uh + 1) − min(0, u+ 1)),(7.5)
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r(1) := u− uold,(7.6)
r(2) := λc(u) − w − uold,(7.7)
r
(1)
h := uh − uold,(7.8)
r
(2)
h := πh(λc(u

h)) −wh − uold,(7.9)the element residuals
η

(1)
T = hT ‖r(1)h ‖0,T for all T ∈ Th,(7.10)
η

(2)
T = hT ‖r(2)h ‖0,T for all T ∈ Th,(7.11)
η

(3)
T = ‖eλh

c
‖0,T for all T ∈ Th(7.12)and the so-
alled jump residuals

η
(1)
E = h

1/2
E ‖[∇wh]E · νE‖0,E for all E ∈ Eh,(7.13)

η
(2)
E = h

1/2
E ‖[∇uh]E · νE‖0,E for all E ∈ Eh,(7.14)where, for all E ∈ Eh, E is a 
ommon edge of T+ and T− with unit outwardnormals ν

+
E and ν

−
E , respe
tively, and νE = ν

−
E . Further, to ea
h fun
tion

f ∈ L2(Ω) we assign a pie
ewise 
onstant fun
tion f de�ned by
f |T =

1

|T | (f, 1)0,T for T ∈ Th.The lo
al as well as the �regional� data os
illations are given byos
h(f, T ) = ‖hT (f − f)‖0,T for T ∈ Th,(7.15) os
h(f,D) =

(
∑

T∈D

os
h(f, T )2

)1/2 for D ⊂ Th.(7.16)By Πh : H1(Ω) → Vh we denote Clement's interpolation operator [12℄, whi
hsatis�es for ea
h T ∈ Th and E ∈ Eh that
‖v − Πhv‖0,T ≤ ChT |v|1,ωT

for all v ∈ H1(Ω),(7.17)
‖v − Πhv‖0,E ≤ Ch

1/2
E |v|1,ωE

for all v ∈ H1(Ω),(7.18)
‖Πhv‖0,T ≤ C‖v‖0,T for all v ∈ H1(Ω),(7.19)
|Πhv|1,T ≤ C|v|1,T for all v ∈ H1(Ω).(7.20)Here and below C denotes a generi
 positive 
onstant depending only on thedomain Ω and the smallest angle of the mesh Th. It may take di�erent valuesat di�erent o

asions. Moreover, ωT and ωE are given by

ωT :=
{
T ′ ∈ Th : T ∩ T ′ 6= ∅

}
,(7.21)

ωE :=
{
T ∈ Th : E ⊂ T

}
.(7.22)



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 197.1. Reliability of the estimator�a posteriori upper bound. In whatfollows, we assume that Ω is 
onvex or has a smooth boundary (of 
lass C2).A

ording to regularity results for the Neumann problem (see for instan
e[2, 28℄) and in view of w + uold − λ(u) ∈ L2(Ω) and u − uold ∈ L2(Ω),the solution (u,w) belongs to H2(Ω)2. Consequently, by the embedding of
H2(Ω) in C0(Ω) for n = 1, 2, 3, the Lagrange interpolations of u and w arewell de�ned. For all v in H1(Ω), we have

〈
F (1)

c (u,w), v
〉

=
〈
F (2)

c (u,w), v
〉

= 0.(7.23)This yields
〈
F

(1)
c,h (uh, wh), ew

〉
=
〈
F

(1)
c,h (uh, wh) − F (1)

c (u,w), ew

〉
,(7.24)

〈
F

(2)
c,h (uh, wh), eu

〉
=
〈
F

(2)
c,h (uh, wh) − F (2)

c (u,w), eu

〉
,(7.25)whi
h implies

〈
F

(1)
c,h (uh, wh), ew

〉
=τ(∇ew,∇ew) + (r

(1)
h , ew)h − (r(1), ew),(7.26)

〈
F

(2)
c,h (uh, wh), eu

〉
=γ(∇eu,∇eu) + (r

(2)
h , eu)h − (r(2), eu).(7.27)Further we have

(r
(1)
h , ew)h − (r(1), ew) = (r

(1)
h , ew)h − (r

(1)
h , ew) + (eu, ew)

(7.28)
(r

(2)
h , eu)h − (r(2), eu) = (r

(2)
h , eu)h − (r

(2)
h , eu) − (ew, eu)

(7.29)
+ (πh(λc(u

h)) − λc(u
h), eu) + (λc(u

h) − λc(u), eu).One readily veri�es the estimates
(max(0, s) − max(0, t))(s − t) ≥ (max(0, s) − max(0, t))2,(7.30)
(min(0, s) − min(0, t))(s − t) ≥ (min(0, s) − min(0, t))2,(7.31)from whi
h we obtain(7.32) (λc(u

h) − λc(u), eu) ≥ c−1‖eλ+
c
‖2 + c−1‖eλ−

c
‖2.Hen
e, adding (7.26) and (7.27) and using (7.28), (7.29) and (7.32), we obtain

E ≤ E1 + E2 + E3,(7.33)with
E := c−1‖eλ+

c
‖2 + c−1‖eλ−

c
‖2 + τ‖∇ew‖2 + γ‖∇eu‖2

E1 :=
〈
F

(1)
c,h (uh, wh), ew

〉
+ (r

(1)
h , ew) − (r

(1)
h , ew)h

E2 :=
〈
F

(2)
c,h (uh, wh), eu

〉
+ (r

(2)
h , eu) − (r

(2)
h , eu)h

E3 := (λc(u
h) − πh(λc(u

h)), eu).
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all that for all vh in
Vh we have

〈
F

(1)
c,h (uh, wh), vh

〉
=
〈
F

(2)
c,h (uh, wh), vh

〉
= 0,(7.34)and in parti
ular

〈
F

(1)
c,h (uh, wh),Πhew

〉
=
〈
F

(2)
c,h (uh, wh),Πheu

〉
= 0.(7.35)Therefore, we �nd that

〈
F

(1)
c,h (uh, wh), ew

〉
=
〈
F

(1)
c,h (uh, wh), ew − Πhew

〉
,(7.36)

〈
F

(2)
c,h (uh, wh), eu

〉
=
〈
F

(2)
c,h (uh, wh), eu − Πheu

〉
.(7.37)Consequently, we get

E1 =
〈
F

(1)
c,h (uh, wh), ew − Πhew

〉
+ (r

(1)
h , ew − Πhew)

+ (r
(1)
h ,Πhew) − (r

(1)
h , ew)h,

E2 =
〈
F

(2)
c,h (uh, wh), eu − Πheu

〉
+ (r

(2)
h , eu − Πheu)

+ (r
(2)
h ,Πheu) − (r

(2)
h , eu)h,whi
h we split a

ording to

E1 = Ea
1 + Eb

1 + Ec
1 ,

E2 = Ea
2 + Eb

2 + Ec
2 ,with

Ea
1 = τ (∇wh,∇(ew − Πhew)) , Ea

2 = γ (∇uh,∇(eu − Πheu)) ,

Eb
1 = (r

(1)
h , ew − Πhew), Eb

2 = (r
(2)
h , eu − Πheu),

Ec
1 = (r

(1)
h ,Πhew) − (r

(1)
h ,Πhew)h, Ec

2 = (r
(2)
h ,Πheu) − (r

(2)
h ,Πheu)h.Using (7.17)�(7.20) and the Cau
hy-S
hwarz inequality it follows that

Ea
1 =

∑

E∈Eh

τ([∇wh · νE ]E, ew − Πhew)0,E ≤ C


τ2

∑

E∈Eh

(η
(1)
E )2




1/2

‖∇ew‖,

(7.38)
Eb

1 =
∑

T∈Th

(r
(1)
h , ew − Πhew)0,T ≤ C


∑

T∈Th

(η
(1)
T )2




1/2

‖∇ew‖.

(7.39)
Moreover, from (7.19)�(7.20) and the following lo
al estimate for the semi-inner produ
t (see [31℄)

|(fh, gh)h0,T − (fh, gh)0,T | ≤ ChT ‖fh‖0,T ‖gh‖1,T ∀fh ∈ Vh, g
h ∈ Vh,
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Ec

1 =
∑

T∈Th

(r
(1)
h ,Πhew)0,T − (r

(1)
h ,Πhew)h0,T ≤ C


∑

T∈Th

(η
(1)
T )2




1/2

‖∇ew‖.

(7.40)
Consequently, we infer

E1 := Ea
1 + Eb

1 + Ec
1 ≤ C


∑

T∈Th

(η
(1)
T )2 + τ2

∑

E∈Eh

(η
(1)
E )2




1/2

‖∇ew‖.(7.41)In the same way, we �nd
E2 := Ea

2 + Eb
2 + Ec

2 ≤ C


∑

T∈Th

(η
(2)
T )2 + γ2

∑

E∈Eh

(η
(2)
E )2




1/2

‖∇eu‖.(7.42)Combining (7.33), (7.41) and (7.42) and using Young's inequality, we haveproven the �rst assertion of the following proposition.Proposition 7.1. There exists a 
onstant C depending only on the domain
Ω and the smallest angle of the mesh Th su
h that(7.43) c−1‖eλ+

c
‖2 + c−1‖eλ−

c
‖2 + τ‖∇ew‖2 + γ‖∇eu‖2 ≤ Cη2

Ω,with
η2
Ω =τ−1

∑

T∈Th

(η
(1)
T )2 + γ−1

∑

T∈Th

(η
(2)
T )2 + τ

∑

E∈Eh

(η
(1)
E )2(7.44)

+ γ
∑

E∈Eh

(η
(2)
E )2 + γ−1

∑

T∈Th

(η
(3)
T )2.Moreover, ηΩ is bounded independently of c.Proof. From the expression of ηΩ we have

ηΩ ≤ β
(
‖λc(u

h)‖ + ‖πh(λc(u
h))‖ + ‖uh‖H1(Ω) + ‖wh‖H1(Ω) + 1

)(7.45)with a 
onstant β whi
h is independent of c. Further we have
0 ≤ max

(
0,

(
N∑

i=1

uh(xi)φi

)
− 1

)
≤
(

N∑

i=1

max(0, uh(xi))φi

)
− 1,(7.46)

0 ≥ min

(
0,

(
N∑

i=1

uh(xi)φi

)
+ 1

)
≥
(

N∑

i=1

min(0, uh(xi))φi

)
+ 1.(7.47)As a 
onsequen
e, we obtain

‖λc(u
h)‖ ≤ ‖πh(λc(u

h))‖(7.48)



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 22and
ηΩ ≤ β

(
‖πh(λc(u

h))‖ + ‖uh‖H1(Ω) + ‖wh‖H1(Ω) + 1
)
.(7.49)From Proposition 6.2 it follows that ηΩ is bounded independently of c, whi
hproves the 
laim. �Remark 7.2. • The estimate (7.43) 
onstitutes an a posteriori errorupper bound of Johnson's type [27℄ for (6.1)�(6.2). The extra term

η
(3)
T is due to the error in
urred by using the �nite element quan-tity πh(λc(u

h)) to approximate λc(u
h). Note, however, that η(3)

T 
on-tributes only in the set I(uh) of elements with a dis
rete a
tive-ina
tive interfa
e, i.e.
I(uh) := {T ∈ Th : AN (T ) ∩ IN (T ) 6= ∅} ,(7.50) with

IN (T ) = {xi ∈ T : −1 < uh(xi) < 1},
AN (T ) = {xi ∈ T : uh(xi) < −1 or uh(xi) > 1}.

• In numeri
al simulations we further estimate η(3)
T by c hT ‖∇uh‖0,T .7.2. Towards e�
ien
y�a posteriori lower bounds. Here we resort tothe bubble fun
tion te
hnique as proposed, e.g., in [34℄ in order to establisha lower bound on the error given in Proposition 7.1. In fa
t, let λT be the
anoni
al bubble fun
tion of T ∈ Th, i.e., it is the produ
t of the bary
entri

oordinates of T . Likewise we refer to λE as the 
anoni
al bubble fun
tionof E ∈ Eh. We also introdu
e the mapping

˜: L2(E) −→ L2(ωE), σ̃(x) := σ(xE) x ∈ T,whi
h extends any fun
tion de�ned on an edge E to the pair of neighboringelements (T+, T−) de�ning ωE = T+ ∪ T−. Here, we have T ∈ {T+, T−},and xE ∈ E is su
h that x−xE is parallel to a �xed E′ ∈ T −{E}. Referringto [34℄, for all polynomial fun
tions σT ∈ Pk(T ) and σE ∈ Pk(E), k ∈ N, thefollowing estimates hold true:
‖σT ‖2

0,T ≤ C(σT , σTλT )0,T ∀T ∈ Th,(7.51)
‖σTλT ‖0,T ≤ ‖σT ‖0,T ∀T ∈ Th,(7.52)
|σTλT |1,T ≤ Ch−1

T ‖σT ‖0,T ∀T ∈ Th,(7.53)
‖σE‖2

0,E ≤ C(σE, σEλE)0,E ∀E ∈ Eh,(7.54)
‖σEλE‖0,E ≤ C‖σE‖0,E ∀E ∈ Eh,(7.55)Furthermore, we have
‖σ̃EλE‖0,ωE

≤ Ch
1/2
E ‖σE‖0,E ∀E ∈ Eh,(7.56)

|σ̃EλE|1,ωE
≤ Ch

−1/2
E ‖σE‖0,E ∀E ∈ Eh.(7.57)Our main theorem relies on the following two auxiliary results.



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 23Lemma 7.3. For every T ∈ Th, there hold(7.58) τ−1(η
(1)
T )2 ≤ C

(
τ |ew|21,T + τ−1‖hT eu‖2

0,T + τ−1os
2(r
(1)
h , T )

)and
γ−1(η

(2)
T )2 ≤C

(
γ|eu|21,T + γ−1‖hT ew‖2

0,T + γ−1‖hT eλ+
c
‖2
0,T

(7.59)
+γ−1‖hT eλ−

c
‖2
0,T + γ−1‖hT eλh

c
‖2
0,T + γ−1os
2(r

(2)
h , T )

)
.Proof. We have

(η
(2)
T )2 = ‖hT r

(2)
h ‖2

0,T ≤ 2h2
T ‖r(2)h ‖2

0,T + 2os
h(r
(2)
h , T )2,(7.60)with r

(2)
h := πh(λc(uh)) − wh − uold. By setting ψT := r

(2)
h |TλT and using(7.51) we get

‖r(2)h ‖2
0,T ≤ C(r

(2)
h , ψT )0,Tand further

‖r(2)h ‖2
0,T ≤ C(r

(2)
h , ψT )0,T + Ch−1

T os
h(r
(2)
h , T )‖ψT ‖0,T .(7.61)Sin
e ∆uh|T = 0 and −γ∆u+ λc(u) −w − uold = 0, we have

(r
(2)
h , ψT )0,T = γ(∇eu,∇ψT )0,T − (ew, ψT )0,T + (πh(λc(u

h)) − λc(u), ψT )0,T

= γ(∇eu,∇ψT )0,T − (ew, ψT )0,T

+(πh(λc(u
h)) − λc(u

h), ψT )0,T + (λc(u
h) − λc(u), ψT )0,T

= γ(∇eu,∇ψT )0,T − (ew, ψT )0,T

+(eλh
c
, ψT )0,T + (eλ+

c
, ψT )0,T + (eλ−

c
, ψT )0,T .(7.62)From (7.61)�(7.62) it follows that

‖r(2)h ‖2
0,T ≤ C

(
γ|eu|1,T |ψT |1,T +

(
‖ew‖0,T + ‖eλh

c
‖0,T + ‖eλ+

c
‖0,T

+‖eλ−

c
‖0,T + h−1

T os
h(r
(2)
h , T )

)
‖ψT ‖0,T

)
,and using (7.52) and (7.53) we obtain

‖r(2)h ‖0,T ≤ C
(
γh−1

T |eu|1,T + ‖ew‖0,T + ‖eλh
c
‖0,T

+‖eλ+
c
‖0,T + ‖eλ−

c
‖0,T + h−1

T os
h(r
(2)
h , T )

)
.(7.63)The estimation (7.59) now follows from (7.60) and (7.63).Using similar argument one 
an show (7.58). �Lemma 7.4. For every E ∈ Eh there hold(7.64) τ(η

(1)
E )2 ≤ C

(
τ |ew|21,ωE

+ τ−1‖hEeu‖2
0,ωE

+ τ−1os
2(r
(1)
h , ωE)

)
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γ(η

(2)
E )2 ≤ C

(
γ|eu|21,ωE

+ γ−1‖hEew‖2
0,ωE

+ γ−1‖hEeλ+
c
‖2
0,ωE

(7.65)
+γ−1‖hEeλ−

c
‖2
0,ωE

+ γ−1‖hEeλh
c
‖2
0,ωE

+ γ−1os
2(r
(2)
h , ωE)

)
.Proof. Let E be an arbitrary edge in Eh and de�ne ψE := σ̃EλE with σE :=

[∇uh]E · νE . Due to (7.54) we have
(η

(2)
E )2 := hE‖[∇uh]E · νE‖2

0,E ≤ ChE([∇uh]E · νE , ψE)0,E .Green's formula and ∆uh|T = 0 yield
([∇uh]E · νE , ψE)0,E =

∑

T⊂ωE

(∇uh,∇ψE)0,T .Using −γ∆u+ λc(u) − w − uold = 0 we get
([∇uh]E · νE , ψE)0,E = (∇eu,∇ψE)0,ωE

− γ−1(ew, ψE)0,ωE

+γ−1(πh(λc(u
h)) − λc(u), ψE)0,ωE

−γ−1(r
(2)
h ψE)0,ωE

= (∇eu,∇ψE)0,ωE
− γ−1(ew, ψE)0,ωE

+γ−1(πh(λc(u
h)) − λc(u

h), ψE)0,ωE

+γ−1(λc(u
h) − λc(u), ψE)0,ωE

− γ−1(r
(2)
h , ψE)0,ωE

= (∇eu,∇ψE)0,ωE
− γ−1(ew, ψE)0,ωE

+γ−1(eλh
c
, ψE)0,ωE

+ γ−1(eλ+
c
, ψE)0,ωE

+γ−1(eλ−

c
, ψE)0,ωE

− γ−1(r
(2)
h , ψE)0,ωE

.Consequently, we obtain
([∇uh]E · νE , ψE)0,E ≤ ‖∇eu‖0,ωE

‖∇ψE‖0,ωE
+ γ−1‖ew‖0,ωE

‖ψE‖0,ωE

+ γ−1‖eλh
c
‖0,ωE

‖ψE‖0,ωE
+ γ−1‖eλ+

c
‖0,ωE

‖ψE‖0,ωE

+ γ−1‖eλ−

c
‖0,ωE

‖ψE‖0,ωE
+ γ−1‖r(2)h ‖0,ωE

‖ψE‖0,ωE
.Using (7.54), (7.56) and (7.57), it follows that

‖[∇uh]E · νE‖2
0,E ≤ C([∇uh]E · νE , ψE)0,Eand

‖[∇uh]E · νE‖0,E ≤ C
(
h
−1/2
E ‖∇eu‖0,ωE

+ γ−1h
1/2
E ‖ew‖0,ωE

+ γ−1h
1/2
E ‖eλh

c
‖0,ωE

+ γ−1h
1/2
E ‖eλ+

c
‖0,ωE

+γ−1h
1/2
E ‖eλ−

c
‖0,ωE

+ γ−1h
1/2
E ‖r(2)h ‖0,ωE

)
.
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γ(η

(2)
E )2 := γhE‖[∇eh]E · νE‖2

0,E

≤ C
(
γ|eu|21,ωE

+ γ−1‖hEew‖2
0,ωE

+ γ−1‖hEeλ+
c
‖2
0,ωE

(7.66)
+γ−1‖hEeλ−

c
‖2
0,ωE

+ γ−1‖hEeλh
c
‖2
0,ωE

+ γ−1‖hEr
(2)
h ‖0,ωE

)
.Observe that due to (7.11) it holds that

γ−1‖hEr
(2)
h ‖2

0,ωE
≤ C

∑

T∈ωE

γ−1(η
(2)
T )2,(7.67)where the regularity of the mesh, i.e. O(hE/hT ) = 1, is used. Consequentlyby 
ombining (7.59), (7.66) and (7.67) we obtain (7.65).The estimation (7.64) 
an be shown in an analogous way. �Using the two previous lemmas we easily obtain the following global pos-teriori lower bound.Proposition 7.5. There exists a 
onstant β depending on c−1, γ, τ, Ω, andthe smallest angle of the mesh Th su
h that

c−1‖eλ+
c
‖2 + c−1‖eλ−

c
‖2 + τ‖∇ew‖2 + γ‖∇eu‖2 ≥(7.68)

βη2
Ω − ‖eλh

c
‖2 − os
h(r

(1)
h ,Ω)2 − os
h(r

(2)
h ,Ω)2.Remark 7.6. If the dis
rete set I(uh) is empty or when the lumping te
hniqueis repla
ed by an exa
t 
omputation of max(0, uh − 1) and min(0, uh + 1),then ‖eλh

c
‖ = 0 and one gets a global lower estimate for ηΩ whi
h dependson c−1 through β. Note, however, that in these 
ases and for �xed c ourestimator is both reliable and e�
ient.7.3. Mesh adaptation. The marking of elements for a possible re�nementor 
oarsening, respe
tively, is based on a bulk-type 
riterion; see [16℄ for thelatter. For this purpose, for a given triangulation Th we introdu
e the set

Ah := {T ∈ Th : αmin ≤ |T | ≤ αmax} ,with 0 ≤ αmin < αmax denoting the admissible minimal and maximal el-ement areas, respe
tively. The 
orresponding marking algorithm performsthe following steps:(1) Fix 
onstants θr and θc in ]0, 1[.(2) Find a set MT
h ⊂ Th su
h that

∑

T∈MT
h

(
τ−1(η

(1)
T )2 + γ−1(η

(2)
T )2

)
≥ θr

∑

T∈Th

(
τ−1(η

(1)
T )2 + γ−1(η

(2)
T )2

)
.(3) Find a set ME

h ⊂ Th su
h that
∑

T∈ME
h

∑

E∈Eh(T )

(
τ(η

(1)
E )2 + γ(η

(2)
E )2

)
≥ θr

∑

T∈Th

∑

E∈Th

(
τ(η

(1)
E )2 + γ(η

(2)
E )2

)
.
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h ⊂ Th ∩ I(uh) su
h that

∑

T∈Mλ
h

γ−1(η
(3)
T )2 ≥ θr

∑

T∈Th∩I(uh)

γ−1(η
(3)
T )2.(5) Mark ea
h T ∈ (ME

h ∪MT
h ∪Mλ

h) ∩ Ah for re�nement.(6) Find the set CT
h ⊂ Th su
h that

τ−1(η
(1)
T )2 + γ−1(η

(2)
T )2 ≤ θc

NT

∑

T∈Th

(
τ−1(η

(1)
T )2 + γ−1(η

(2)
T )2

)for ea
h T ∈ CT
h . Here and below NT denotes the number of elementsof Th.(7) Find the set CE
h ⊂ Th su
h that

∑

E∈Eh(T )

τ(η
(1)
E )2 + γ(η

(2)
E )2 ≤ θc

NT

∑

T∈Th

∑

E∈Eh(T )

(
τ(η

(1)
E )2 + γ(η

(2)
E )2

)for ea
h T ∈ CE
h .(8) Find the set Cλ
h ⊂ Th ∩ I(uh) su
h that

γ−1(η
(3)
T )2 ≤ θc

NT

∑

T∈Th∩I(uh)

γ−1(η
(3)
T )2.for ea
h T ∈ Cλ

h ∩ I(uh).(9) Mark all T ∈
(
CT

h ∪ CE
h ∪ Cλ

h

)
∩ Ah for 
oarsening.Note that �agging elements for re�nement (resp. 
oarsening) is done in thethree separate steps (2)-(4) (resp. (5)-(7)). This has the advantage of prop-erly handling the s
aling di�eren
e between jump, element and interpolationresidual 
ontributions indu
ed by τ and γ in (7.43). We further mention thatwithin one mesh adaptation step, an element T might be subje
t to bothre�nement and 
oarsening.Given a mesh at a 
urrent time instan
e in the 
ontext of the time-dependent Cahn-Hilliard problem, we use the above marking strategy on
eto produ
e a new mesh for the next time step. This yields the followingoverall adaptive algorithm:(1) Determine an initial mesh T (0)

h and an initial uh(0). Set i = 0.(2) Denote by ti+1 the 
urrent time instan
e.(3) For ea
h T ∈ T i
h and E ∈ Ej

h, 
ompute the posteriori lo
al errorestimates η(i)
T and η(j)

E for i = 1, . . . , 3 and j = 1, 2.(4) For ea
h T ∈ T i
h (resp. E ∈ E i

h), mark T (resp. E) for re�ne-ment/
oarsening using the bulk 
riterion.(5) Re�ne/
oarse mesh to obtain a new mesh denoted by T (i+1)
h andperform a time step.Our strategy is motivated by the fa
t that the time step τ should be 
ho-sen su�
iently small to 
apture the fast dynami
s at the beginning of the



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 27evolution. For τ = O(γ), this strategy has performed well in our numeri
alexperiments. 8. Numeri
al resultsIn this se
tion we assess the pra
ti
al performan
e of the proposed AFEMMoreau-Yosida-based (or equivalently semi-smooth-Newton) algorithm. Forthis purpose, a Matlab 
ode was written using 
oarsening/re�nement rou-tines of the iFEM �nite elements library [9℄. All 
omputations were 
arriedout on a Linux workstation with two duo-
ore Intel-Xeon 3 GHz pro
essorsand 4GB of RAM.In the experiments reported on below we have Ω =]0, 1[2. The handlingof the parameter c is as follows: For the �rst time instan
e and sin
e theinitial solution might not be a good starting point for the semi-smoothNewton method, a 
ontinuation pro
edure is used with respe
t to c, i.e.(6.1)�(6.2) is solved for a sequen
e of in
reasing c-values. In fa
t, we take
c1 = 10 ≤ c2 = 102 ≤ · · · ≤ c7 = 107 = cmax. The Newton method for solv-ing the system for ci+1 is initialized by an approximate solution for ci. Wenote that more sophisti
ated c-update strategies may be employed; 
ompare[24, 25℄. For the subsequent time steps, c = cmax = 107 is �xed. This isappropriate due to the rather small time step size. For solving the linearsystems involved in the semi-smooth-Newton method we use BICGSTABwith super-LU pre
onditioning [14℄. The Newton solver was stopped as soonas

‖Fc(u
(k)
h , w

(k)
h )‖2 ≤ ǫrel‖Fc(u

(0)
h , w

(0)
h )‖2 + ǫabs, k = 1 . . . kmax,for some user-spe
i�ed maximum number of iterations kmax and toleran
es

ǫrel and ǫabs. In our tests we used
kmax = 100, ǫrel = 10−12, ǫabs = 10−6.We note that the method 
onverged within at most 5 iterations at every timeinstan
e.Example 1. In our �rst example we 
onsider the initial order parameter u0given by

u0(x, y) = tanh
(
((x− 0.3)2 + (y − 0.5)2 − 0.142)/ε

)

× tanh
(
((x− 0.7)2 + (y − 0.5)2 − 0.242)/ε

)
,whi
h en
loses two 
ir
les of 
enters (0.3, 0.5) and (0.7, 0.5) and radius 0.14and 0.24, respe
tively. We set ε = 10−3, τ = 10−4 and πγ = 10−3. Forthe mesh adaptation pro
ess, θr

T = 0.6 and θc = 0.1 are �xed. Initially auniform mesh of 32768 elements and 16641 nodes is sele
ted.In Figures 8.1�8.4 we depi
t snapshots of the order parameter u and the
orresponding mesh at di�erent time steps during the numeri
al solutionpro
ess. One 
learly observes how the mesh re�nement follows the transitionzone. The minimum element area 5×10−6 is rea
hed in almost all time steps
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h indi
ates that one would need 5×106 elements if a uniform mesh wereused. As expe
ted, in Figure 8.5 the free energy is redu
ed in time.
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Figure 8.1. Order parameter u at time t = 0τ and 
orre-sponding uniform mesh with 32768 elements and 16641 nodes.
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Figure 8.2. Order parameter u at time t = 100τ and 
orre-sponding mesh with 36532 elements and 18294 nodes.
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Figure 8.3. Order parameter u at time t = 500τ and 
orre-sponding mesh with 35230 elements and 17645 nodes.
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Figure 8.4. Order parameter u at time t = 2000τ and 
or-responding mesh with 33282 elements and 16663 nodes.
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Figure 8.5. Free energy versus time.Example 2: Spinodal de
omposition. Now we 
onsider the 
ase of spin-odal de
omposition in two spatial dimensions. In this 
ase, the initial datais a random perturbation of magnitude 0.05 about a mean 
omposition of 0.We take πγ = 10−3 and τ = 5 × 10−4. For the mesh adaptation pro
ess, we
hoose θr = 0.6 and θc = 0.2.In Figures 8.6�8.9, as before we depi
t snapshots of the order parameter
u and the 
orresponding mesh at di�erent time steps along the numeri
alsolution. The initial uniform mesh is 
hosen with 32768 elements and 16641nodes. As in the previous example, the minimum element area is set to
5×10−6. Typi
ally, the minimal area is rea
hed in almost every time instan
eindi
ating that a uniform mesh re�nement would yield 5×106 elements. Thefree-energy de
rease in time as shown in Figure 8.10. In the same �gure we



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 30also monitor the evolution in time of the number of degrees of freedom. Asexpe
ted for the spinodal de
omposition we get �ner meshes in the �rst fewsteps. On
e phase regions alternating between the two 
omponents form,the e�e
t of re�nement/
oarsening gets in
reasingly more pronoun
ed: there�nement zone follows the transition layer throughout the time interval (seeFigures 8.6�8.9).
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Figure 8.6. Order parameter u at time t = 0 and 
orre-sponding mesh with 32768 elements and 16641 nodes.

Figure 8.7. Order parameter u at time t = 50τ and 
orre-sponding mesh with 129684 elements and 65085 nodes.
Appendix: Mathemati
al programming in Bana
h spa
eIn this se
tion we re
all the mathemati
al programming theory in Bana
hspa
e as given by Zowe and Kur
yusz in [33℄.
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Figure 8.8. Order parameter u at time t = 100τ and 
orre-sponding mesh with 100513 elements and 50454 nodes.
Figure 8.9. Order parameter u at time t = 500τ and 
orre-sponding mesh with 55482 elements and 27850 nodes.
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Figure 8.10. Free energy and number of nodes versus time.
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h spa
es. For
F : X −→ R Fré
het-di�erentiable,
g : X −→ Y 
ontinuously Fré
het-di�erentiable,we 
onsider the following mathemati
al program:(8.1) min {F (x) | g (x) ∈M, x ∈ C} ,where C is a 
onvex 
losed subset of X and M a 
losed 
one in Y withvertex at 0. We suppose that (8.1) has an optimal solution x̂, and introdu
ethe 
oni
al hulls of C − {x̂} and M − {y} , respe
tively, as
C (x̂) = {x ∈ X | ∃β ≥ 0, ∃c ∈ C, x = β (c− x̂)} ,
M (y) = {z ∈ Y | ∃λ ≥ 0, ∃ζ ∈M, z = ζ − λy} .Then the main result in [33℄ on the existen
e of a Lagrange multiplier for

(8.1) is as follows.Theorem 8.1. Let x̂ be an optimal solution of the problem (8.1) satisfyingthe following 
onstraints quali�
ation:(8.2) g′ (x̂) · C (x̂) −M (g (x̂)) = Y.Then there exists a Lagrange multiplier µ∗ ∈ Y∗ su
h that
〈µ∗, z〉Y∗,Y ≥ 0 ∀z ∈M,(8.3)

〈µ∗, g (x̂)〉Y∗,Y = 0,(8.4)
F ′ (x̂) − µ∗ ◦ g′ (x̂) ∈ C (x̂)+ ,(8.5)where A+ =

{
x∗ ∈ X ∗ : 〈x∗, a〉X ∗,X ≥ 0 ∀a ∈ A

}
, Y∗ and X ∗ are the topo-logi
al dual spa
es of Y and X , respe
tively, and (µ∗◦g′ (x̂)) d = 〈µ∗, g′ (x̂) d〉Y∗,Y
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