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ABSTRACT. An adaptive finite element semi-smooth Newton solver for
the Cahn-Hilliard model with double obstacle free energy is proposed.
For this purpose, the governing system is discretised in time using a
semi-implicit scheme, and the resulting time-discrete system is formu-
lated as an optimal control problem with pointwise constraints on the
control. For the numerical solution of the optimal control problem,
we propose a function space based algorithm which combines a Moreau-
Yosida regularization technique for handling the control constraints with
a semi-smooth-Newton method for solving the optimality systems of
the resulting sub-problems. Further, for the discretization in space and
in connection with the proposed algorithm, an adaptive finite element
method is considered. The performance of the overall algorithm is illus-
trated by numerical experiments.

1. INTRODUCTION

The mathematical study of interface dynamics has attracted a lot of in-
terest in the last decades. Applications include multi-phase flow, crack prop-
agation, solidification, melting processes, lubrication mechanisms, etc. [10].
Two major approaches have been used for tracking interfaces: sharp interface
models and phase-field models, respectively. In the former, the interface is
described as an evolving manifold whose motion is controlled by boundary
conditions which are consistent with the physics of the modeled mechanism.
In phase-field approaches an additional order parameter is introduced, which
is continuous in space but preferably takes distinct constant values in each
phase. As a consequence, the physical interface is located in the transition
zone where this parameter changes its value. By driving the thickness of the
transition zone to zero, typically the sharp-interface limit is obtained. Math-
ematically, phase-field models convert a free-boundary problem into a set of
partial differential equations which allow for a more convenient numerical
treatment.
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A typical phase-field model which has proven to be excellent for describ-
ing several physical phenomena such as, e.g., phase transitions in binary
alloys is given by the Cahn-Hilliard system [8]. It was originally derived for
spinodal decomposition occurring when a homogeneous high-temperature
mixture of two metallic components is rapidly quenched below a critical
temperature. The mixture becomes inhomogeneous and forms a structure
alternating between the two alloy components. Later, the Cahn-Hilliard the-
ory was adopted to a broad range of applications exhibiting similar phase
separation behavior. Examples include problems in mathematical image pro-
cessing |15], in fluid dynamics [1] or even in cancer growth modeling |20].

Based on minimizing an energy functional of Ginzburg-Landau type, the
Cahn-Hilliard model gives rise to a mathematical system involving a para-
bolic forth order (in space) operator. A mixed formulation splits this op-
erator into a coupled parabolic-elliptic second order (in space) system. De-
pending on the underlying free energy, a variational inequality might occur.
The latter is in particular true for the popular double obstacle free energy,
which was thoroughly analyzed by Blowey and Elliot in [6]. In [7| the same
authors investigated the problem from a numerical point of view. Concern-
ing the efficient algorithmic treatment of Cahn-Hilliard models involving the
double obstacle potential we mention here the preconditioned Uzawa type
solver proposed recently by Griser and Kornhuber [22] and the many ref-
erences therein. Based on this algorithm, an adaptive finite element solver
was designed and applied successfully to problems in two and three spatial
dimensions in [3] and [4].

The aim of the present paper is to supplement existing algorithmic ap-
proaches like the one in [22] for solving the Cahn-Hilliard model with double
obstacle potential. The proposed method is of semi-smooth Newton type and
allows for a convergence analysis in function space. In view of the theory
in [26], one then expects a mesh-independent behavior of the algorithm, i.e.
once the discretization is "fine” enough the convergence rate of the discrete
scheme matches the one of its continuous counterpart. In particular, fur-
ther mesh refinements should not adversely affect the convergence behavior
of the discretized method. For the discretization in time we use a semi-
implicit scheme, and, following [21, 22| and the references therein, we formu-
late the time-discrete system as an optimal control problem with pointwise
constraints on the control. The constraints are handled by a regularization of
Moreau-Yosida type which is related to an augmented Lagrangian penaliza-
tion. The optimality systems of the resulting regularized (sub-)problems are
solved by a local superlinearly convergent semi-smooth-Newton method [23].
Within the framework considered in this paper, the solution at a given time
provides an excellent initial point for the semi-smooth-Newton method for
computing the solution at the next time step. We recall that usually the time
step size is related to the interface width due to the phase-field approach.
The good initial guess enables one even to operate with little regulariza-
tion, i.e. large penalty parameter, without suffering from ill-conditioning or
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mesh-dependence effects. In order to further enhance the efficiency of our
algorithm, we explore an adaptive finite element method for the discretiza-
tion in space utilizing a posteriori techniques. In the discrete setting and
in connection with the semi-smooth Newton method, we also show that the
resulting linear systems are well posed and are solved efficiently by using
Schur complements.

The rest of this paper is organized as follows. In Section 2 we describe
the Cahn-Hilliard model with the double obstacle free energy. In section 3
a semi-implicit time discrete problem is considered. We show that the time-
discrete problem is equivalent to an optimal control problem whose regular-
ized version is introduced and analyzed in section 4. In section 5 we propose
a semi-smooth Newton method to solve the regularized sub-problems. In sec-
tion 6 we design an adaptive finite element algorithm based on a posteriori
error analysis. Finally, numerical experiments are reported on in section 7.

2. CAHN-HILLIARD MODEL

For time ¢t € (0,7T), with T > 0 fixed, we consider an alloy composed of
a binary mixture of components A and B with respective concentrations cx
and cp located in the spatial domain Q C R™ with n € {1,2,3}. The local
phase variable

U= AT gy Q,
catca

satisfies —1 < u < 1 with u = 1 (u = —1) in the pure B-phase (A-phase)
region. A mixture of the two components yields —1 < u < 1 and gives rise to
an interfacial layer. Following [19], under mass conservation the equilibrium
profile of the mixture minimizes the Ginzburg-Landau energy

_1 uzﬂj u)ax.
5A,(u)—2/Q|V|d +/Q\If()d

Here, /7 relates to the width of the interface region and W(u) denotes the
homogeneous free-energy density. The generalized chemical potential w is
given by

o0&
(2.1) w = 5—1: = —vAu + V'(u),
and mass conservation (see [8]) yields
(2.2) % =-V.J with J =—-M(u)Vw,

where M (u) is the mobility. Degenerate mobilities can be motivated by
practical applications and were considered, e.g. in [5, 18|. In this paper,
however, we assume a non-degnerate case and use, without loss of generality,
M (u) = 1. It is well-known that the equations (2.1) and (2.2) constitute the
Cahn-Hilliard system.
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Concerning the free energy W, besides the double-well and logarithmic
potentials considered in the literature (see for instance [17, 13]), the double-
obstacle potential is a good approximation in particular for deep quenches
[7]. It is given by

() ::{ %(1—u2) %fue [—1,1],
+o0 if u¢[—1,1].

In this case, (2.1) becomes
(2.3) w+ yAu € 0¥ (u),

where OV is the subdifferential of U. The potential equation (2.3) is equiva-
lent to

(2.4) lul <1, (—yAu—w—u,v—u) >0 VYo with [v] <1.

We supplement (2.2) and (2.4) by appropriate initial and boundary condi-
tions:

ow  Ou
ek:={veH Q) :|v]<1inQ}, — =-—=0o0n09Q,
ug {v (Q):|v]| <1in Q} B = Bn on
respectively. Summarizing, the variational form of our Cahn-Hilliard system
with a constant mobility and the double obstacle free energy consists in

finding the order parameter u and the chemical potential w such that

(2.5)  (u,w) € HY0,T, H () N L>®(0, T, H'(2)*) x L*(0, T, H'(Q)),

(2.6) u(t) e K ¥Vt €]o,T],
(2.7) <%,v> + (Vw, Vo) =0, Vv e HY(Q),
(2.8) v(Vu, Vv = Vu) — (u,v —u) > (w,v —u) YveKk,

u(0) = uo,

where (+,-) and (-, -) stand for the usual L?()-inner product and the duality
pairing of H(Q) and its dual H'(Q)*, respectively. Concerning existence,
uniqueness and regularity of a solution of (2.5)—(2.9), we refer to [6].

3. TIME-DISCRETE CAHN-HILLIARD SYSTEM

We integrate (2.5) (2.9) in time by utilizing a semi-implicit Euler scheme.
For this purpose, let ul; € HY(2) and u™ € H'(Q) denote the time-discrete
solution at t,q and t = tgq + 7, respectively. Here, 7 > 0 denotes the
(uniform) time-step size. Then u” with associated w” solves the problem:
Find v € K and w € H'(Q) such that

(3.1) (u,v) + 7(Vw, Vv) (ugrg,v) Vv € HY(Q),
(3.2)  ~(Vu,Vvo—Vu) — (w,v —u) > (ugq,v—u) YveK.
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We mention that in [7] an unconditional gradient stability result for the dis-
cretization scheme (3.1) (3.2) was established. In order to ease the notation,
from now on we write u and ugq instead of 7 and u,,, respectively.

Following [21, 22], it is convenient to interpret (3.1) (3.2) as the first order
optimality system of an optimization problem. For the formulation of the
latter we define the Sobolev space

Vo = {veHl(Q): (v,1) :0},
and assume, without loss of generality, that (ug,1) = 0, (uq,1) = 0 and
|2] = 1 hold true. We further use |- || for the L2-norm. For the minimization
problem

(P) |, min () ::%||Vu||2+%||Vw||2—(uold,u) subject to  (3.1)

we have the following result.

Lemma 3.1. Let F be the feasible set of (P). Then the following properties
hold true:

(i) F#0 and F C Vy x V.

(ii) F is a closed conver set of H'(Q) x H(Q).

(iii) J s strictly conver on F.

(iv) For every sequence (Up, Wy )neN in F such that nli_)H;OHUnHHl(Q) = +00

or lim |lwy || g1(q) = +00 we have limy, o J (tn, wy) = +00.
n—oo

Proof. (i) We have F # () since (uy4,0) € F. In addition, for all (u,w) € F
we have w € V. By taking v = 1 in (3.1), we obtain (u,1) = (uyq,1) = 0.
Therefore, F C V x Vj.

(ii) The convexity of F follows from the convexity of K x H(Q2) and the
linearity of (3.1). For the closedness of F consider a sequence (uy,, Wy )nen C
F such that (u,,w,) — (u,w) in H'(Q) x H*(Q). Then,

(3.3) (tn, ) + 7(Vwy, Vo) = (ugq,v) Yo € H(Q)

which, upon passing to the limit, yields (3.1). The requirement |u| < 1 a.e.
in  follows from the weak closedness of .
(iii) Let (ug,w1), (u2, w2) € F and « €]0, 1[. Setting

r(a) == aJ(u,wy) + (1 — a)J(ug, wa) — J(a(ur,wr) + (1 — a)(ug, ws)),

we have r(a) = 3a(1 — a)(||V(u1 — u2)||> + ||V (w1 — w2)[|?) > 0. Moreover,
r(a) = 0 yields

(3.4) V(w1 = u2)l| = IV (w1 = wa)]| = 0.

Since F C Vi x Vy, we deduce from the Poincaré-Friedrichs inequality and
(3.4) that (uq1,w1) = (u1,wy). Consequently, J is strictly convex on F.
(iv) By Young’s inequality we have

1
Hww) = N0l + 21Vl - Sl - o fual?



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLTARD 6

for all (u,w) € F and for all § > 0. Again from F C Vj x Vj and the
Poincaré-Friedrichs inequality we infer

Kk — BC. T 1
sy = E D gup Ty - Dul? >0
2 2 20
Consequently, (iv) follows from choosing 3 such that v — 3C}, > 0. O

The relation between (P) and (3.1) (3.2) is established next.

Theorem 3.2. The problem (P) has a unique solution (u*,w*). Moreover
there exists a Lagrange multiplier p* € HY(Q) such that w* = p* — (p*,1)
and (u*,p*) is a solution of (3.1) (3.2). Conversely, if (u*,p*) is a solution
to (3.1) (3.2), then (u*,w*) with w* = p* — (p*,1) is the unique solution of
(P).

Proof. The existence and uniqueness of the solution of (P) are immediate
consequences of the previous lemma. The existence of a Lagrange multiplier
p* follows from mathematical programming in Banach space; see, e.g., |33].
In order to keep the paper selfcontained we repeat the main result in the
appendix and check here that the constraint qualification (8.2) is satisfied.
For a given f € H'(Q)*, in our context it consists in finding (u,w) € K x Vg
and £ > 0 such that

(3.5) 7(Vw, Vo) = (f, v) — E(u —u*,v) = g Yo € H(Q).

Let w € K such that (u,1) # 0 and £ = (f, 1)/(u,1) > 0. Its existence
is guaranteed since C is symmetric with respect to the origin. Note that
the right hand side g € H'(Q)* in (3.5) satisfies the compatibility condition
(g9,1) = 0. Hence, by the Lax-Milgram theorem there exists a unique w such
that (3.5) is fullfilled. Now Theorem 8.1 yields the existence of an adjoint
state (or Lagrange multiplier associated with (3.1)) p* € H*(2) such that

(3.6) (u*,v) + 7(Vw*, Vo) = (ugq,v) Yo e H(Q),
(3.7) A (Vu,V(v—u))— (p*,v—u*) > (upg,v — u*) YveK,
(3.8) (Vp*, Vo) = (Vw*, Vo) Yo € HY(Q).

Consequently, (u*,p*) is a solution of (3.1) (3.2).

For the reverse implication it is clear that if (u*,p*) is a solution of (3.1)-
(3.2), then (u*,w*,p*) with w* = p* — (p*, 1) is a solution of the optimality
system (3.6)—(3.8). Since (P) is a convex problem, any stationary point of
(P), i.e. a solution of (3.6)—(3.8), is also a global solution of (P). Thus,
(u*,w*) is the unique solution of (P). O

4. MOREAU-YOSIDA REGULARIZED PROBLEM

It is well-known that variational inequalities like (3.7) may be reformulated
as complementarity systems by introducing Lagrange multipliers associated
with the constraints in K. Since u € H'(Q), these multipliers are elements
of H'(Q)*, thus not allowing a pointwise interpretation. This low regularity
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complicates the numerical treatment and might have an adverse effect on
the convergence rate of an associated solution method. For this purpose we
replace the above optimization problem by its Moreau-Yosida regularized
version

(Pe) (%w)e];n{ilr(lmXVOJC(u,w) subject to (3.1)

with the objective
Je(u, w) = J(u,w) + %H max(0,u — 1)||> + %H min(0,u + 1)||%,

where ¢ > 0 denotes the associated regularization (or, due to the structure
of the additional terms, penalty) parameter. Note that the max- and min-
expressions arise from regularizing the indicator function of .

We analyse (P.) and start with a result similar to Theorem 3.2.

Theorem 4.1. The problem (P.) has a unique solution (uc,w.). Moreover,
there exists a unique p. € H*(Q) such that

(4.1) pe = (Pe; 1) = we,
(4.2) T(Vpe, V) + (ue,0) = (uoia,v) = 0 Yo € H'(Q),
(43) Y(Vate, V) + (Ae(tie), ) = (Pes v) = (uota,v) = 0 Yo € H'(€2),
where Ae(ue) = A (ue) + A (ue) with

M (ue) == emax(0,u. — 1)  and A} (u) := cmin(0,u. + 1).

Conversely, if (uc,pe) is a solution of (4.2)—(4.3) then (uc,w.) with w. =
Pe — (Pe, 1) is the unique solution of (P.).

Proof. We start by noting that the functionals u — || max(0,u—1)||? and u —
| min(0,u + 1)||? are convex and Fréchet-differentiable on H'(2) and that
Fe, the feasible set of (P,), as well as J, satisfy the analogue of Lemma 3.1
for (P.). Hence, (P.) is a convex problem whose cost function is radially
unbounded and strictly convex. This yields existence and uniqueness of
(te, we). Similarly, as in the proof of Theorem 3.2, mathematical program-
ming theory in Banach space guarantees the existence of an adjoint state
pe € HY(Q) satisfying the following first-order optimality system of (P.):

(4.4) (e, v) + T(Vwe, Vo) = (uga,v) Yo € HY(R),
(4.5) 7(Vue, Vo) + Ae(te), v) — (e, v) = (ugg,v) Yo € HY(Q),
(4.6) (Vpe, Vo) = (Vwe, Vv) Yo e HY(Q).

Observe that (4.6) is equivalent to w. = p.—( for some ¢ € R. From w, € Vj
we deduce that ¢ = (pe, 1). Thus, (4.4)—(4.6) is equivalent to

(4.7) (e, v) + 7(Vpe, Vo) = (uia,v) VYo € HYRQ),
(4.8) ¥(Vue, Vu) — (Do, v) + (o), v) = (ugg,v) Yo € HY(Q),
(4.9) We = Pc— (pm 1)'
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The uniqueness of p. follows from the uniqueness of (u.,w.), the solution of
(P.), and (4.8). O
The relation between (P) and (7,) is studied in the following proposition.

Proposition 4.2. Let {(uc,we)}es0 be a sequence of solutions of (P.) as
¢ — 4o00. Then there exists a subsequence still denoted by {(uc, we) }eso such
that

(4.10) (U, we) — (u*, w*) in H(Q)

as ¢ — 400, where (u*,w*) is the unique solution of (P). In particular, u*
is the order parameter corresponding to the solution of (3.1) (3.2).

Proof. By the properties of the respective solutions, we have

(4.11) I (tes we) < Je(te, we) < Jo(u*,w*) = J(u*, w*).

Therefore, there exists a constant 3 > 0 independent of ¢ such that

fy T C C .
5Hvuc”2+5Hv’wcHz—(uold,Uc)+§|’ maX(Oauc—l)H2+5” min(0, uc+1)|* < 8.

Since F. C Vg x Vp, the Poincaré-Friedrichs inequality and Young’s inequality
yield

(4.12) {u.} bounded in  H(Q),
(4.13) {w,} bounded in H(Q),
(4.14) {Vemax(0,u, — 1)}  bounded in  L*(Q),
(4.15) {/cmin(0,u, + 1)}  bounded in  L*(Q).

Consequently, there exist (u,w) € H*(Q) x H'(Q) and a subsequence still
denoted by {(u¢, we)}eso such that

(4.16)  (ue,we) — (u,w) in L2(Q) and (e, we) — (u,w) in H(Q)

as ¢ — +oo. Moreover, passing to the limit in the state equation of (P.), we
obtain

(4.17) (u,v) + 7(Vw,Vv) = (ugq,v) Yv e H'(Q).

On the other hand, from (4.16) and Lebesgue’s dominated convergence the-
orem we infer

(4.18) max(0,u, —1) — max(0,u — 1) in L*(Q),
(4.19) min(0,u. +1) — min(0,u + 1) in L*(Q).
This together with (4.14)—(4.15) yields

(4.20) —1<u<1 ae inQ.

From (4.17) and (4.20) we deduce that (u,w) € F. Moreover, from (4.11)
and the lower semi-continuity of semi-norms in H*(Q) we infer

(4.21) J(u, w) < liminf J(ue, we) < J(u*, w*).

The uniqueness of the solution of (P) implies (u,w) = (u*, w*).
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Finally, we establish the strong convergence result in H'(2). For this
purpose note that (4.11) and (4.21) imply

%H max(u. — 1,0)[|* + g” min(u, + 1,0)[|> = 0 as ¢ — +oo.

Hence, we have

J(u*,w*) < liminf J,(ue, we) < limsup Je(ue, we) < J(u*, w*)

and further
lim |Vuc| = [|[Vu*|| as well as  lim ||[Vw,| = |[|[Vw*|.
CcC— 00 CcC— 00

Now, the weak and norm convergence yield the strong convergence result
(4.10). (]

Concerning the limit of the first order optimality system (4.1) (4.3) we
first establish an auxiliary result.

Lemma 4.3. There erist constants 3, > 0 and B\ > 0 independent of c,
respectively, such that

(4.22) (e, 1)| < By,
(4.23) Ae(ue) | < IAE (ue)l| + 1A (ue)ll < Ba,
for all ¢ > 0.

Proof. We start by observing that

(4.24) (Pe, uc) = (we + (Pe, 1)1, uc) = (we, ue)

since ((pe, 1)1, ue) = (pe, 1)(ue, 1) = 0. Moreover, we have
(4.25)  (min(u. + 1,0),u. —1) >0 and (max(u.—1,0),u.+1) >0
as min(u.(z)+1,0) = uc(x)+1 implies u.(x)+1 < 0 and thus u.(z)—1 < -2
and analogously for the second estimate above.

Considering now (4.3) and the definition of A.(u.), then choosing v =
u. — 1 € HY(Q) yields

0 = 7||Vue|? + ¢ max(u. — 1,0)||* + e(min(ue + 1,0),ue — 1) — (P, ue)

+ (pa 1) - (uolda uc)
Z (pw 1) - (wc + Uold, uc)a

where we used (4.24), (4.25) and (ugq,1) = 0. Due to the boundedness of
{llwell g1} and {||uc|[g1} there exists B, > 0 such that

(4.26) (P 1) < [Juell([well + luowal]) < By for all ¢ > 0.

For the reverse estimate consider again (4.3) with v = u.+1 € H*(Q). Then,
we have

0= ’yHVuCH2 + ¢|| min(u. + 1,0)H2 + c(max(ue. — 1,0),uc + 1) — (pe, uc)
- (pa 1) - (uoldauc)
Z _(pca 1) - (wc + Uold, uc)y
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and consequently
(4.27) (0er1) > — el (leel] + rttall) > —6, for all ¢ > 0.
Combining (4.26) and (4.27) yields (4.22).

For showing (4.23) we first use v = A} (u.) = cmax(0,u. — 1) € HY(Q)
and then v = A\ (uc) = cmin(0,u. + 1) € H*(Q) in (4.3), respectively. As a
consequence, we get

yellV max(ue — 1, 0)[% + AT (ue) [ = (e, M (ue)) = (uora, AT (uc)) = 0
and

Y|V min (uc + 170)”2 + ”)‘c_(UC)”2 = (Pes Ac (ue)) = (Uoid; Ac (ue)) =0,
yielding

INE () IP < MIpellIAT (ue) | + lluotall IAZ (ue))
and
ING (ue)lI? < pelllIAZ (ue) | + lluotall IAZ (ue))I
which prove (4.23). O

This allows us to study the limit of (4.2)—(4.3) as ¢ — oc.

Theorem 4.4. For ¢ — oo there exists p* € HY(Q) and a subsequence of
{pe} which converges to p* weakly in H' (). Moreover, together with (u*, w*)
of Proposition 4.2 p* satisfies the first order optimality system (3.6)—(3.8).

Proof. The weak convergence of {p.} in H'(Q) to p* along a subsequence
follows from the uniform boundedness of {w.} in H'(Q), pe = we + (pe, 1)
and the uniform boundedness of {|(p¢, 1)|} according to Lemma 4.3.

Concerning the first order system (3.6) (3.8) we note that (3.8) follows
immediately from (4.1) and the boundedness properties of {w.} respectively
{pc}. Equation (3.6) was already established in the proof of Proposition 4.2.
It remains to study (3.7). For this purpose observe that for arbitrarily fixed
v € K the following holds:

(Ae(ue),v —ue) = e(max(ue — 1,0),v — u.) + ¢(min(u. + 1,0),v — uc)
= c¢(max(u. — 1,0),v — 1) 4+ ¢(max(u, — 1,0),1 — u,)
+ ¢(min(u. + 1,0),v + 1), +c(min(u. + 1,0), —1 — u,)
<0,
where we used —1 < v <1 a.e. in €. Hence, we have

lim (Ao(ue),v —ue) <0.

CcC— 00
Next, recall that due to Proposition 4.2 we have the strong convergence of
{u.} in H'(Q2) and by Lemma 4.3 the uniform boundedness of {\.(u.)} in
L?(€)), respectively. Therefore, from the last estimate above together with
passing to the limit in (4.3) with v € H'(Q2) replaced by v — u, with v € K
we obtain

F(Vu*, V(v —u*)) — (p*,v —u*) > (ugg,v —u*) Yo e K,



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLTARD 11

which establishes (3.7). O

Remark 4.5. Solving the optimality system (4.2) (4.3) for a sequence {c},
with ¢ > ¢ > 0 and ¢ — +o0, constitutes an iterative way for solving the
time-discrete Cahn-Hilliard system (3.1) (3.2).

5. SEMI-SMOOTH NEWTON METHOD FOR THE REGULARIZED PROBLEMS

The previous Remark 4.5 motivates our function space algorithm for solv-
ing the time-discrete Cahn-Hilliard problem. In fact, we specify a sequence
¢ — oo and solve the optimality system (4.2) (4.3), here compactly written
as

(5.1) Fe(ue, we) = (Fc(l)(uc,wc),FC(Q)(uc,wc))

=0,
for every ¢ by a semi-smooth Newton algorithm. In (5.1) the components
are defined by

(5.2) <Fc(1)(u,w),v> =7(Vw, Vo) + (u,v) — (ugq,v),

(5.3) (PP (w,w),v) =5(Vu, Vo) + (elu), v) = (,v) = (uoia, v)

for all u, w and v in H'(2). Due to the presence of the max- and min-
operators in the definition of A., F. is not Fréchet-differentiable. However,
it satisfies the weaker notion of Newton-differentiability [23|, which we recall
next.

Definition 5.1. Let X and Z be Banach spaces, D C X an open subset. A
mapping F': D C X — Z is called Newton-differentable in U C D if there
exists a family of mappings G : U — Z such that

1
lim ——

|F(z+d) — F(z) = Ge+d)d|z =0 VaeU.
d—0 ”d”X

The operator G is called a Newton-derivative of F' on U.

In finite dimensions, Newton-differentiability resembles the concept of
semi-smoothness [32, 29]. For Newton-differentiable mappings the follow-
ing convergence result for the (semi-smooth) Newton iteration

(5.4) af =2k — QM) TIF () for k=0,1,. ..

holds true. For its proof we refer to |23].

Theorem 5.2. Let x* be a solution of F(x) = 0, and suppose that F :
D C X — Z is Newton-differentiable in a neighborhood U of x* with
{IG(@) lgzx): « €U} bounded. Then the sequence {z*}ren generated

by (5.4) converges superlinearly to x* provided that ||x° —x*||x is sufficiently
small.

Our goal is to apply Theorem 5.2 to (4.2) (4.3). For this purpose we
establish the following auxiliary results.
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Lemma 5.3. The mapping F. : HY(Q) x H'(Q) — HY(Q)* x HY(Q)* is
Newton-differentiable. Furthermore, the operator G.(u,w) given by

T(Véw, Vo) + (du, ¢)
<GC(U7 w)(5u7 &w), ((b’ ¢)> - < 7(V5u7 V?ﬂ) + C(XA(u)5u7 ¢) - (5’[0, 1,[)) >

serves as a Newton-derivative for F., where x 4(,) 15 the characteristic func-
tion of the set
Alw):={x € Q: u(z) > 1} U{zr e Q: ulx) < -1}
Proof. According to [23], the mappings max(0,.) : L°(2) — L"(Q) and
min(0,.) : L*(Q) — L"(Q) with 1 <r < s < oo are Newton-differentiable on
L*(Q?) with Newton-derivatives
1 it y(z) >0,

(55) Gmax(y)($) - { 0 if y(x) <0
and

. 1 it y(x) <0,

Moreover, H!(Q) is continuousely embedded in L*(Q) for some s = s(n) > 2
by Sobolev embedding. Furthermore, L"(€2) with 2 < r < s is continuously
embedded in H!'(Q2)*. Therefore, the max- and min-mappings considered
from H'(Q) to H'(Q)* are Newton-differentiable with G and Giin, re-
spectively, as associated Newton-derivatives.

Further it is clear that Fréchet-differentiability implies Newton differen-
tiability. Hence, F, is Newton-differentiable. By using Definition 1 directly,
one readily checks that G serves as a Newton-derivative for F,. U

Lemma 5.4. For given u in HY(Q) and (y1,y2) in H'(Q)* x HY(Q)*, the
optimization problem
(Pe.) ; .
i —[|Véu|? + =||Vp||? ou, ou) — 0
o DIV I8 a5 — (2 00)
subject to - 7(Vop, Vo) + (du,d) = (y1,¢) Vo € H'(Q)

admits a unique solution (du,0p). Moreover, there exists a unique dw €
HY(Q) such that

(5.7) 7(Vow, Vo) + (du,d) = (y1,9),

for all ¢ and ¢ in H' (). Conversely, if (0u,dw) is a solution of (5.7)-(5.8)
then (du, dp) with 0p = dw — (0w, 1) is the unique solution of (Pg.).

Proof. One proceeds as in the proofs of Theorems 3.2 and 4.1. O
Proposition 5.5. The mapping F. : H'(Q) x HY(Q) — HY(Q)* x HY(Q)*
1s Newton-differentiable. A specific Newton-derivative G, is given by

B T(Vow, Vo) + (du, @)
(Gelu, w)(0u, w), (¢, ¥)) = ( (Vou, V1) + c(x st 1) — (Fw, ) >
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with du, dw, ¢, ¢ € HY(Q). Moreover, the semi-smooth Newton itera-
tion (5.4) (with F and G replaced by F. and G.) converges superlinearly to
(te, we), the solution of (4.2) (4.3), provided that ||(u®, w®)—(ue, we) || i1 (@)= 1 (@)
18 sufficiently small.

Proof. The Newton-differentiability of F,. as well as a specific Newton-derivative
are given by Lemma 5.3.

From Lemma 5.4 we deduce that, for all (u,w) € H'(Q)x HY(Q), G¢(u,w)
is invertible, i.e., for given (y1,y2) € H'()* x H'(Q)* there exists a unique
pair (0u,dw) € HY(Q) x HY(Q) such that (5.7) (5.8) is satisfied. Taking
(¢,7) = (0u, 0w) in (5.7) (5.8) and adding the two equations we obtain

VR + TIN50 + el du,5u) = (g2, 50) + (g1, 6w).
From this we infer
(5.9) YVoul? + 7| Vow(* < Clllyllzn ) + lv2llFn o)),

where the (generic) constant C' > 0 possibly depends on v, 7 or ¢, but not
on du or dw. Moreover, from (5.7)—(5.8) we get

(5.10) (0u, 1) = (y1,1) and (6w, 1) = c(xA@)0u, 1) — (y2, 1).

From (5.9), (5.10) and the Poincaré-Friedrichs inequality it follows that
(5.11) [ (6w, 0w) |51 (@)1 (@) < CUlvilla @)+ + llvellar@)+)-

Y21 (0)<) < B for some constant 8 > 0, we conse-

For max(||y; ||H1(Q)*’
quently have

G2 (w2 2, @)y2) < € V(u,w) € H'(Q) x H'(Q)

with some constant C' > 0 possibly depending on v, 7, ¢ or 3, but inde-
pendent of u,w. Thus, F, with associated Newton-derivative G, fulfills the
conditions of Theorem 5.2, which completes the proof. U

6. FINITE ELEMENT APPROXIMATION

For computational purposes we next discretize (4.2) (4.3) by finite el-
ements. Further, in order to enhance the computational performance of
the resulting discrete semi-smooth Newton solver, in the following section
we intertwine our solver with an adaptive finite element method based on
residual-type a posteriori error estimators.

Consider a shape-regular simplicial triangulation 7j, of 2. For convenience
we assume that ) is polyhedral such that the boundary 0f) is exactly rep-
resented by the boundaries of triangles T' € 7p,; otherwise we assume the
elements lying on the boundary to be curved. We refer to N}, = UY  {z;}
and &, as the set of nodes and interior edges of 7}, respectively. For each
element T in 7, we denote by hp and |T'| the diameter and area of T, re-
spectively. Further, for an edge FE € &, hg stands for the length of E. We
associate with 7j, the piecewise linear finite element space

Vi ={v € Cy(Q) : v|pr € P(T), VT € T},
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where P;(T) is the space of first-order polynomials on 7. The standard nodal
basis of V,, denoted by {(¢;)}Y,, satisfies ¢;(x;) = &;; for all z; in N}, and
i, €1,...,N. Here, ¢;; represents the Kronecker symbol.

The discretized version of the penalized problem (4.2)—(4.3) consists in
finding (u?, w?) in V, x V), such that

(6.1) (FSulwl) o) =0 vt e,
(6.2) (FS b wl),oh) =0 vt e,
For all (v,%) in HY(Q) N Co(2) x HY() N Cy(Q), we have

6.3)  (FSulwl),v) = 7(Tul, 7o) + (ul,0)" = (ua,0)",

and
(6.4)
(Pl wl), ) = /(Vul, Vo) + Oolul), 9)" = (wl,0)" = (g, )"

Here and in what follows, w4 is assumed to be a finite element function (i.e.
Uoid € V). The semi-inner product (., .)" on Cy(Q) is defined by

N

(6.5) (f,9)" = / " (f(@)g(@))de = (1,60 f(xi)g(z:) Y, g € Co(),

2 i=1

where 7 : Cy(Q) — V), is the Lagrange interpolation operator. The induced

semi-norm | .|, = +/(., .)" satisfies
(6.6) lgln < llgll < Clgln Vg € Co(Q),

where C' > 0 is a constant depending only on ; see [5], for instance.

Within our finite element framework, for a given (uh, wh) €V, XV, every
step of the semi-smooth Newton method for solving (6.1)—(6.2) requires to
compute (§u”, swh) € Vj, x Vy, satisfying

(6.7) T(Vow", Vol) + (u”,v")h = —Fc(}h)(uh,wh) Vol € Wy,
(6.8

)
Y(VOu", V) + ey 00", )" = (Ou”, ") = —F) (uh wh) iyt e v,

6.
6.

where X = Ty X (@65 with X'y () = 0 if 1 < u(z) < 1
and Xflll(uh)(xi) = 1 otherwise.

In matrix form, the linear system (6.7) (6.8) reads

©9 (ar ") (aw ) =(50):
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where 6U and 6W are in RY, respectively, and
(6.10) B = FS) (", ¢;), BY =F3 (" ¢;) Yiel, .. N,

(3
(6.11) Cij =7(Voi,Vo;), M= (¢i,d)"  Vi,jel,....N.
Further, the stiffness matrix A is given by
A =~C + cM D(u")

with D(u") is the diagonal matrix formed by (Xz(uh)(a:i))fil.

Note that C' and A are symmetric and positive semi-definite matrices and
M is a diagonal positive definite matrix. One readily finds that (6.9) is
equivalent to

(6.12) (M +CM~'A)sU = BY + M~ B®
(6.13) W = M~Y(ASU — B@).

Therefore, for solving (6.9) we propose the following Schur-complement based
scheme:

(6.14) §U = (M +CM A (BWY + cM~1B@)
(6.15) SW = M~Y(ASU — B@).
Its justification is the subject of the following result.

Proposition 6.1. The scheme (6.14) (6.15) for solving (6.9) is well-defined.

Proof. For the proof we use the fact that the product RS of real symmetric
N x N-matrices R and S with all of their eigenvalues in [rq, 2] and [s1, s,
with 0 < r; < rg and 0 < 51 < s9, respectively, has all of its eigenvalues in
[7‘181, 7“282].

Applying this result to R := M~'CM~! and S := A we deduce that
M~'CM~'A is positive semi-definite. Moreover, we have

(M +CM™A) = M(I+ M~ 'CM™'A),

where I is the N x N-identity matrix. Hence, (M 4+ CM~'A) is positive
definite and the system (6.14) (6.15) is well-defined. O

As for the continuous problem (4.2) (4.3), the solution of the finite ele-

ment problem (6.1) (6.2) is bounded in H* (Q)2 independently of the penalty
parameter c.

Proposition 6.2. Let {(u/,w)}c~0 be a sequence of solutions of (6.1) (6.2)
for ¢ — co. Then there exists a constant C' independent of ¢ such that

(6.16) i@y < C,
(6.17) lwl @ < O,
(6.18) 7" AW lz2@@ < C.
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Proof. We introduce the following discrete optimal control problem:
(P!) ) )
min Jp(ul, h+—max0uh—12+—min0uh+12
By p) 4 max (0,0 — DI + & min0, " + 1)
subject to  7(Vph, Voh) + (u — Ui, ) =0 Vol €V,
where

Yy T
I, p") 1= ZIVA 2+ 21D = (g, )

The mappings v — | max (0, u"—1)|? and u" — | min(0, u"+1)[3 for u" € V),
are continuously differentiable with

0
W| maX(O,uh — 1)|,2L =2 (maX(O,uh - 1), -)h,

0
aﬁhmmauﬁ+nﬁ:2ommauﬁ+n,ﬁ.

Moreover we have

(vh, D= (")1) Vol € Wy,
(max(0,u" — 1), u" — 1) = | max(0,u" — 1),
(min(0,u" 4 1),u" + 1)" = | min(0, u" + 1)[2.

Hence, by analogous reasonlng as for the proofs of Proposition 4.2 and
Lemma 4.3, it follows that (u,w? — (w?, 1)) solves (P") with (6.16)(6.17)
holding true. Now to show (6.18) we introduce the function v/ := Zfil vl (z) s €
V), such that
1ot 1< ul(xy),
o) = 0 if —1<ul(z)<1,

—1 if 1> ul(x),

which satisfies

(6.19) [0}l gree () <1

Moreover, we find

(el o) = ¢ [ mmax(0, () = 1)el o)
N
= c/Q ZmaX(O,u}c‘(azi) — D)ol (i) pi(x)da
i=1

N
= c/ ZmaX(O,u}c‘(azi) — 1)¢gi(z)dx
iz
= [ sty

/ mn (O ()| da,
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and similarly

(6.20) elul)™, ol = / (A7 () d.
Q
Hence, we have

(Ae(ug), v0)" = Imn (N ()l pr o) + TG ()L @)
> [l (Ae(ug))ll 21 (@),
(6.21) > Bllmn Al z2()

with a generic constant S > 0 independent of ¢. Above the last inequality is
obtained by the equivalence of norms in the finite-dimensional space V.
Multiplying (6.1) by v and using (6.6), (6.19), (6.21) and the fact that
(-, )" induces a semi-norm, we obtain

(6.22) I e () 20y < BUVue |+ w2 ]+ lluoal)),

from which, together with (6.16) (6.17), one infers (6.18). O

7. A POSTERIORI ERROR ESTIMATION

In order to efficiently connect our Moreau-Yosida regularization based
semismooth Newton solver to an adaptive finite element discretization, we
next derive residual-type a posteriori error estimates for the finite element
approximation of the regularized problem. We mention here that, based
on the approach by [11], an a posteriori error analysis for a finite element
discretization of the limit problem (3.1) (3.2) was performed in [4].

For the ease of notation and as we are only referring to the Moreau-Yosida
regularized problem, its solution and dual variables, in what follows we drop
the parameter ¢ from the notation of the solutions of the time-discrete prob-
lem and its finite element approximation. Thus, (u,w) € H'(Q) x H*(Q)
and (u, wh) € V), x V), refer to the solutions of (4.2) (4.3) and (6.1) (6.2),
respectively. For D C Q and m € {0,1} we denote by (-, )m.p, || - ||m,p and
| - |m,p the standard inner product and the associated norm and semi-norm
in H™(D), respectively.

We define the errors

€y = uh—u,

(7.1)

(7.2) ew = w" —w,

(7.3) exn 1= Th(Ae(ul)) = Ae(u),
(7.4) eyt = A (™) = M (u) = e(max(0,u" — 1) — max(0,u — 1)),
(7.5)

C

ey- 1= A (W) = A\ (u) := e(min(0,u” + 1) — min(0,u + 1)),
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the residuals

(7.6) r = u — gy,

(7.7) r® = Ao(u) — w — U,

(7.8) (1) =" — ugg,

(7.9) r}(f) = (Ae(u)) — W — ugg,

the element residuals

(7.10) ngpl) = hT”T;(Ll)HO,T for all T € 7y,
(7.11) 02 = hrllrP o forall T € Ty,
(7.12) W =llexelor  foral TeT,

and the so-called jump residuals

(7.13) nW = h2|Vutlg - velop  forall E €&,
(7.14) 0D =2 Ve - velop  forall E € &,

where, for all E € &,, E is a common edge of T and T~ with unit outward
normals VE and v, respectively, and vg = vg. Further, to each function
f € L?(2) we assign a piecewise constant function f defined by

— 1

fir = m(f, Dor  for T €T
The local as well as the "regional” data oscillations are given by
(7.15) oscy(f,T) = [lhr(f = Pllogr for T € Ty,

1/2
(7.16) oscy(f, D) (Z oscy(f,T) ) for D C 7;,.

TeD

By IIj, : H(Q2) — V, we denote Clement’s interpolation operator [12], which
satisfies for each T' € 7j, and F € &), that

(7.17) |v —Thvlor < Chrlv|iw, — for all v e HY(Q),
(7.18) v — Myollo.e < Chi*|vlw, forall v e HY(Q),
(7.19) [pvllor < Cllvllor  for all v e HY (),
(7.20) Hpvlr < Clojir for all v e HY(Q).

Here and below C denotes a generic positive constant depending only on the
domain 2 and the smallest angle of the mesh 7. It may take different values
at different occasions. Moreover, wr and wg are given by

(7.21) wr={T' €T, : TNT # 0},
(7.22) wp:={T€T,: ECT}.
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7.1. Reliability of the estimator—a posteriori upper bound. In what
follows, we assume that €2 is convex or has a smooth boundary (of class C?).
According to regularity results for the Neumann problem (see for instance
[2, 28]) and in view of w + uyg — A(u) € L*(Q) and u — ugy € L*(Q),
the solution (u,w) belongs to H?(Q)2. Consequently, by the embedding of
H?(Q) in Cy(Q) for n = 1,2, 3, the Lagrange interpolations of u and w are
well defined. For all v in H($), we have

(7.23) <Fc(1)(u,w),v> - <Fc(2)(u,w),v> ~0.

This yields

(7.24) (FSh wh), e )= (S w") = FO (u,0),e0)
(7.25) (FS " w"), e ) = (FS (' wh) = FO (u,w), e, )

which implies
(7.26) <Fc(1h) (u, wh), ew> =7(Vew, Vey) + (rgl), ew) — (W ey),

(7.27) <F§§3 (uh, wh), eu> =(Vew, Veu) + (12 e) — (r® . e,,).
Further we have
(7.28)
(r ew)’ = (1D, e) = (1D, €)' = (1Y €1) + (€us €w)
(7.29)
P ) = (r® e,) = (1, ) — (1P e,) — (ew eu)
+ (Wh(AC(uh)) - AC(uh)a eu) + ()‘C(Uh) - )‘C(u)v eu)-

One readily verifies the estimates

(7.30) (max(0,s) — max(0,t))(s — t) > (max(0, s) — max(0,t))?,
(7.31) (min(0, s) — min(0,%))(s — t) > (min(0, s) — min(0,%))?,

from which we obtain

(7.32) Ae(u) = Ac(u), eu) = ¢ Hleys [P + e ey |12

Hence, adding (7.26) and (7.27) and using (7.28), (7.29) and (7.32), we obtain
(7.33) E< &+ &+ &,

with

€:=c eyt I + ey 12 + 7 Vewl® + [ Ve
<Fc(71h)(uh,wh), ew> + (r}(Ll), ew) — (r,(Ll), ew)?

Ey = <Fc(2h) (uh,wh), eu> + (7’22), ey) — (r,(?), eu)h

Es = (Ne(u") — mp(Ae(u)), e4).
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We further estimate &, i = 1,2,3. For this purpose, recall that for all v"
V,, we have

(7.34) <Fc(1h)(uh wh), vh> = <Fc(2h)(uh wh), v > =0,
and in particular

(7.35) <FC(’1h)(uh,wh),Hhew> = <Fc(’2h)(uh,wh),1'[heu> =0.
Therefore, we find that

(7.36) <Fc(71h)(uh,wh),ew> = <Fc(71h)(uh,wh),ew - Hhew>,
(7.37) <Fc(2h) (u, wh), eu> = <F02h) (u, wh), e, — Hheu> .

Consequently, we get

&= <Fc(1h (u ,wh),ew — Hhew> + (T,(Ll),ew —Tpew)

+ (Th 3 hew) (Th 7ew)h7
Ey = <Fc(2h (u ,wh), ey — Hheu> + (r}(f), ey — pey)
+ (Th ,Hh@u) (Th 7eu)h7

which we split according to
E1=El+ &+ &,
&y = E5 + &+ &5,

with

gil =T (tha V(ew - Hhew)) ) gél = 7 (Vuh’ V(Cu o Hheu)) ’

5{’ = (T;(Ll), ew — pey), 55’ = (rf), ey — pey),

& (r,(Ll),Hhew) — (T,(Ll),Hhew)h, & = (r}f),ﬂhcu) — (T,(LQ),Hheu)h.
Using (7.17) (7.20) and the Cauchy-Schwarz inequality it follows that
(7.38)

1/2
Ep = Z T([Vuw" - vglp, ew — Mhew)or < C | 72 Z (ng))z Vewll,
Ecép Ecéy,
(7.39)
1/2
& = Z (T;(Ll),ew —1Ipew)or < C Z (775(;))2 IVewl-
TeT, TeT),

Moreover, from (7.19) (7.20) and the following local estimate for the semi-
inner product (see [31])

(£ M = (" gMor) < Chrll ol e V" € Vi, 9" € Vi,
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we get
(7.40)
1/2
c 1 1 1
& = > () hewor — () hew)ir < C | D ()| [ Veull
TeT, TeT,
Consequently, we infer
1/2
(141) €= +EHESC| D PP+ Y ()| Vel
TeT), Ee€&y
In the same way, we find
1/2
(742) &:=&+&+E<0| Y PP+ > 0| Vel
TeTy, Eegy,

Combining (7.33), (7.41) and (7.42) and using Young’s inequality, we have

Y

proven the first assertion of the following proposition.

Proposition 7.1. There exists a constant C' depending only on the domain
Q and the smallest angle of the mesh Ty, such that

(7.43) et IIP + ¢ ey 1P + 7 Vewl* + 7 Veul* < Cr,
with
(7.44) =Y @) S 2 S ()2
TeT, TeT;, Eecéy
2 _ 3
S S )
Eegy, TeT,

Moreover, ng is bounded independently of c.

Proof. From the expression of 7o we have

(7.45) 1m0 < B (M) + e DI + 6|12 (@) + 10" 10y +1)

with a constant 3 which is independent of ¢. Further we have

N N

(7.46) 0 < max (O, (Z uh(xi)(bi) - 1> < (Z maX(O,uh(a:i))@) -1,
z:; ZZJ\}

(7.47) 0> min <O, (Z uh(xi)qﬁi) + 1) > <Z min(O,uh(azi))@) + 1.
i=1 i=1

As a consequence, we obtain

(7.48) IAe(@™) ] < llmn(he(u")]
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and

(749)  na < B (IO @I+ I ) + 0|y +1)

From Proposition 6.2 it follows that 7 is bounded independently of ¢, which

proves the claim. O

Remark 7.2. e The estimate (7.43) constitutes an a posteriori error
upper bound of Johnson’s type [27] for (6.1) (6.2). The extra term
ng,i)’) is due to the error incurred by using the finite element quan-
tity 7, (Ae(u”)) to approximate A.(u"). Note, however, that 77529’) con-
tributes only in the set Z(u") of elements with a discrete active-
inactive interface, i.e.

(7.50) Z(uh)y :={T €T, : AN(T) NIN(T) # 0},

with
IN(T) = {z; € T: -1 < ul(z;) < 1},
AN(T) = {z; € T : u"(x;) < —1 or ul(z;) > 1}.

e In numerical simulations we further estimate ng’) by chr||Vupllor-
7.2. Towards efficiency—a posteriori lower bounds. Here we resort to
the bubble function technique as proposed, e.g., in [34] in order to establish
a lower bound on the error given in Proposition 7.1. In fact, let Ap be the
canonical bubble function of T" € 7, i.e., it is the product of the barycentric
coordinates of T'. Likewise we refer to Ag as the canonical bubble function
of E € &,. We also introduce the mapping

T L*(E) — L*(wg), o(z):=o(zp) zeT,
which extends any function defined on an edge F to the pair of neighboring
elements (TF,T7) defining wg = T+ UT~. Here, we have T € {T", T},
and zp € F is such that © — x g is parallel to a fixed E' € T —{E}. Referring

to [34], for all polynomial functions or € P (T) and o € Py(E), k € N, the
following estimates hold true:

(7.51) HO’THg’T < C(or,orAr)or VT €Ty,
(7.52) lorArllor < llorlor VT € T,

(7.53) lorArhir < Chitllorlor VT € T,
(7.54) loell§r < Clop,opAp)oe VE € &,
(7.55) loeAelloe < Cllogllos VE € &,
Furthermore, we have

(7.56) 16EAE0wy < ChY logllos VE € &,
(7.57) TEAE 1wy < ChpPlloplos VE € &

Our main theorem relies on the following two auxiliary results.
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Lemma 7.3. For every T € Ty, there hold

(758) 7 ) < O (rlewliy + 7 Ihreulp + 7 0se?(r(Y, 7))

and
(7.59)

2 _ _
0P <C (el + v Ihrewlr + v Ihreys IR

_ _ - 2
+y  ihres I+ ihres 3 r + v os (7, 1) )

Proof. We have

2 2 —(2 2
(760) () = 2 8 < 203 I 4+ 205en (T,
with Tf) = mh(Ae(uh)) — Wy, — Upg. By setting g := 722)|T)\T and using

(7.51) we get
”?22)‘\31 < C(?f)a"l/}T)o,T
and further
(7.61) ”Th HOT < C(Th ,r)or + Chy OSCh(T;(L D)7 lo.r-

Since Au”|7 = 0 and —yAu + \.(u) — w — ugq = 0, we have

(T}(LQ)wa)O,T = Y(Veuw, VU)o — (€w, ¥r)or + (Th(Ae(u)) — Ae(u), ¥r)or
= (Veu, Vir)or — (ew,¥r)or
H(mAe(W") = AW, ¥r)or + (Ae(u”) = Ac(u), ¥r)or
= 7(Veuw, VYr)or — (€w,¥1)o,T
(7.62) +(exn Yr)or + (ex+,¥r)or + (e, ¥1)o,r

From (7.61)—(7.62) it follows that

T —
T —

)

||7" ||0T <C (7|€u|1 rlYrlir + (||€w||0T + ||€,\h||0T + ||€,\+||0T
e oz + hz'osea(r?, 1)) Iérllor)
and using (7.52) and (7.53) we obtain
172 llo.r < € (vh7 lewh.r + lewllor + lex: lo.r
(7.63) +llexs o + lley- o + h%losch(rf)vT» :

The estimation (7.59) now follows from (7.60) and (7.63).
Using similar argument one can show (7.58). O

Lemma 7.4. For every E € &, there hold

(7.64) 7)< C (Tlewlt uy + 7 hpeull iy, + 7 05} wp))
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and

(7.65)
2 — _
Y02 < € (Ve wp + 7 hmewlB o, + 77 hmes IR 0,

(2)

Yosc?(r”, wE)> .

+y  hpey- 5wy +7 e 1§ 0y +7

Proof. Let E be an arbitrary edge in " and define ¢g := cgAg with op =
[Vul]g - vg. Due to (7.54) we have

(i) = hel[Vu*le - vell} p < Che((Vu'ls - ve, ve)os.

Green’s formula and Au”|7 = 0 yield
(VMg - ve, dplos= Y (Vu",Vir)or.
TCwg
Using —yAu + Ae(u) — w — upg = 0 we get
(Vulg v, ve)or = (Vew VUE)ows — 7 (€w, VE)ows
+y T (TR (Ae(u) = M), ¥)0wg
A P YR)0ws
- (Veua Vl/}E)O,wE - 7_1(61117 wE)OwE
+y (R (Ae(u) = Ae(w"), $E)0,wp
1 () = Aelw), ¥)0ws — 7 ) B0 ws
- (Veua Vl/}E)O,wE - 7_1(61117 wE)OwE
+’Y_1(e)\2 ) ¢E)07wE + ’Y_l(e)\j ) ¢E)07wE
+7_1(6)\Z ) ¢E)O,wE - 7_1(74}(?)7 ¢E)0,wE-
Consequently, we obtain
(Ve - ve, ¥p)oe < IVeullows IVUElows + 7 lewllows |VElows
+y e llows [VElows +7 7 et lows 1¥E]0ws
_ 1y (2
+ 97 lex-lows 1ellows + 57 175 lows 1 £llo.ws-
Using (7.54), (7.56) and (7.57), it follows that
IV - vEll§ g < C(IVUuM e - vE, ¥E)oE

and
—~1/2 —1,1/2
[[Vu"g - vEloe < C (hE PVeullows +7 i lewllows
—1,1/2 — 1/2
+ 77 g e llowr + 77 hE et lows

—1,1/2 —13,1/2,.(2
0 ey o + 4 B2 lows )
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Therefore, we have

v (0P)? = yhp | Ve - vpl2 g

(766) < C(WewBup + 7 Ihpewluy + 7 Ihmess I3y

_ — - 2
-y hgen By + 7 hzext Ry + 7 s owe ) -
Observe that due to (7.11) it holds that

(7.67) Y e By <C > A7 ),

Tewg

where the regularity of the mesh, i.e. O(hg/hr) =1, is used. Consequently
by combining (7.59), (7.66) and (7.67) we obtain (7.65).
The estimation (7.64) can be shown in an analogous way. O

Using the two previous lemmas we easily obtain the following global pos-
teriori lower bound.

Proposition 7.5. There exists a constant 3 depending on ¢, v, 7, Q, and
the smallest angle of the mesh Ty, such that

(7.68) et P + e Hley- 2 + 7l Vewl + [ Veu|* >

B3 — He)\;gHQ — osch(rgl), 0)? — osch(rf), 0)2.

Remark 7.6. If the discrete set I(uh) is empty or when the lumping technique
is replaced by an exact computation of max(0,u"” — 1) and min(0, " + 1),
then [eyn|| = 0 and one gets a global lower estimate for 7o which depends
on ¢~ through 8. Note, however, that in these cases and for fixed ¢ our
estimator is both reliable and efficient.

7.3. Mesh adaptation. The marking of elements for a possible refinement
or coarsening, respectively, is based on a bulk-type criterion; see [16] for the
latter. For this purpose, for a given triangulation 7} we introduce the set

Ah = {TG 7;1 D Opin < |T| < amax}a

with 0 < amin < amax denoting the admissible minimal and maximal el-
ement areas, respectively. The corresponding marking algorithm performs
the following steps:

(1) Fix constants #” and 0° in |0, 1].
(2) Find a set M} C Tj, such that

(T et ?) 20 Y (¢ P+ ).
TeMT TET,
(3) Find a set ME C 7j, such that

S (R HAeE?) 20 Y Y () +amg)).

TeME E€&,(T) TeT;, E€T;,
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(4) Find a set M7 C 7, N Z(u") such that

STtz Y )2

TEMQ TeT,NZT (ul)

(5) Mark each T € (ME U MT U M) N Ay, for refinement.
(6) Find the set C,:f C 7y, such that
1, 1, (2 ¢ 1, 2
- I(U(T))2+’Y 1(77(T))2<_ Z <T 1(77(T))2+’Y ( (T)) )

- N
T TeT,

for each T € C;{. Here and below N7 denotes the number of elements
of Ty,
(7) Find the set CF’ C Tj, such that

> 7))+l Z > (r) )

E€E(T) €Ty, BeE(T)

for each T € CE.
(8) Find the set C) C T, N Z(u") such that

0° _
AR SRR O
TeT,NZT (ul)

for each T' € C}} N Z(u™).
(9) Mark all T € (CI UCF U C})l‘) N Ay, for coarsening.

Note that flagging elements for refinement (resp. coarsening) is done in the
three separate steps (2)-(4) (resp. (5)-(7)). This has the advantage of prop-
erly handling the scaling difference between jump, element and interpolation
residual contributions induced by 7 and 7 in (7.43). We further mention that
within one mesh adaptation step, an element 7" might be subject to both
refinement and coarsening.

Given a mesh at a current time instance in the context of the time-
dependent Cahn-Hilliard problem, we use the above marking strategy once
to produce a new mesh for the next time step. This yields the following
overall adaptive algorithm:

(0)

(1) Determine an initial mesh 7, and an initial u”(0). Set i = 0.
(2) Denote by t;+1 the current time instance.

(3) For each T € Ti and F € Eh', compute the posteriori local error

estimates ngp) and 77( 7 for i = 1,...,3and j=1,2.

4) For each T € T} (resp. E € 52 , mark T (resp. FE) for refine-
p h p
ment /coarsening using the bulk criterion.

)

(5) Refine/coarse mesh to obtain a new mesh denoted by ’Z;L(Hl and

perform a time step.

Our strategy is motivated by the fact that the time step 7 should be cho-
sen sufficiently small to capture the fast dynamics at the beginning of the
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evolution. For 7 = O(v), this strategy has performed well in our numerical
experiments.

8. NUMERICAL RESULTS

In this section we assess the practical performance of the proposed AFEM
Moreau-Yosida-based (or equivalently semi-smooth-Newton) algorithm. For
this purpose, a Matlab code was written using coarsening/refinement rou-
tines of the iFEM finite elements library [9]. All computations were carried
out on a Linux workstation with two duo-core Intel-Xeon 3 GHz processors
and 4GB of RAM.

In the experiments reported on below we have Q =]0,1[?. The handling
of the parameter c¢ is as follows: For the first time instance and since the
initial solution might not be a good starting point for the semi-smooth
Newton method, a continuation procedure is used with respect to c, i.e.
(6.1) (6.2) is solved for a sequence of increasing c-values. In fact, we take
1 =10<¢y =102 < --- < ¢7 = 107 = ¢05- The Newton method for solv-
ing the system for ¢;y1 is initialized by an approximate solution for ¢;. We
note that more sophisticated c-update strategies may be employed; compare
[24, 25|. For the subsequent time steps, ¢ = ¢nee = 107 is fixed. This is
appropriate due to the rather small time step size. For solving the linear
systems involved in the semi-smooth-Newton method we use BICGSTAB
with super-LU preconditioning [14]. The Newton solver was stopped as soon
as

1F(ul™, w0 ls < el el w2) 2 + €anss k=1 Frmaa,

for some user-specified maximum number of iterations k., and tolerances
€rel and e,ps. In our tests we used

kEmaz = 100,  €rel = 10_127 €abs = 10_6.

We note that the method converged within at most 5 iterations at every time
instance.

Example 1. In our first example we consider the initial order parameter ug
given by

uo(x,y) = tanh (((z — 0.3)2 + (y — 0.5)% — 0.142)/5)
x tanh (((z — 0.7)% + (y — 0.5)% — 0.24%) /e) ,

which encloses two circles of centers (0.3,0.5) and (0.7,0.5) and radius 0.14
and 0.24, respectively. We set ¢ = 1073, 7 = 10™% and 7y = 1073, For
the mesh adaptation process, 6, = 0.6 and 6 = 0.1 are fixed. Initially a
uniform mesh of 32768 elements and 16641 nodes is selected.

In Figures 8.1 8.4 we depict snapshots of the order parameter u and the
corresponding mesh at different time steps during the numerical solution
process. One clearly observes how the mesh refinement follows the transition
zone. The minimum element area 5 x 1076 is reached in almost all time steps



AFEM-MY-SOLVER FOR NON-SMOOTH CAHN-HILLIARD 28

which indicates that one would need 5 x 10° elements if a uniform mesh were
used. As expected, in Figure 8.5 the free energy is reduced in time.

FIGURE 8.1. Order parameter u at time ¢ = 07 and corre-
sponding uniform mesh with 32768 elements and 16641 nodes.

FIGURE 8.2. Order parameter u at time ¢ = 1007 and corre-
sponding mesh with 36532 elements and 18294 nodes.

Ficure 8.3. Order parameter u at time ¢ = 5007 and corre-
sponding mesh with 35230 elements and 17645 nodes.
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FIGURE 8.4. Order parameter u at time ¢ = 20007 and cor-
responding mesh with 33282 elements and 16663 nodes.
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FIGURE 8.5. Free energy versus time.

Example 2: Spinodal decomposition. Now we consider the case of spin-
odal decomposition in two spatial dimensions. In this case, the initial data
is a random perturbation of magnitude 0.05 about a mean composition of 0.
We take 7y = 1072 and 7 = 5 x 10~%. For the mesh adaptation process, we
choose " = 0.6 and 6¢ = 0.2.

In Figures 8.6 8.9, as before we depict snapshots of the order parameter
u and the corresponding mesh at different time steps along the numerical
solution. The initial uniform mesh is chosen with 32768 elements and 16641
nodes. As in the previous example, the minimum element area is set to
5x1076. Typically, the minimal area is reached in almost every time instance
indicating that a uniform mesh refinement would yield 5 x 10® elements. The
free-energy decrease in time as shown in Figure 8.10. In the same figure we
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also monitor the evolution in time of the number of degrees of freedom. As
expected for the spinodal decomposition we get finer meshes in the first few
steps. Once phase regions alternating between the two components form,
the effect of refinement/coarsening gets increasingly more pronounced: the
refinement zone follows the transition layer throughout the time interval (see
Figures 8.6 8.9).

" - LA A T 7
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' > & " Y
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lrQ*""' . "
» . ”
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A - - R
._ "r ® s - -
-~ ‘ .
. . -« v 5
-

* o W R

P - o -

FiGure 8.6. Order parameter u at time ¢t = 0 and corre-
sponding mesh with 32768 elements and 16641 nodes.

Ficure 8.7. Order parameter u at time ¢t = 507 and corre-
sponding mesh with 129684 elements and 65085 nodes.

APPENDIX: MATHEMATICAL PROGRAMMING IN BANACH SPACE

In this section we recall the mathematical programming theory in Banach
space as given by Zowe and Kurcyusz in [33].
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FI1GURE 8.8. Order parameter u at time ¢ = 1007 and corre-
sponding mesh with 100513 elements and 50454 nodes.

- . 1 ‘

FI1GURE 8.9. Order parameter u at time ¢ = 5007 and corre-
sponding mesh with 55482 elements and 27850 nodes.
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Let X and Y be real Banach spaces. For
F: X — R Fréchet-differentiable,
g: X — Y continuously Fréchet-differentiable,
we consider the following mathematical program:
(8.1) min{F (z) | g(z) € M, z € C},

where C' is a convex closed subset of X and M a closed cone in ) with
vertex at 0. We suppose that (8.1) has an optimal solution #, and introduce
the conical hulls of C' — {Z} and M — {y}, respectively, as

Cz) = {z€X|36>0,3ceC,z=0(c—12)},
M(y) = {z€Y|3IN>0,3I(eM, z=(— \y}.

Then the main result in [33] on the existence of a Lagrange multiplier for
(8.1) is as follows.

Theorem 8.1. Let & be an optimal solution of the problem (8.1) satisfying
the following constraints qualification.:

(8.2) g (2)-C(2) - M(g(2)) =Y.
Then there exists a Lagrange multiplier p* € Y* such that
(8.3) (u*, z>y* y = 0 Vze M,
(8.4) (W g(@)y-y = 0

(8.5) F (f?) prog (&) € C(d)y,

where Ay = {a:* e X" (z%, a>X*,X > 0Va e }, Y* and X* are the topo-

logical dual spaces of ¥ and X, respectively, and (u*og' (2))d = (u*, ¢' (Z) d)y
Vd e X.
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