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Abstract

We consider the preemptive and non-preemptive problems of scheduling jobs with prece-
dence constraints on parallel machines with the objective to minimize the sum of (weighted)
completion times. We investigate an online model in which the scheduler learns about a
job when all its predecessors have completed. For scheduling on a single machine, we show
matching lower and upper bounds of ©(n) and O(y/n) for jobs with general and equal weights,
respectively. We also derive corresponding results on parallel machines.

Our result for arbitrary job weights holds even in the more general stochastic online
scheduling model where, in addition to the limited information about the job set, process-
ing times are uncertain. For a large class of processing time distributions, we derive also an
improved performance guarantee if weights are equal.

1 Introduction

One of the classical scheduling problems that has attracted research for decades is the problem of
processing jobs with precedence constraints on parallel machines with the objective to minimize
the sum of (weighted) completion times. We consider a stochastic online version of this problem
where processing times are modelled as random variables and the jobs become known to the
scheduler online.

In traditional online paradigms, i.e., the online-time and the online-list model [21, 24], it
is assumed that all data about a request are revealed as soon as the request becomes known.
Interpreted for an online scheduling problem with precedence constraints, this means that whenever
a job arrives, a scheduler learns about its weight and processing time and — most importantly
— about job dependencies. However, these dependencies occur between two jobs and it is not
clear which job gets assigned the information about such a bilateral relation. Certainly, there
are various options to specify the information that should be revealed at job arrival. However,
we consider a model in which the moment of unveiling jobs and all their data is designated by
other job completions: a scheduler learns about the existence of a job when all its predecessors
have completed their processing. Then, its weight, (expected) processing time and all precedence
relations to predecessors become known. This model has been used earlier for online scheduling
to minimize makespan [8, 2].

1.1 Problem definition

Let 7 ={1,2,...,n} be a set of jobs which must be scheduled on m identical, parallel machines.
Each of the machines can process at most one job at the time, and the jobs can be executed by any
of the machines. All jobs must be scheduled in compliance with the given precedence constraints.
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These constraints define a partial order (7, <) on the set of jobs J, where 7 < k implies that
job k must not start processing before j has completed. If no precedence constraints are given,
then we call the jobs independent.

Each job j must be processed for P; units of time, where P; is a non-negative random variable.
By E[P;] we denote the expected value of the processing time of job j and by p; a particular
realization of P;. We assume that all random variables of processing times are stochastically
independent. We may or may not allow preemption. In the preemptive setting, a job can be
interrupted at any time and resume processing on the same or another machine at any time
later. In the non-preemptive setting, each job must run until its completion once it has started.
Additionally, each job j has associated a non-negative weight w;.

The goal is to find a non-anticipatory scheduling policy so as to minimize the total weighted
completion time of the jobs, >~ w;C}, in expectation, where C; denotes the completion time of job j.
For details on stochastic scheduling policies we refer to Mohring, Radermacher, and Weiss [19].

In this paper we consider the online version of these stochastic problems in which a job j
becomes known to the scheduler when all its predecessors k < j have completed their processing;
at this point in time the weight w; and the probability distribution of the processing time P;
are revealed. The solution of such a stochastic online scheduling problem is a non-anticipatory,
online scheduling policy; for more details see [17]. We aim for approximative policies, and as
suggested in [17], we use a generalized definition of approximation guarantees from traditional
stochastic offline scheduling by [20]. Then, an (online) stochastic policy II is a p-approximation,
for some p > 1, if for all problem instances Z,

E[I(T)] < pE[OPT(T)],

where E[II(Z)] and E[OPT(Z)] denote the expected values that the policy II and an optimal
non-anticipatory offline policy, respectively, achieve on a given instance Z. The value p is called
performance guarantee of policy II.

1.2 Previous Work

The deterministic offline problem of scheduling jobs with precedence constraints to minimize the
sum of (weighted) completion times has been shown to be N"P-hard [12, 13] even if there is only a
single processor. The preemptive problem is NP-hard already on two machines when precedence
constraints form chains [5] and in the weighted setting even when additionally all jobs have unit
processing times [5, 27].

The deterministic single machine problem has attracted research for more than thirty years
and a vast amount of results has been obtained on this problem. Several classes of scheduling
algorithms based on different LP-formulations are known that achieve an approximation ratio of 2
in polynomial time whereas special cases are even solvable optimally; we refer to [4, 1] for a recent
comprehensive overview. For the parallel machine variant of this problem, the currently best
known approximation algorithm is by Queyranne, and Schulz [22] and yields an approximation
guarantee of 4 —2/m. When preemption is allowed, Hall et al. [9] propose an LP-based algorithm
that yields a 3 — 1/m-approximate solution.

Despite the obvious research interest in the scheduling problem under consideration, literature
is very limited when assuming uncertainty in the problem data. As far as we know, the only
work that deals with precedence constraints in scheduling under uncertainty is by Skutella and
Uetz [25], who consider the stochastic offline scheduling model. The performance guarantees they
prove are functions of a parameter A that bounds the squared coefficient of variation of processing
times. Their policies require to solve a linear programming relaxation in which all jobs must be
known in advance. This approach is not directly applicable in our online setting.

To the best of our knowledge, we present the first results on scheduling with precedence con-
straints to minimize the sum of completion times when the problem instance is revealed online.

On the other hand, research has been done on the deterministic online problem when the goal
is to minimize the makespan. Probably, one of the earliest publications using the online paradigm



introduced above is by Feldmann et al. [8]. They consider a different scheduling model, in which
parallel jobs are processed by more than one machine at the same time. Considering jobs that are
processed by at most one machine at the time, no algorithm can achieve a constant competitive
ratio. Azar and Epstein [2] derived a lower bound of (y/m) for the competitive ratio of any
deterministic or random online algorithm that schedules jobs, preemptively or not, on m related
machines. This bound matches an upper bound given earlier by Jaffe [11].

Finally, there exists relevant work on the deterministic offline problem of scheduling jobs with
generalized precedence constraints, so called AND/OR-precedence relations. While ordinary prece-
dence constraints force a job to wait for the completion of all its predecessors (represented as an
AND-node in the corresponding precedence graph), there is an additional relaxed waiting condition
that allows a job to start after at least one of its predecessors has completed (OR-node). Clearly,
ordinary precedence constraints are contained as a special case in AND/OR-precedence constraints.
Erlebach, Kdib, and Mohring [7] analyze the performance of a Shortest Processing Time (SPT) Al-
gorithm for the deterministic offline problem of scheduling with AND/OR-precedence constraints
on a single machine. The classic SPT algorithm schedules jobs in non-decreasing order of their
processing times. Erlebach et al.’s variant considers at any time only jobs that are available for
processing according to the precedence constraints and schedules one with minimal processing
time. Thus, it coincides with the online SPT algorithm that knows of jobs only after all predeces-
sors have finished. Therefore, the approximation results translate into competitiveness results in
our online setting if all processing times are deterministic.

Theorem 1 (Erlebach, Kiib, and Mohring [7]). The online version of the SPT algorithm has a
competitive ratio of n for the deterministic, non-preemptive problem on a single machine. If all
jobs have equal weights, then SPT is 21/n-competitive.

In their paper, Erlebach et al. [7] state (without proof) that a parallel machine version of SPT
also yields an approximation guarantee of n for the deterministic parallel machine scheduling
problem. This result would also hold in our model restricted to deterministic instances.

1.3 Our results

We provide the first results on online scheduling with precedence constraints to minimize
the (weighted) sum of completion times.

We complement the results in Theorem 1 by Erlebach et al. [7] with matching lower bounds on
the competitive ratio of any online algorithm for the single machine problem. It follows that an
online SPT algorithm achieves the best possible performance for this problem which is a competitive
ratio of n. If all weights are equal, then we improve this bound to v/2n. On the other hand, we show
that no online algorithm can have a competitive ratio less than 2/3/n — 1. For the corresponding
scheduling problem on identical parallel machines we also provide lower and upper bounds on the
competitive ratio. Here, we leave a gap growing with the number of machines m. Table 1 gives a
summary of the lower and upper bounds we derived.

Notice, that on a single machine preemption does not lead to an improved schedule since online
information is revealed only at the completion of jobs. Therefore, the results transfer immediately
to the preemptive setting. This is also true for the bounds on parallel machine scheduling. The
worst-case instances for the lower bounds are constructed on chains in which case preemption is
redundant again [5] whereas in the analysis of the algorithm (for the upper bound) we use lower
bounds on the optimal offline value which hold in the preemptive as well as in the non-preemptive
setting.

We derive most of the performance guarantees above in a much more general model for schedul-
ing under uncertainty, in which additionally to the lack of information about job arrivals, also
processing times of known jobs are uncertain. We show that an online variant of the Shortest
Ezpected Processing Time (SEPT) policy yields the best possible approximation guarantees, n, for
the stochastic single machine problem, independently of the probability distribution of process-
ing times. If the weights of all jobs are equal, then we improve this bound for processing time
distributions with Var[P;]/E[P;]> < n/(m —1) — 1. For so called NBUE distributions, that is,



lower bound upper bound AND/OR-prec [7]
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2y/n—1 V2n 2/n
3

single machine, w; = 1

single machine, arbitrary w; n—1 n n
parallel machines, w; =1 % V=1 2mn n
parallel machines, arbitrary w; "7_1 n n

Table 1: Bounds on the performance guarantee of any preemptive or non-preemptive online algorithm
[lower bound] and on the performance guarantee of an online version of S(E)PT [upper bound] for non-
preemptive stochastic online scheduling of jobs with precedence constraints. Upper bounds for the un-
weighted setting are given for the special case where processing time distributions obey Var [P;] < E [ P; ]2.
The approximation results for arbitrary weights also hold true when job preemption is allowed. For deter-
ministic problem instances this is true also for the improved results for trivial weights. Offline consider-
ations in [7] for problems with AND/OR-precedence relations transfer to our deterministic online setting
and inspire our new results; their approximation guarantees are given in the third column.

distributions for which holds that E[P; —t|P; > t] < E[P;], for all ¢ > 0, and thus satisfying
Var[P;] <E[P; ]? [10], the competitive ratio is no more than v/2mn. Obviously, this holds also for
deterministic processing times in which case the SEPT policy coincides with the SPT algorithm.

Finally, the lower bounds on the competitive ratio for deterministic online scheduling translate
directly into lower bounds on our more general model, since online scheduling instances with
deterministic processing times can be seen as a special case.

In stochastic (online) scheduling preemption is a powerful tool for dealing with the uncertainty
of processing times even on a single machine; see e.g. [28, 18]. However, the approximation guaran-
tee of n for scheduling jobs with arbitrary weights by SEPT holds also in the preemptive scheduling
setting. This is not true for the improved result for jobs with equal job weights because we use
a lower bound on the optimum value which does not hold when preemption is allowed. Actually,
simple examples show that SEPT as well as any other policy that does not utilize preemption may
perform arbitrarily bad.

Our results are still valid when considering the more general AND/OR-precedence constraints
even though this is not focus of our work. Thereby we give a full proof for the approximation
guarantee of n for parallel machine scheduling with AND/OR-precedence constraints which was
mentioned in [7]. Moreover, we improve this result for scheduling instances in which all jobs have
equal weights and give a approximation guarantee of v/2mn.

2 Scheduling jobs with arbitrary weights

For scheduling independent jobs, good performance guarantees have been obtained for online ver-
sions of Smith’s classic rule [26], also known as Weighted Shortest Processing Time Rule (WsPT),
its stochastic counterpart, and various extensions [23, 16, 17, 15]. If jobs must obey precedence re-
lations which are revealed after all predecessors have completed, no such variant yields a bounded
performance. We give a simple single machine example where all jobs have even deterministic
processing times. Note, that on a single machine no waiting time will reveal new information on
the online sequence and no preemption will improve the schedule.

Example 1. Consider an instance that consists of the following three jobs. The first job has
processing time p; = k > 3 and weight w; = 1. Jobs 2 and 3 must obey the precedence con-
straint 2 < 3; they have processing times ps = 1 and p3 = &, respectively, and their weights
are wy = € and ws = k. Let k and € be such that the ratios of weight over processing time of the
two independent jobs 1 and 2 fulfill wy/p; > wa/pa, that means ¢ < 1/k.

Then the online version of the WSPT algorithm schedules the jobs in increasing order of their
indices, 1,2, and 3 achieving an objective value of k% + 2k + £(2k + 1). In contrast, an optimal



schedule has job 2 being processed first, followed by 3 and 1, and yields thus a value of 2k + 1 +
e(k +2). For k > 3, the ratio of values of the WspPT schedule and an optimal schedule is larger
than g which is unbounded for increasing k.

Consider the online variant of the Shortest Processing Time (SPT) policy that schedules at any
point in time the job with the shortest processing time among the available jobs. Even though it
seems counter intuitive to ignore known job weights, Theorem 1 states that this algorithm yields
a competitive ratio that matches the lower bound on the performance guarantee for any online
algorithm on a single machine as we prove later in Theorems 5 and 6.

We extend this result to the more general parallel machine setting in which all jobs have
stochastic processing times, without loosing in the performance guarantee. Consider the stochastic
online preemptive and non-preemptive scheduling problems on parallel machines and the stochastic
online policy that runs the online variant of the Shortest Fxpected Processing Time (SEPT) policy
on only one out of m machines. This non-preemptive policy simply ignores the m — 1 remaining
available machines. We denote this policy by 1-SEPT.

Lemma 2. The order of jobs in a schedule obtained by 1-SEPT is independent of the realization
of processing times.

Proof. We claim that for any two realizations of processing times, at the completion of job j the
same set of jobs is available, for any j € J. This implies the lemma, as 1-SEPT chooses the job to
process only based on the set of available jobs and the expected processing times of these jobs.
To see the claim, consider two realizations of processing times. We assume that jobs are indexed
in order in which they are processed in the first realization. First note that when no job has been
processed, obviously the same set of jobs is available to 1-SEPT in both realizations. Suppose the
claim is true up to job j. As 1-SEPT chooses job j + 1 to be processed after job j in the first
realization and in the second realization the same set of jobs is available to 1-SEPT, the policy will
also choose job j + 1 to be processed for the second realization. Hence, at the completion of job
7 + 1 the same set of jobs will be set free to 1-SEPT in the first as in the second realization. [

Let E[C}'] denote the expected completion time of a job j in the schedule obtained by
policy II. Inspired by [7], we define a stochastic version of the threshold fjn of a job j for policy II
as the maximum expected processing time of a job that finishes in expectation no later than j.

More formally,
&' = max{E[Py] |E[C]] < E[C]]}.

Thresholds have a useful property.

Lemma 3 (Threshold-Lemma). Let II be a feasible policy for the stochastic preemptive or non-
preemptive scheduling problem on parallel machines. Then for any job j € J with threshold 5}1
holds
1—SEPT 11
grsrT < el
Proof. For any non-anticipatory policy II, we have that f}_[ > E[P;] since E[P;] < E [C]H]
If ¢! = E[P;], then the lemma holds. Suppose that §J1-_SEPT > E[P;]. Then there exists a job
k that was completed before job j by 1-SEPT, and that has expected processing time E[Py] =
5} “SEPT S R [P;]. As 1-SEPT chooses the job with smallest expected processing time, we know by
Lemma 2 that in any realization of processing times, job j cannot be available to 1-SEPT when
job k is started to be processed. Hence, k must be a predecessor of j. Thus, any policy processes
job k before j, from which follows fjn >E[Py] = §J1-*SEPT. O
Now, we can establish a performance guarantee for 1-SEPT.
Theorem 4. The 1-SEPT policy that utilizes only one machine is an n-approrimation for the
stochastic online scheduling problem on parallel machines with and without preemption.



Proof. Let jobs be indexed in their order in the 1-SEPT schedule. Recall from Lemma 2 that
the order of jobs in the 1-SEPT schedule is independent of the realization of processing times.
Then k£ < j implies E [C’;*SEPT] < E [C]kSEPT]. Since there is no idle time, the expected

completion time E [C;iSEPT] of a job j in the 1-SEPT schedule is
j
Cl SEPT ZE Pk < n€1 SEPT (1)
k=1

With the Threshold-Lemma 3 and the fact that fjn <E [C]H] holds by definition for any policy II
— thus, also for an optimal policy OPT — we conclude from inequality (1)

E[C™] < ng™ < nE[CP™] .
Weighted summation over all jobs j € J proves the theorem. O

In the following we show that no online algorithm using m machines can have a competitive
ratio of less than (n — 1)/m. Thus the analysis of the simple 1-SEPT policy using one machine is
tight if there is just one machine available, whereas in general it leaves a gap in the order of m. The
lower bound is achieved even when the processing times are given deterministically. By definition
of the model, these bounds carry over to the more general stochastic online scheduling model.

Theorem 5. No preemptive or non-preemptive deterministic online algorithm can achieve a com-
petitive ratio less than (n — 1)/m for scheduling with precedence constraints on any number of
machines m.

Proof. Consider the following instance that consists of n jobs and assume, w.l.o.g., that n — 1 is
a multiple of the number of machines m. We have n — 1 independent jobs 1,2,...,n — 1 with
weights w; = 0 and unit processing time. Suppose, that the online algorithm chooses the job ¢ to
be scheduled such that it completes as the last job. Then, we have one final job n in the instance
with £ as its predecessor and with processing time zero and weight 1.

Clearly, the online algorithm can schedule the highly weighted last job only as the final job,
achieving a schedule with value (n — 1)/m. In contrast, an offline algorithm would choose job ¢ as
one of the m first jobs to be processed, followed by the highly weighted job n. This yields value
of 1. Thus, the ratio between both value is (n — 1)/m. O

Adding a randomizing ingredient to the instance above, we extend the result to a lower bound
for any randomized online algorithm. Here, we make use of Yao’s principle [29] which states
that a lower bound on the expected competitive ratio of any deterministic online algorithm on an
appropriate input distribution also lower bounds the competitive ratio of any randomized online
algorithm against an oblivious adversary. Since this is the weakest type of adversaries, these lower
bounds hold against any other adversary with more power as well; see, e.g., Ben-David et al. [3].

Theorem 6. No preemptive or non-preemptive randomized online algorithm can achieve a com-
petitive ratio less than (n — 1)/(m + 1) for scheduling with precedence constraints on any number
of machines m.

Proof. Consider the instance in the previous proof. When playing against a randomized algo-
rithm, an oblivious adversary does not know which will be the last completing job ¢ among the
independent jobs. Therefore, we modify the instance by adding m random precedence relations to
each job 1,...,n — 1 with the same probability. Let k := (n —1)/m be an integral number. Then,
any set of m JObS (excluding n) has probability 1/ ( ) for being the set of predecessors of n.



Clearly, the optimal offline solution has still value 1. Now, consider any deterministic online
algorithm ALG.

k—1 k
E[ALG] =E[CA] > iPr[i < O} <i+1] + kPr[k < C] =) Pr[Cp'c > i]
i=1 k=i
k k
=D 1-Pr[Cp<i]=k=) Pr[Cac<il. (2)

i=1 i=1

Moreover, we give ALG the advantage that it schedules job n as soon as all its predecessors have
completed. The number of jobs that can be completed strictly before a fixed (integral) point in
time ¢ 4+ 1 is at most ém. Therefore, the probability that all m random predecessors of job n
complete before a fixed time 2 < i+ 1 < k is

(im) (im)! ™
i—1)m)!
m) _ GDmi () 7 3)

Pr[C)e <i+1] <

m ((k=T)m)!
and Pr [C2'¢ < 1] = 0. Now we use the bound Zf;ll (%)m < mL_H which we prove below. This

bound combined with (2) and (3) yields

k—1 N m
7 1 n—1
E[A > k- - > k(1-— = .
[Ave] = Z(k‘) - < m+1) m+1

By Yao’s principle [29] this gives the desired lower bound on the competitive ratio of any online
algorithm.

It is left to show 37 (£)™ < —£+. We prove the bound by induction on k; it is certainly
true for k = 2.

() = S () () = )[R
E ™ k _ kM4 (m 4 DR
) { } (k+1)m(m+1)

(4)

IN
Y
>
=7

- . (5)

Inequality (4) follows from the induction hypothesis. The second inequality (5) follows from
n .
k+1)" = k' > k" +nkt!
e S ) L
which concludes the inductive step. O

2.1 Scheduling Jobs with equal Weights

If all job weights are equal then, intuitively, the 1-SEPT policy should perform better than in
the general setting. We show a performance bound for non-preemptive scheduling which improves
the n-approximation in Theorem 4 for a large class of problem instances; in particular, for instances
with NBUE distributed processing times, which include deterministic instances, it is v2nm. We
achieve this bound by extending ideas of Erlebach et al. [7] to the stochastic online parallel-
machine setting. Moreover, we apply the following lower bound on the expected optimal value for
the relaxed problem without precedence constraints given by Mohring, Schulz, and Uetz [20].



Lemma 7 (Mohring et al. [20]). Consider the stochastic scheduling problem on parallel machines
to minimize the expected total weighted completion time in which all jobs are available for processing
from the beginning. Assume that the jobs are indexed in non-decreasing order of expected processing
times E[P;]. Then, an optimal policy OPT yields a value

J

j k=1
where A bounds the squared coefficient of variation of the processing times, that is, Var[P;] <
AE[Pj]2 for all jobs j =1,...,n and some A > 0.
Theorem 8. The 1-SEPT policy achieves an approrimation guarantee of

p = gm-1A-1) + /[m- DA DP T s,

with Var[P;] < AE[P;)? for any instance of the non-preemptive stochastic online problem on
parallel machines.

Proof. Consider an 1-SEPT schedule. Let o > (m — 1)(A — 1)/4/n be a parameter that will be
specified later. For notational convenience, we define for each job j the set of jobs completed no
later than job j in the 1-SEPTschedule as B(j) = {k € J | E[CL "] <E[C} "] }. Let «
be the last job in the 1-SEPT schedule such that all jobs scheduled before this job have an expected
processing time of at most E [ C175""] /(ay/n), that is,

E [ lesEPT }
J
ay/n

This designated job z is used to partition the set of jobs into two disjunctive subsets: J= denotes
the set of jobs that complete before z in the 1-SEPT schedule, that is, 7< = {j € J |E [C;iSEPT} <
E [C’;_SEPT ] }, and J~ consists of the remaining jobs J\ J <. Obviously, the expected completion
time of job z is E [ CL75%7T | = > jes< E[P;]. Now, the expected value of the SEPT schedule can
be expressed as

T = argmaX{E[C;_SEPT] 'jejand]E[Pk] < for allkEB(j)} .

ZE [C;—SEPT] _ Z E[C;—SEPT] + Z E [C«;—SEPT] )

JjeJ JjeTS JjeJg=

We bound the expected completion times of jobs of both job sets separately. To bound the
contribution of the jobs in J<, assume that J< # ().

Let OPT be an optimal policy for all jobs j € J and OPT’ an optimal policy that schedules
only the jobs in J<. Clearly,

S E[C] = Y B[] (6)
JjeET= JjeETS

By ignoring the release dates, we can use Lemma 7. Assuming that the jobs in J< are indexed,

1,...,|J<|, in non-decreasing order of their expected processing times, we obtain:
J
: E[Py]  (m-1)(A-1)
OPT
SE[] = XY - o 2 ELPs], (7)
JjeETS JjeETS k=1 JjeETS

where Var[P;] < AE[P; ]? for all jobs j € J and some A > 0. We claim that djers Zi:l E[Py]
is bounded from below by

a\/ﬁ 1—SEPT
SLE[CpT).



To see this claim, note that

SN E[P= Y (175~ k+1) E[Py].

jgjé k=1 keg<

This value can not be less than the minimum of this value over all possible expected
processing times for jobs in j € J= satisfying Y. ,<E[P;] = E[C;75""] and
E[P;] < E[CL5T] /(ay/n). This minimum is obviously obtained by setting E[P;] =
E[CL75T] J(ay/m) for j = |T=| —b+1,...,|T=|, E[P;] = (1 — b/(ay/n)E [CLS*T], for
j = 1|J%| — b, and E[P;] = 0 for all other j, where b = [ay/n]. This proves the claim and
with 3. ,<E[P;]=E [ C2755T ]| we have

Z E I:CJ‘OPT} > 0427\7{15 E [C;—SEPT] _ (m — 12)77(1A — 1) E I:C;—SEPT}
jeIs
_ a ni(mil)(Ail)E[lesEPT}.

2m

With this estimate of the relevant portion of the expected optimal value we can bound the value
achieved by the 1-SEPT policy

E[C;—SE}’T] < nE[C;—SEPT] < 2mn E[chPT}’ (8)
jgﬁ ay/n—(m-—1)(A-1) j;ﬁ

if and only if ay/n > (m — 1)(A —1).

Consider now jobs in the remaining job set J~; by definition, there exists for each
job j € J” a job k that completes in 1-SEPT earlier than j and has processing time E [Py ] >
E [C’;*SEPT] /(ay/n). We conclude from this fact and the Threshold-Lemma 3 (including the

notion of the threshold 5]5 ) that for all j € 7~ holds
1—SEPT
IE I:Cj EPT }
ayn
Summation over all jobs j € J~ yields a bound on the completion times in the 1-SEPT schedule,

Z E[C;—SEPT] < a\/ﬁ Z E[chPT].

JET> JET>

E[CJ()p.p] > §jOp'r > 5}7SEPT > E[Pk} >

Finally, combination with Equality (8) yields the bound

S E[ciS] < max{a n_(jﬁq)@_l), aﬁ} S E[cPr].

JjET Jj€ET

The performance bound is minimized when choosing the parameter o := ((m — 1)(A — 1) +
VI(m —1)(A = 1)]2 + 8mn)/(2y/n) which gives the desired approximation guarantee

p:%(m—l)(A—l)—F%\/[(m—l)(A—l)]2+8mn.

Observe that the optimal choice of « fulfills the condition ay/n > (m—1)(A—1) in equality (8). O

In contrast to the previous, more general approximation guarantee of value n in Theorem 4,
this result depends on the variance of processing times. In particular, the performance guarantee p
grows with the parameter A. However, for instances with distributions of small relative variance,



this bound improves on the n-approximation for the general weighted problem in Theorem 4. More
precisely, for instances with an upper bound on the squared coefficient of processing times

n

IA

m—l_

the performance guarantee p in Theorem 8 is at most n. Moreover, this theorem leads immediately
to the following result for a restricted class of probability distributions — the NBUE distributions,
which imply A <1 [10].

Corollary 9. If all jobs have processing times that follow a NBUFE distribution, that is, A <1,
the 1-SEPT policy that utilizes only one machine is a v/ 2mn-approximation for the non-preemptive
stochastic online scheduling problem on parallel machines with equal job weights. This includes
deterministic instances.

It follows from the analysis that the result holds also if AND/OR-precedence constraints are
present. Thus, we improve the approximation factor of n for the offline scheduling problem where
jobs have equal weights and processing times are deterministic in [7] even though we consider a
more general model.

Corollary 10. The 1-SPT algorithm that utilizes only one machine is a v/2mn-approximation for
the scheduling problem on parallel machines with AND/OR-precedence constraints with equal job
weights.

For preemptive scheduling of jobs with trivial weights, the analysis of 1-SEPT above does not
improve the general n-approximation of Theorem 4. The reason is, that the lower bound on the
expected optimum value in Lemma 7 does not hold when jobs are allowed to be preempted. In
fact, the SEPT policy which does not preempt a job performs arbitrarily bad in the preemptive
stochastic scheduling environment as simple examples show. However, for deterministic instances
without precedence constraints preemption is redundant; see McNaughton [14]. Therefore, the
deterministic version of the lower bound on the optimum value in Lemma 7 holds also for preemp-
tive scheduling. In fact, in that case it coincides with the classical result by Eastman, Even, and
Isaacs [6]. Now, the analysis of 1-SPT as in the proof of Theorem 8 holds true also for deterministic
online scheduling with precedence constraints. Choosing a = v/2mn leads to the corollary.

Corollary 11. The 1-SPT algorithm is /2mn-competitive for the deterministic preemptive online
scheduling problem on parallel machines, with the equal job weights

Finally, we complement the new improved performance guarantees by a lower bound which leaves
a gap in the order of m.

Theorem 12. The competitive ratio of any preemptive and non-preemptive, deterministic online
algorithm for scheduling jobs with precedence constraints has a lower bound of %\/n/m —1/3 and
any randomized online algorithm has a lower bound of %x/nm/(m +1)2 —1/3 on the competitive
ratio.

Proof. We have mk independent jobs with processing times p; = 1 for all j = 1,...,mk
where k& >> m. Moreover, there are mk? — mk jobs that have length 0 and which must obey
precedence constraints that form one long chain mk +1 <mk +2 < .... Let £ € {1,...,mk} be
the job to be scheduled last by the online algorithm among the independent jobs. This job £ is a
predecessor of mk + 1, the first job of the chain. Note, that an online algorithm ALG cannot start
the job chain with mk? — mk jobs earlier than time k. ALG yields a schedule of value

k
ALe > m S it (mk? - mk)k = %mk(1+(2k—1)k) > %ka(Qk—l). )

=1
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In contrast, an optimal offline algorithm OPT knows the sequence in advance. By processing job ¢
at time 0 and starting the chain of zero length jobs at time 1, it can achieve an objective value

3

k
1
‘ 2 2
Opr < m E i+mk®—mk = 5mk(3k71) < imk . (10)

i=1

The ratio of the bounds in (9) and (10) combined with the number of jobs, n = mk?, gives the
lower bound on the competitive ratio of any deterministic online algorithm.

Arc 2k —1 2 /n 1

o > 2 /=2

OpT — 3 ~—3Vm 3

We achieve almost the same bound for randomized online algorithms by randomizing the deter-
ministic instance in the same way as in the proof of Theorem 6. We consider the instance above
and replace the precedence constraint ¢ < mk 4+ 1 by m random precedence constraints. That
means, any set of m jobs precedes job mk + 1, the first job of the job chain, with the same prob-
ability. Then with the same arguments as in the Theorem 6, the expected completion time of the
jobs in the chain is k(1 — 1/(m + 1)) which gives the result. O

3 Conclusion

We presented first results for (stochastic) online scheduling with precedence constraints to minimize
the (expected) sum of weighted completion times. The bounds for the single machine setting are
tight whereas in the parallel machine setting we leave a gap of O(m).

For closing this gap, it is not sufficient to run simply a parallel version of the SEPT or SPT
algorithm. The following deterministic instance shows that the competitive ratio of SPT is also at
least in the order of n for the problem with arbitrary job weights.

Example 2. Consider an instance with n jobs and m machines. Job 1 has processing time ¢
and weight 0. Jobs 2,...,n —m have unit processing time and weight 0, and they can start only
after job 1 has completed. Job n —m + 1 has m jobs out of 2,...,n — m as direct predecessors
and wy,_m4+1 = 1 and pp_m41 = 0. The adversary chooses the m precedence relations such that
these are the latest finishing jobs. Finally there are m — 1 large independent jobs with processing
times n — m and weight 0. When ¢ tends to 0, the parallel online version of SPT has value n —m
whereas an optimal solution has value 1.

A slightly modified instance in which the job with high weight is substituted by a long chain of jobs
with zero processing time shows that in the scheduling setting where all jobs have equal weights,
the parallel SPT algorithm yields a competitive ratio Q(y/n).

Our final remark concerns preemptive stochastic online scheduling. We mentioned that simple
examples show that the SEPT policy and actually any other policy that does not utilize preemption
can perform arbitrarily bad when jobs are allowed to be interrupted. Therefore other policies must
be considered. But still Lemma 7, which provided one of the lower bounds that were used in the
analysis, does not do so in the preemptive scheduling environment. However, [18] provides a general
lower bound for the preemptive stochastic online scheduling problem on parallel machines. Applied
to a variant of the preemptive online policy Generalized Gittins Index Policy also proposed in [18]
with a modification such that it respects precedence constraints, this could lead to an improved
approximation result.

Acknowledgements. We thank Jifi Sgall for pointing out that the randomized lower bounds
in previous versions of Theorems 6 and 12 could be strengthened.
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