# Weierstraß-Institut für Angewandte Analysis und Stochastik 

im Forschungsverbund Berlin e.V.

Preprint
ISSN 0946 - 8633

# Scattering matrix, phase shift, spectral shift and trace formula for one-dimensional dissipative Schrödinger-type operators 

H. Neidhardt, J. Rehberg

submitted: August 26, 2005

Weierstrass-Institute for Applied Analysis and Stochastics, Mohrenstr. 39, D-10117 Berlin, Germany,

E-Mail: neidhard@wias-berlin.de, rehberg@wias-berlin.de

No. 1045
Berlin 2005
$\left\lceil{ }_{W}\left\lceil_{\mathrm{I}} \varlimsup_{\mathrm{A}}\right.\right.$

1991 Mathematics Subject Classification. 47A20, 47B44, 47A40.
Key words and phrases. dissipative Schrödinger-type operators, Sturm-Liouville operators, self-adjoint dilation, characteristic function, Lax-Phillips scattering theory, scattering matrix, phase shift, spectral shift, trace formula, Birman-Krein formula.

Edited by
Weierstraß-Institut für Angewandte Analysis und Stochastik (WIAS)
Mohrenstraße 39
10117 Berlin
Germany

Fax: $\quad+49302044975$
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/


#### Abstract

The paper is devoted to Schrödinger operators on bounded intervals of the real axis with dissipative boundary conditions. In the framework of the Lax-Phillips scattering theory the asymptotic behaviour of the phase shift is investigated in detail and its relation to the spectral shift is discussed. In particular, the trace formula and the Birman-Krein formula are verified directly. The results are exploited for dissipative Schrödinger-Poisson systems.
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## 1 Introduction

Stationary Schrödinger-Poisson systems play an important role for the quantum description of semi-conductors, cf. [27, 28, 29, 34, 35, 36]. The main ingredient of such systems is a Schrödinger operator which defines the carrier densities entering into the Poisson equation. It urns out that as far as the involved Schrödinger operator is defined by self-adjoint boundary conditions the arising current densities are always zero. Hence, carrier transport cannot be modelled by self-adjoint boundary conditions. A natural way to overcome this problem is to replace them by dissipative ones [10, 12, 13, 24, 25] or, more advanced, by families of dissipative operators with spectral parameter dependent dissipative boundary conditions, cf. $[9,11,15,16,19]$. In order to handle dissipative Schrödinger-Poisson systems a detailed investigation of dissipative Schrödinger operators and a comprehensive knowledge of their properties is highly desirable.

Moreover, besides the physical relevance of dissipative Schrödinger operators there is an intrinsic mathematical interest in such operators since they are examples of non-selfadjoint operators which admit a fairly good investigation. The powerful tool for this is the dilation and model theory for dissipative operators, cf. [18]. With respect to physical applications the self-adjoint dilation of a dissipative Schrödinger operator can be regarded as the Hamiltonian of a closed quantum system in which the dissipative Schrödinger system is embedded. This gives rise to interpret dissipative systems as open ones. There is an rich literature on dissipative Schrödinger operators, their dilations and eigenfunction expansions mainly for Sturm-Liouville operators [2, 3, 5, 7],[38]-[41] but also for Schrödinger operator in higher dimensions, cf. [37]. The investigations are extended to matrix-valued dissipative Sturm-Liouville operators, see $[4,6,8]$.

From [18] it s known that dissipative operators are completely described by the characteristic function which is an analytic contraction-valued operator function defined in the lower half-plane. It turns out that the characteristic function of a dissipative operator can be regarded as the scattering matrix of a suitable posed Lax-Phillips scattering theory, cf. [32]. In view of dissipative Schrödinger-Poisson systems the characteristic function is a very important quantity, too. In fact, it is directly related to the current density of such systems, cf. [11, 12, 24], and the asymptotic properties of the so-called phase shift strongly affects the definition of the carrier density. We show this in a forthcoming paper [33]. Current and carrier densities, however, are crucial for Schrödinger-Poisson systems with carrier transport.

In the following we consider Schrödinger-type operators $H\left[\kappa_{a}, \kappa_{b}, V\right]$ defined by

$$
\begin{aligned}
& \left(H\left[\kappa_{a}, \kappa_{b}, V\right] g\right)(x)=(l[V] g)(x), \quad g \in \operatorname{dom}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]\right), \\
& \operatorname{dom}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]\right)=\left\{\begin{array}{l}
\frac{1}{m(x)} f^{\prime}(x) \in W^{1,2}, \\
f \in W^{1,2}(\Omega): \\
\frac{1}{2 m(a)} f^{\prime}(a)=-\kappa_{a} f(a), \\
\frac{1}{2 m(b)} f^{\prime}(b)=\kappa_{b} f(b)
\end{array}\right\}
\end{aligned}
$$

where

$$
(l[V] g)(x):=-\frac{1}{2} \frac{d}{d x} \frac{1}{m(x)} \frac{d}{d x} g(x)+V(x) g(x)
$$

such that the boundary coefficients obey $\kappa_{a}, \kappa_{b} \in \overline{\mathbb{C}_{+}}:=\{z \in \mathbb{C}: \Im m(z) \geq 0\}$ and the potential $V \in L^{\infty}(\Omega)$ is real. Throughout the paper we always assume that $m$ is a real
function obeying

$$
0 \leq m+\frac{1}{m} \in L^{\infty}(\Omega)
$$

without mentioning this explicitly in the following. In [26] we have calculated the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right]$, the self-adjoint dilation $K\left[\kappa_{a}, \kappa_{b}, V\right]$ of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ as well as the generalized eigenfunctions of $K\left[\kappa_{a}, \kappa_{b}, V\right]$ for the case $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}:=\left\{z \in \mathbb{C}_{+}\right.$: $\Im m(z)>0\}$. Now we are interested in the associated Lax-Phillips scattering theory, the phase and spectral shifts and their asymptotic behaviour.

The paper is organized as follows. In Section 2 we introduce a boundary triplet which allows us appropriately to describe self-adjoint and maximal dissipative Schrödinger-type operators used in the following. In particular, we verify in this way some properties of Schrödinger-type operators not proven in [26] and introduce the characteristic function quite different from [26] in terms of that boundary triplet. In Section 3 we give a short introduction to the Lax-Phillips scattering theory for Schrödinger-type operators. Section 4 is devoted to the phase shift of the Lax-Phillips scattering theory; in particular, asymptotic estimates of the phase shift are verified. Finally, in Section 5 we introduce the spectral shift for the pair $\left\{H\left[\kappa_{a}, \kappa_{b}, V\right], H_{D}[V]\right\}$ where $H_{D}[V]$ is the the self-adjoint operator generated by $l[V]$ with Dirichlet boundary conditions. The existence of the spectral shift follows from an abstract result proven in [1].

Notation: Hilbert spaces are denoted by Gothic letters, for instance $\mathfrak{H}=L^{2}(\Omega)$, the dilation space $\mathfrak{K}$, etc, where $L^{p}(\Omega), 1 \leq p \leq \infty$, denoted the usual Banach spaces of summable functions on $\Omega \subseteq \mathbb{R}$. If we have in mind real functions, we write $L_{\mathbb{R}}^{p}(\Omega)$. By $W^{l, p}(\Omega), p \geq 1, l \geq 1$, we denote the standard Sobolev spaces. The norm of a Banach space $\mathfrak{X}$ is denoted by $\|\cdot\|_{\mathfrak{X}}$ or simply by $\|\cdot\|$. The scalar product of a Hilbert space $\mathfrak{H}$ is denoted by $(\cdot, \cdot)_{\mathfrak{H}}$ or simply by $(\cdot, \cdot)$. In the special case of the Hilbert space $\mathbb{C}^{2}$ we use the notation $\langle\cdot, \cdot\rangle$ for the scalar product. The set of bounded operators on some Banach space $\mathfrak{X}$ is denoted by $\mathcal{B}(\mathfrak{X})$. For a densely defined linear operator $A: \mathfrak{X} \longrightarrow \mathfrak{X}$ we denote by $A^{*}$, $\operatorname{spec}(\mathrm{A})$ and $\operatorname{res}(A)$ its adjoint operator, the spectrum and resolvent set, respectively.

## 2 Dissipative Schrödinger-type operators

### 2.1 Boundary triplets, Weyl function and $\gamma$-field

We note that the operators $H\left[\kappa_{a}, \kappa_{b}, V\right], \kappa_{a}, \kappa_{b} \in \overline{\mathbb{C}_{+}}$, and $H_{D}[V]$ can be regarded as dissipative or self-adjoint extensions of one and the same closed symmetric operator $S[V]$,

$$
\begin{align*}
& (S[V] g)(x):=(l[V] g)(x), \quad g \in \operatorname{dom}(S[V]) \\
& \operatorname{dom}(S[V])=\left\{g \in W^{1,2}(\Omega): \begin{array}{l}
\quad g(b)=\frac{1}{m} g^{\prime} \in W^{1,2} \\
2 m(b) \\
\prime \\
\\
\\
g(a)=\frac{1}{2 m(a)} g^{\prime}(a)=0
\end{array}\right\} \tag{2.1}
\end{align*}
$$

which has the deficiency indices $(2,2)$. The adjoint operator $S[V]^{*}$ is given by

$$
\begin{aligned}
\left(S[V]^{*} g\right)(x) & :=(l[V] g)(x), \quad g \in \operatorname{dom}\left(S[V]^{*}\right), \\
\operatorname{dom}\left(S[V]^{*}\right) & =\left\{g \in W^{1,2}(\Omega): \frac{1}{m} g^{\prime} \in W^{1,2}\right\} .
\end{aligned}
$$

It is straightforward to verify that $\left(\mathbb{C}^{2}, \Gamma_{0}, \Gamma_{1}\right)$ performs a boundary triplet for $S[V]^{*}$, for definition see [23] and references therein, where $\Gamma_{0}, \Gamma_{1}: \operatorname{dom}\left(S[V]^{*}\right) \rightarrow \mathbb{C}^{2}$ are linear operators, given by

$$
\begin{equation*}
\Gamma_{0} g:=\binom{g(b)}{-g(a)} \quad \text { and } \quad \Gamma_{1} g:=-\frac{1}{2}\binom{\frac{1}{m(b)} g^{\prime}(b)}{\frac{1}{m(a)} g^{\prime}(a)} \tag{2.2}
\end{equation*}
$$

That is, one has to show that Green's identity

$$
\left(S[V]^{*} f, g\right)-\left(f, S[V]^{*} g\right)=\left\langle\Gamma_{1} f, \Gamma_{0} g\right\rangle-\left\langle\Gamma_{0} f, \Gamma_{1} g\right\rangle, \quad f, g \in \operatorname{dom}\left(S[V]^{*}\right)
$$

is satisfied and the operator $\Gamma: \mathfrak{H} \longrightarrow \mathbb{C}^{2} \oplus \mathbb{C}^{2}$,

$$
\Gamma f:=\Gamma_{0} f \oplus \Gamma_{1} f, \quad f \in \operatorname{dom}(\Gamma):=\operatorname{dom}\left(S[V]^{*}\right)
$$

is surjective, which can be easily seen. We note that the selfadjoint extension $H_{D}[V]:=$ $S[V]^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{0}\right)$ corresponds to the Dirichlet boundary conditions, that is,

$$
\operatorname{dom}\left(H_{D}[V]\right)=\left\{g \in W^{1,2}(\Omega): \frac{1}{m} g^{\prime} \in W^{1,2}(\Omega), f(a)=f(b)=0\right\}
$$

Let $B$ a dissipative or self-adjoint operator on the Hilbert space $\mathbb{C}^{2}$. By

$$
H_{B}[V]:=S[V]^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{1}-B \Gamma_{0}\right)
$$

one defines a maximal dissipative or self-adjoint extension of the symmetric operator $S[V]$. Setting

$$
\kappa:=\left(\begin{array}{cc}
\kappa_{b} & 0 \\
0 & \kappa_{a}
\end{array}\right), \quad \kappa_{a}, \kappa_{b} \in \overline{\mathbb{C}_{+}}
$$

we find that $H_{-\kappa}[V]=H\left[\kappa_{a}, \kappa_{b}, V\right]$.
The defect subspace of $S[V]$ at the point $\bar{z} \in \mathbb{C}$ is denoted by $\mathcal{N}_{z}[V]$, i.e., $\mathcal{N}_{z}[V]:=$ $\operatorname{ker}\left(S[V]^{*}-z\right), z \in \mathbb{C}_{+}$. For every $z \in \operatorname{res}\left(H_{D}[V]\right)$ we set

$$
\gamma[V](z):=\left(\Gamma_{0} \upharpoonright \mathcal{N}_{z}[V]\right)^{-1} \quad \text { and } \quad M[V](z):=\Gamma_{1} \gamma[V](z)
$$

The functions $\operatorname{res}\left(H_{D}[V]\right) \ni z \longrightarrow \gamma[V](z)$ and $\operatorname{res}\left(H_{D}[V]\right) \ni z \longrightarrow M[V](z)$ are called the $\gamma$-field and the Weyl function corresponding to $S[V]$ and the boundary triplet $\left\{\mathbb{C}^{2}, \Gamma_{0}, \Gamma_{1}\right\}$. We note that the Weyl function is a Nevanlinna function, that is, a holomorphic operatorvalued function in $\mathbb{C}_{+}$and $\mathbb{C}_{-}$such that $\Im m(M[V](z)) \geq 0$ for $z \in \mathbb{C}_{+}$, and

$$
M[V](z)^{*}=M[V](\bar{z}), \quad z \in \operatorname{res}\left(H_{D}[V]\right)
$$

In the present case the Weyl function is meromorphic in $\mathbb{C}$ with poles on $\mathbb{R}$ which coincide with the eigenvalues of $H_{D}[V]$.
For any dissipative or self-adjoint operator $B$ on $\mathbb{C}^{2}$ the so-called Krein's formula

$$
\left(H_{B}[V]-z\right)^{-1}=\left(H_{D}[V]-z\right)^{-1}+\gamma(z)(B-M[V](z))^{-1} \gamma(\bar{z})^{*}, \quad z \in \mathbb{C}_{+}
$$

holds, cf. [20]. In particular, we have

$$
\begin{equation*}
\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}=\left(H_{D}[V]-z\right)^{-1}-\gamma(z)(\kappa+M[V](z))^{-1} \gamma(\bar{z})^{*}, \quad z \in \mathbb{C}_{+} \tag{2.3}
\end{equation*}
$$

The Schrödinger-type operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is maximal dissipative if either $\kappa_{a} \in \mathbb{C}_{+}$or $\kappa_{b} \in$ $\mathbb{C}_{+}$. In both cases the operator is completely non-selfadjoint, see [25]. In accordance with [26] we consider only the case $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$in the following. The spectrum of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ consists of isolated eigenvalues in the lower half-plane with the only accumulation point at infinity. Since the operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is completely non-selfadjoint, its eigenvalues are non-real. The extension $H\left[q_{a}, q_{b}, V\right], q_{a}, q_{b} \in \mathbb{R}$, of $S$ is self-adjoint and semi-bounded from below.

Lemma 2.1 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \overline{\mathbb{C}_{+}}$, then

$$
\begin{equation*}
\lim _{\substack{\left|\kappa_{a}\right| \rightarrow \infty \\\left|\kappa_{b}\right| \rightarrow \infty}}\left\|\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right\|_{\mathcal{B}(\mathfrak{H})}=0 \tag{2.4}
\end{equation*}
$$

for $z \in \mathbb{C}_{+}$.
Proof. We note that the $\gamma$-field $\gamma[V](z)$ as well as the Weyl function $M[V](z)$ are independent from $\kappa_{a}, \kappa_{b} \in \overline{\mathbb{C}_{+}}$. Using Krein's formula (2.3) we immediately verify the relation (2.4).

### 2.2 Characteristic function

If $B$ is dissipative operator, then in accordance with [21] the characteristic function $\Theta_{H_{B}[V]}(z), z \in \mathbb{C}_{-}$, of the maximal dissipative operator $H_{B}[V]$ is given by
$\Theta_{H_{B}[V]}(z)=\left(I_{\mathbb{C}^{2}}-2 i \sqrt{-\Im m(B)}\left(B^{*}-M[V](z)\right)^{-1} \sqrt{-\Im m(B)}\right) \upharpoonright \operatorname{ran}(\Im m(B)), \quad z \in \mathbb{C}_{-}$,
where $\Im m(B):=\frac{1}{2 i}\left(B-B^{*}\right)$. The characteristic function is analytic and its values are contractions, if $z \in \mathbb{C}_{-}$. In the present case the characteristic function admits a meromorphic continuation to $\overline{\mathbb{C}_{+}}$for any dissipative operator $B$. The characteristic function entirely characterizes the non-selfadjoint part of the maximal dissipative operator $H_{B}[V]$, cf. [18].
In the following we use the representations

$$
\kappa_{a}=q_{a}+i \frac{\alpha_{a}^{2}}{2} \quad \text { and } \quad \kappa_{b}=q_{b}+i \frac{\alpha_{b}^{2}}{2}
$$

where $q_{a}, q_{b} \in \mathbb{R}$ and $\alpha_{a}, \alpha_{b}>0$. If $B=-\kappa$, then

$$
-\Im m(B)=\frac{1}{2 i}\left(\kappa-\kappa^{*}\right)=\frac{1}{2}\left(\begin{array}{cc}
\alpha_{b}^{2} & 0 \\
0 & \alpha_{a}^{2}
\end{array}\right)
$$

Hence we obtain

$$
\sqrt{-\Im m(B)}=\frac{1}{\sqrt{2}} \alpha, \quad \alpha:=\left(\begin{array}{cc}
\alpha_{b} & 0 \\
0 & \alpha_{a}
\end{array}\right)
$$

Setting $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](z):=\Theta_{H_{-\kappa}}[V](z), z \in \mathbb{C}_{-}$, and using the definition (2.2) we get

$$
\begin{equation*}
\Theta\left[\kappa_{a}, \kappa_{b}, V\right](z)=I_{\mathbb{C}^{2}}+i \alpha\left(\kappa^{*}+M[V](z)\right)^{-1} \alpha, \quad z \in \mathbb{C}_{-} \tag{2.5}
\end{equation*}
$$

Since the spectrum of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is non-real the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ is well-defined on $\mathbb{R}$ and, moreover, holomorphic in a neighbourhood of $\mathbb{R}$. Furthermore, a straightforward computation shows that $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ is unitary for of $\lambda \in \mathbb{R}$. Since the maximal dissipative operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is completely non-selfadjoint for $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ completely characterizes $H\left[\kappa_{a}, \kappa_{b}, V\right]$.

The characteristic function of the operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ can be represented by the operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ itself and $\alpha_{a}, \alpha_{b}$. Indeed, multiplying Krein's formula on the left by $\Gamma_{0}$ we obtain

$$
G\left[\kappa_{a}, \kappa_{b}, V\right](z):=\Gamma_{0}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}=-(\kappa+M[V](z))^{-1} \gamma(\bar{z})^{*}, \quad z \in \mathbb{C}_{+}
$$

Taking the adjoint we get

$$
\begin{equation*}
G\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*}=-\gamma(\bar{z})\left(\kappa^{*}+M[V](z)^{*}\right)^{-1}, \quad z \in \mathbb{C}_{+} \tag{2.6}
\end{equation*}
$$

Multiplying again this equation on the left by $\Gamma_{0}$ we find

$$
\Gamma_{0} G\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*}=-\left(\kappa^{*}+M[V](z)^{*}\right)^{-1}, \quad z \in \mathbb{C}_{+}
$$

Since $M[V](z)^{*}=M[V](\bar{z}), z \in \operatorname{res}\left(H_{D}[V]\right)$, we finally get

$$
\Gamma_{0} G\left[\kappa_{a}, \kappa_{b}, V\right](\bar{z})^{*}=-\left(\kappa^{*}+M[V](z)\right)^{-1}, \quad z \in \mathbb{C}_{-}
$$

Inserting this expression into (2.5) one obtains

$$
\Theta\left[\kappa_{a}, \kappa_{b}, V\right](z)=I_{\mathbb{C}^{2}}-i \alpha \Gamma_{0} G\left[\kappa_{a}, \kappa_{b}, V\right](\bar{z})^{*} \alpha, \quad z \in \mathbb{C}_{-}
$$

In [26] the operator-valued function $T\left[\kappa_{a}, \kappa_{b}, V\right](z): \mathfrak{H} \longrightarrow \mathbb{C}^{2}$,

$$
T\left[\kappa_{a}, \kappa_{b}, V\right](z) f:=\binom{\alpha_{b}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} f\right)(b)}{-\alpha_{a}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}\right) f(a)}, \quad f \in \mathfrak{H}
$$

was introduced for $z \in \operatorname{res}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]\right)$. We note that

$$
T\left[\kappa_{a}, \kappa_{b}, V\right](z)=\alpha \Gamma_{0}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}=\alpha G\left[\kappa_{a}, \kappa_{b}, V\right](z), \quad z \in \mathbb{C}_{+}
$$

Hence the adjoint operator $T\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*}: \mathbb{C}^{2} \longrightarrow L^{2}(\Omega)$ exists and admits the representation

$$
T\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*}=G\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*} \alpha, \quad z \in \mathbb{C}_{+}
$$

Taking into account (2.6) we find

$$
\operatorname{ran}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](z)^{*}\right) \subseteq \mathcal{N}_{\bar{z}}[V] \subseteq W^{1,2}(\Omega), \quad z \in \mathbb{C}_{+}
$$

In [26] the operator $\widehat{\alpha}: L^{2}(\Omega) \longrightarrow \mathbb{C}$,

$$
\begin{equation*}
\widehat{\alpha} f=\binom{\alpha_{b} f(b)}{-\alpha_{a} f(a)}, \quad f \in \operatorname{dom}(\widehat{\alpha}):=C(\bar{\Omega}) \tag{2.7}
\end{equation*}
$$

was introduced. Since

$$
\widehat{\alpha} f=\alpha \Gamma_{0} f, \quad f \in \operatorname{dom}\left(S[V]^{*}\right) \subseteq W^{1,2}(\Omega)
$$

the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ admits the representation

$$
\begin{equation*}
\Theta\left[\kappa_{a}, \kappa_{b}, V\right](z)=I_{\mathbb{C}^{2}}-i \widehat{\alpha} T\left[\kappa_{a}, \kappa_{b}, V\right](\bar{z})^{*}, \quad z \in \mathbb{C}_{-} \tag{2.8}
\end{equation*}
$$

which coincides with the representation of the characteristic function of [26]. Using the representation (2.8) we prove the following lemma.

Lemma 2.2 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ is holomorphic in a neighbourhood of $\mathbb{R}$ and obeys

$$
\begin{equation*}
\lim _{\lambda \rightarrow-\infty}\left\|\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)-I_{\mathbb{C}^{2}}\right\|_{\mathcal{B}\left(\mathbb{C}^{2}\right)}=0 \tag{2.9}
\end{equation*}
$$

Proof. For simplicity we set $H[V]:=H\left[q_{a}, q_{b}, V\right]$. Obviously, we have

$$
H[V]:=H[0]+V, \quad V \in L_{\mathbb{R}}^{\infty}(\Omega)
$$

We note that $\inf \operatorname{spec}(H[V])=: \gamma_{V}$ is finite. Let us introduce the operator

$$
U[V](\lambda):=\widehat{\alpha}(H[V]-\lambda)^{-1 / 2}, \quad \lambda<\gamma_{V}
$$

where $\widehat{\alpha}$ is defined by (2.7). A straightforward computation shows that the representation

$$
T[V](\lambda)=U[V](\lambda)\left(I-\frac{i}{2} U[V](\lambda)^{*} U[V](\lambda)\right)^{-1}(H[V]-\lambda)^{-1 / 2}
$$

is valid for $\lambda<\gamma_{V}$. Hence the characteristic function admits the representation

$$
\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=I-i U[V](\lambda)\left(I+\frac{i}{2} U[V](\lambda)^{*} U[V](\lambda)\right)^{-1} U[V](\lambda)^{*}
$$

for $\lambda<\gamma_{V}$. Using the representation

$$
U[V](\lambda)=U[V]\left(\lambda_{0}\right) D[V](\lambda), \quad D[V](\lambda):=\left(H[V]-\lambda_{0}\right)^{1 / 2}(H[V]-\lambda)^{-1 / 2}
$$

$\lambda_{0}, \lambda<\gamma_{V}$, we have

$$
\begin{aligned}
& \Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)= \\
& \quad I_{\mathbb{C}^{2}}-i U[V]\left(\lambda_{0}\right) D[V](\lambda)\left(I+\frac{i}{2} U[V](\lambda)^{*} U[V](\lambda)\right)^{-1} D[V](\lambda) U[V]\left(\lambda_{0}\right)^{*}
\end{aligned}
$$

for $\lambda_{0}, \lambda<\gamma_{V}$. Since $s-\lim _{\lambda \rightarrow-\infty} D[V](\lambda)=0$ we obtain $s-\lim _{\lambda \rightarrow-\infty} \Theta[V](\lambda)=I_{\mathbb{C}^{2}}$ which yields immediately the operator-norm convergence of (2.9).

## 3 Dilation and Lax-Phillips scattering

Since $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is a maximal dissipative operator there is a larger Hilbert space $\mathfrak{K} \supseteq \mathfrak{H}$ and a self-adjoint operator $K\left[\kappa_{a}, \kappa_{b}, V\right]$ on $\mathfrak{K}$ such that

$$
\begin{equation*}
P_{\mathfrak{H}}^{\mathfrak{F}}\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} \upharpoonright \mathfrak{H}=\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}, \quad \Im m(z)>0 \tag{3.1}
\end{equation*}
$$

see [18]. The operator $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is called a self-adjoint dilation of the maximal dissipative operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$. Obviously, from the condition (3.1) one gets

$$
P_{\mathfrak{H}}^{\mathfrak{K}}\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} \upharpoonright \mathfrak{H}=\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}-z\right)^{-1}, \quad \Im m(z)<0 .
$$

If the condition

$$
\operatorname{clospan}_{z \in \mathbb{C} \backslash \mathbb{R}}\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} \mathfrak{H}=\mathfrak{K}
$$

is satisfied, then $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is called a minimal self-adjoint dilation of $H\left[\kappa_{a}, \kappa_{b}, V\right]$. Minimal self-adjoint dilations of maximal dissipative operators are determined up to an isomorphism, in particular, all minimal self-adjoint dilations are unitarily equivalent. The self-adjoint operator $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is absolutely continuous and its spectrum coincides with the real axis, i.e. $\operatorname{spec}(K)=\mathbb{R}$. The multiplicity of its spectrum is two. The dilation space $\mathfrak{K}$ and the dilation $K\left[\kappa_{a}, \kappa_{b}, V\right]$ can be explicitly given by

$$
\mathfrak{K}:=L^{2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \oplus L^{2}(\Omega) \oplus L^{2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right)
$$

and

$$
\begin{equation*}
\left(K\left[\kappa_{a}, \kappa_{b}, V\right] \vec{f}\right)(\mathbf{x})=-i \frac{d}{d x_{-}} f_{-}\left(x_{-}\right) \oplus(l[V] f)(x) \oplus-i \frac{d}{d x_{+}} f_{+}\left(x_{+}\right) \tag{3.2}
\end{equation*}
$$

$\mathbf{x}:=\left(x_{-}, x, x_{+}\right)$, for $\vec{f}:=\vec{f}_{-} \oplus f \oplus \vec{f}_{+} \in \operatorname{dom}\left(K\left[\kappa_{a}, \kappa_{b}, V\right]\right)$ where

$$
\vec{f}_{-}:=\binom{f_{-}^{b}\left(x_{-}\right)}{f_{-}^{a}\left(x_{-}\right)} \quad \vec{f}_{+}:=\binom{f_{+}^{b}\left(x_{+}\right)}{f_{+}^{a}\left(x_{+}\right)}
$$

and

$$
\operatorname{dom}\left(K\left[\kappa_{a}, \kappa_{b}, V\right]\right):=\left\{\begin{array}{c}
\vec{f} \in W^{1,2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \oplus W^{1,2}(\Omega) \oplus W^{1,2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right):  \tag{3.3}\\
\frac{1}{m} f^{\prime} \in W^{1,2}(\Omega) \\
\frac{1}{2 m(b)} f^{\prime}(b)-\kappa_{b} f(b)=\alpha_{b} f_{-}^{b}(0) \\
\frac{1}{2 m(a)} f^{\prime}(a)+\kappa_{a} f(a)=\alpha_{a} f_{-}^{a}(0) \\
\frac{1}{2 m(b)} f^{\prime}(b)-\overline{\kappa_{b}} f(b)=\alpha_{b} f_{+}^{b}(0) \\
\frac{1}{2 m(b)} f^{\prime}(a)+\overline{\kappa_{a}} f(b)=\alpha_{a} f_{+}^{a}(0)
\end{array}\right\}
$$

For more details the reader is referred to [26]. Obviously, the closed symmetric operator $L[V]$,

$$
\begin{aligned}
(L[V] \vec{f})(\mathbf{x}) & :=-i \frac{d}{d x_{-}} \vec{f}_{-}\left(x_{-}\right) \oplus(S[V] f)(x) \oplus-i \frac{d}{d x_{+}} \vec{f}_{+}\left(x_{+}\right) \\
\vec{f} \in \operatorname{dom}(L[V]) & :=W_{0}^{1,2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \oplus \operatorname{dom}(S[V]) \oplus W_{0}^{1,2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right)
\end{aligned}
$$

is a symmetric restriction of $K\left[\kappa_{a}, \kappa_{b}, V\right]$, where

$$
W_{0}^{1,2}\left(\mathbb{R}_{ \pm}, \mathbb{C}^{2}\right):=\left\{\vec{f}_{ \pm} \in W^{1,2}\left(\mathbb{R}, \mathbb{C}^{2}\right): \vec{f}_{ \pm}(0)=0\right\}
$$

The deficiency indices of $L[V]$ are $(4,4)$. The domain of the adjoint operator $L[V]^{*}$ is given by

$$
\operatorname{dom}\left(L[V]^{*}\right):=W^{1,2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \oplus \operatorname{dom}\left(S[V]^{*}\right) \oplus W^{1,2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right)
$$

Another self-adjoint extension of $L[V]$ is defined by $K_{D}[V]$,

$$
\begin{align*}
\left(K_{D}[V] \vec{f}\right)(\mathbf{x}) & :=-i \frac{d}{d x_{-}} \overrightarrow{f_{-}}\left(x_{-}\right) \oplus\left(H_{D}[V] f\right)(x) \oplus-i \frac{d}{d x_{+}} \overrightarrow{f_{+}}\left(x_{+}\right),  \tag{3.4}\\
\vec{f} \in \operatorname{dom}\left(K_{D}[V]\right) & :=\left\{\vec{f} \in \operatorname{dom}\left(L[V]^{*}\right): \overrightarrow{f_{-}}(0)=\vec{f}_{+}(0)\right\}
\end{align*}
$$

If we introduce the differentiation operator $K_{0}$

$$
\begin{aligned}
\left(K_{0} \overrightarrow{f_{0}}\right)(x) & :=-i \frac{d}{d x} \overrightarrow{f_{0}}(x), \quad x \in \mathbb{R} \\
\overrightarrow{f_{0}} & \in \operatorname{dom}\left(K_{0}\right):=W^{1,2}\left(\mathbb{R}, \mathbb{C}^{2}\right)
\end{aligned}
$$

and using the decomposition

$$
\begin{equation*}
\mathfrak{K}=L^{2}(\Omega) \oplus \mathfrak{K}_{0}, \quad \mathfrak{K}_{0}:=L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right) \tag{3.5}
\end{equation*}
$$

then the operator $K_{D}[V]$ admits the representation

$$
\begin{equation*}
K_{D}[V]=H_{D}[V] \oplus K_{0} \tag{3.6}
\end{equation*}
$$

The wave operators $W_{ \pm}\left[\kappa_{a}, \kappa_{b}, V\right]$,

$$
W_{ \pm}\left[\kappa_{a}, \kappa_{b}, V\right]:=s-\lim _{t \rightarrow \pm \infty} e^{i t K\left[\kappa_{a}, \kappa_{b}, V\right]} e^{-i t K_{D}[V]} P^{a c}\left(K_{D}[V]\right)
$$

can be identified with the Lax-Phillips wave operators, cf. [14, 32], because the absolutely continuous subspace $\mathfrak{K}^{a c}\left(K_{D}[V]\right)$ of $K_{D}[V]$ coincides with $\mathfrak{K}_{0}$. We note that the absolutely continuous part $K_{D}^{a c}[V]$ of $K_{D}[V]$ coincides with $K_{0}$. The wave operators exist by the LaxPhillips scattering theory and are complete, cf. [32]. However, in our special situation there is an additional reason for the existence and completeness of the wave operators. Since $K\left[\kappa_{a}, \kappa_{b}, V\right]$ and $K_{D}[V]$ are self-adjoint extensions of one and the same closed symmetric operator $L[V]$ with deficiency indices $(4,4)$ its turns out that the resolvent difference of $K\left[\kappa_{a}, \kappa_{b}, V\right]$ and $K_{D}[V]$ is a four dimensional operator. Hence the wave operator exist and are complete by the trace class existence theorem, cf. [14, 30].
The Lax-Phillips scattering operator $S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right]$ is defined by

$$
S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right]:=W_{+}\left[\kappa_{a}, \kappa_{b}, V\right]^{*} W_{-}\left[\kappa_{a}, \kappa_{b}, V\right]
$$

It acts only on the subspace $\mathfrak{K}_{0}$ and is unitary there. Further, the Lax-Phillips scattering operator commutes with $K_{D}[V]$, in particular, with $0 \oplus K_{0}$. The Fourier transform $F$ : $L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right) \longrightarrow L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)$,

$$
\left(F \overrightarrow{f_{0}}\right)(\lambda):=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} d x e^{-i \lambda x} \overrightarrow{f_{0}}(x), \quad \overrightarrow{f_{0}} \in L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)
$$

defines a unitary operator such that $F K_{0} F^{*}$ coincides with the multiplication operator $M$,

$$
\begin{aligned}
& (M \vec{f})(\lambda):=\lambda \vec{f}(\lambda), \quad \lambda \in \mathbb{R} \\
& \vec{f} \in \operatorname{dom}(M):=\left\{\vec{f} \in L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right): \lambda \vec{f}(\lambda) \in L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)\right.
\end{aligned}
$$

Since Lax-Phillips scattering operator $S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right]$ commutes with $K_{0}$ the transformed operator $F S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right] F^{*}$ commutes with $M$. Hence there is a measurable family $\left\{S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right\}_{\lambda \in \mathbb{R}}$ of unitary operators on $\mathbb{C}^{2}$ such that the $F S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right] F^{*}$ coincides with the multiplication operator induced by $\left\{S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right\}_{\lambda \in \mathbb{R}}$. The family $\left\{S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right\}_{\lambda \in \mathbb{R}}$ is called the Lax-Phillips scattering matrix. One of the main results of the Lax-Phillips scattering theory is that

$$
S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*}
$$

holds for a.e. $\lambda \in \mathbb{R}$, see also [24].

## 4 Phase shift

The phase shift $\omega\left[\kappa_{a}, \kappa_{b}, V\right](\cdot): \mathbb{R} \longrightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
e^{-2 \pi i \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)}:=\operatorname{det}\left(S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right), \quad \lambda \in \mathbb{R}, \tag{4.1}
\end{equation*}
$$

which is equivalent to

$$
e^{2 \pi i \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)}=\operatorname{det}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right), \quad \lambda \in \mathbb{R}
$$

Notice that the phase shift is determined modulo $\mathbb{Z}$. To eliminate this non-uniqueness of the definition we demand in the following that $\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ is continuous in $\lambda \in \mathbb{R}$ and obeys

$$
\begin{equation*}
\lim _{\lambda \rightarrow-\infty} \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=0 \tag{4.2}
\end{equation*}
$$

which is in accordance with Lemma 2.2.

Lemma 4.1 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then the phase shift $\omega\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ is holomorphic in a neighbourhood of $\mathbb{R}$ and satisfies

$$
\omega^{\prime}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda):=\frac{d}{d \lambda} \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=-\frac{1}{2 \pi} \operatorname{tr}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*}\right) \leq 0
$$

for $\lambda \in \mathbb{R}$.

Proof. For brevity we set $H:=H\left[\kappa_{a}, \kappa_{b}, V\right], T(\lambda):=T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda), T_{*}(\lambda):=$ $T_{*}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda):=\widehat{\alpha}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}-\lambda\right)^{-1}$ and $\Theta(\lambda):=\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ as well as $\omega(\lambda):=$ $\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$. Since the characteristic function $\Theta(\lambda)$ is holomorphic in a neighbourhood of $\mathbb{R}$ one gets that the phase shift $\omega(\lambda)$ is also holomorphic there. By

$$
T(\lambda) T(\lambda)^{*}=\alpha\left((H-\lambda)^{-1}-\left(H^{*}-\lambda\right)^{-1}\right) T(\lambda)^{*}+T_{*}(\lambda) T(\lambda)^{*}
$$

$\lambda \in \mathbb{R}$, and Lemma 3.1 of [26] we find

$$
T(\lambda) T(\lambda)^{*}=i \alpha T_{*}(\lambda)^{*} T_{*}(\lambda) T(\lambda)^{*}+T_{*}(\lambda) T(\lambda)^{*}, \quad \lambda \in \mathbb{R}
$$

or

$$
T(\lambda) T(\lambda)^{*}=\left\{I+i \alpha T_{*}(\lambda)^{*}\right\} T_{*}(\lambda) T(\lambda)^{*}, \quad \lambda \in \mathbb{R}
$$

Using Formula (3.39) of [26] we obtain

$$
T(\lambda) T(\lambda)^{*}=\Theta(\lambda)^{*} T_{*}(\lambda) T(\lambda)^{*}, \quad \lambda \in \mathbb{R} .
$$

Using (2.8), a straightforward computation shows

$$
\frac{\partial}{\partial \lambda} \Theta(\lambda)=-i T_{*}(\lambda) T(\lambda)^{*}, \quad \lambda \in \mathbb{R}
$$

which gives

$$
T(\lambda) T(\lambda)^{*}=i \Theta(\lambda)^{*} \frac{\partial}{\partial \lambda} \Theta(\lambda), \quad \lambda \in \mathbb{R}
$$

Taking into account formula (IV.1.14) of [22] we obtain

$$
0 \leq \operatorname{tr}\left(T(\lambda) T(\lambda)^{*}\right)=i \operatorname{tr}\left(\Theta(\lambda)^{*} \frac{\partial}{\partial \lambda} \Theta(\lambda)\right)=i \frac{d}{d \lambda} \ln (\operatorname{det}(\Theta(\lambda)))=-2 \pi \frac{d}{d \lambda} \omega(\lambda)
$$

for $\lambda \in \mathbb{R}$.
Lemma 4.1 shows that the phase shift is a non-increasing function. Since $\lim _{\lambda \rightarrow-\infty} \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=0$ the phase function is non-positive. In order to estimate the growth of $-\omega\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ let us investigate the counting function

$$
\Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda):=\operatorname{card}\left\{s<\lambda: \operatorname{det}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](s)\right)=1\right\}, \quad \lambda \in \mathbb{R}
$$

To estimate $\Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ we consider the eigenvalue problem

$$
\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \vec{x}=\mu \vec{x}, \quad \mu \in \mathbb{T}, \quad \vec{x} \in \mathbb{C}^{2}
$$

for each fixed $\lambda \in \mathbb{R}$. To treat this problem we introduce the family $\left\{H_{\theta}[V]\right\}_{\theta \in(0,2 \pi)}$,

$$
H_{\theta}[V]:=H\left[q_{a}(\theta), q_{b}(\theta), V\right] \quad \text { and } \quad H_{0}[V]:=H_{D}[V]
$$

where the boundary coefficients are given by

$$
q_{b}(\theta):=q_{b}-\frac{\alpha_{b}^{2} \cot (\theta / 2)}{2} \quad \text { and } \quad q_{a}(\theta):=q_{a}-\frac{\alpha_{a}^{2} \cot (\theta / 2)}{2}
$$

The spectrum $\operatorname{spec}\left(H_{\theta}[V]\right)$ consists of simple eigenvalues $\operatorname{spec}\left(H_{\theta}[V]\right)=\left\{\lambda_{k}[V](\theta)\right\}_{k \in \mathbb{N}}$, $-\infty<\lambda_{1}[V](\theta)<\lambda_{2}[V](\theta)<\ldots$.

Lemma 4.2 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$, then $H_{\theta}[V] \geq H_{\theta^{\prime}}[V]$ for $0 \leq \theta \leq \theta^{\prime}<2 \pi$.
Proof. The sesquilinear form $\mathfrak{t}_{\theta}[V]$ corresponding to $H_{\theta}[V]$ is given by $\operatorname{dom}\left(\mathfrak{t}_{\theta}[V]\right)=$ $W^{1,2}(\Omega)$,

$$
\begin{align*}
& \mathfrak{t}_{\theta}[V](f, g)=  \tag{4.3}\\
& \quad-q_{a}(\theta) f(a) \overline{g(a)}-q_{b}(\theta) f(b) \overline{g(b)}+\int_{a}^{b} d x \frac{1}{2 m(x)} f^{\prime}(x) \overline{g^{\prime}(x)}+V(x) f(x) \overline{g(x)}
\end{align*}
$$

$f, g \in \operatorname{dom}\left(\mathfrak{t}_{\theta}[V]\right)=W^{1,2}(\Omega), \theta \in(0,2 \pi)$. Since $q_{a}\left(\theta^{\prime}\right) \leq q_{a}(\theta)$ and $q_{b}\left(\theta^{\prime}\right) \leq q_{b}(\theta)$ for $\theta^{\prime}<\theta$ we easily obtain $\mathfrak{t}_{\theta}[V] \leq \mathfrak{t}_{\theta^{\prime}}[V]$. If $\theta^{\prime}=0$, then $\operatorname{dom}\left(t_{0}[V]\right)=W_{0}^{1,2}(\Omega) \subseteq W^{1,2}(\Omega)=$ $\operatorname{dom}\left(\mathfrak{t}_{\theta}[V]\right)$ and

$$
\mathfrak{t}_{\theta}[V](f, f) \leq \mathfrak{t}_{0}[V](f, f), \quad f \in \operatorname{dom}\left(\mathfrak{t}_{0}[V]\right), \quad \theta \in(0,2 \pi)
$$

which completes the proof.
The min-max principle gives the following
Corollary 4.3 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$, then the eigenvalue curves $\lambda_{n}[V](\cdot)$ of $H_{\theta}[V]$ satisfy

$$
\lambda_{n}[V]\left(\theta^{\prime}\right) \leq \lambda_{n}[V](\theta), \quad 0 \leq \theta \leq \theta^{\prime}<2 \pi, \quad n \in \mathbb{N}
$$

Let us show that in fact the monotonicity of the eigenvalue curves is strict:

Lemma 4.4 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$, then

$$
\lambda_{n}[V]\left(\theta^{\prime}\right)<\lambda_{n}[V](\theta), \quad 0 \leq \theta<\theta^{\prime}<2 \pi, \quad n \in \mathbb{N}
$$

Proof. We note that $\left\{H_{\theta}:=H_{\theta}[V]\right\}_{\theta \in(0,2 \pi)}$ is not only a monotone family but also an analytic one of self-adjoint operators of type (B), cf. [30, Section VII.4.2]. This yields that the eigenvalues of $\lambda_{n}(\theta):=\lambda_{n}[V](\theta)$ depend analytically on $\theta \in(0,2 \pi)$. Assuming now that there is a $k \in \mathbb{N}$ such that $\lambda_{k}\left(\theta^{\prime}\right)=\lambda_{k}\left(\theta^{\prime \prime}\right)$ for some $0<\theta^{\prime}<\theta^{\prime \prime}<2 \pi$. In this case we get $\lambda_{k}\left(\theta^{\prime}\right)=\lambda_{k}(\theta)=\lambda_{k}\left(\theta^{\prime \prime}\right)$ for $\theta \in\left[\theta^{\prime}, \theta^{\prime \prime}\right]$. Since $\lambda_{k}(\theta)$ is analytic we find $\lambda_{k}(\theta)=\lambda_{k}(0)$, $\theta \in(0,2 \pi)$, that is, $\lambda_{k}(\theta)$ is constant and equals the Dirichlet eigenvalue $\lambda_{k}(0)$.
Next we show that if for some $k \in \mathbb{N}$ we have $\lambda_{k}(\theta)=\lambda_{k}(0), \theta \in(0,2 \pi)$, then for each $j \in 1,2, \ldots, k$ one has $\lambda_{j}(\theta)=\lambda_{j}(0), \theta \in(0,2 \pi)$. Indeed, let us assume that there is a $\theta \in(0,2 \pi)$ such that $\lambda_{k-1}(\theta)<\lambda_{k-1}(0)$. In this case there is a neighbourhood $\mathcal{U}:=\left(\lambda_{k-1}(\theta), \lambda_{k}(0)\right)$ of $\lambda_{k-1}(0)$ which contains no eigenvalue of $H_{\theta^{\prime}}$ for $\theta^{\prime} \in(\theta, 2 \pi)$. However, this is impossible by Lemma 2.1. In fact, if $\theta^{\prime}$ is sufficiently close to $2 \pi$, then the neighbourhood $\mathcal{U}$ has to contain an eigenvalue of $H_{\theta^{\prime}}$. Hence the assumption $\lambda_{k-1}(\theta)<$ $\lambda_{k-1}(0)$ was false which yields $\lambda_{k-1}(\theta)=\lambda_{k-1}(0)$ for $\theta \in(0,2 \pi)$. By induction we get that $\lambda_{j}(\theta)=\lambda_{j}(0), \theta \in(0,2 \pi)$, holds for each $j=1,2, \ldots, k$.
In particular, this holds for the lowest eigenvalue $\lambda_{1}(\theta)=\lambda_{1}(0), \theta \in(0,2 \pi)$, which is given by

$$
\lambda_{1}(\theta):=\inf \left\{\mathfrak{t}_{\theta}[V](f, f): f \in W^{1,2}(\Omega), \quad\|f\|_{L^{2}(\Omega)}=1\right\}, \quad \theta \in(0,2 \pi)
$$

But (4.3) implies $\lim _{\theta \uparrow 2 \pi} \lambda_{1}(\theta)=-\infty$ which contradicts the conclusion that $\lambda_{1}(\theta)$ remains unchanged for $\theta \in(0,2 \pi)$.
Our next aim is to determine $\lim _{\theta \downarrow 0} \lambda_{n}[V](\theta)$ and $\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)$.
Lemma 4.5 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$, then the eigenvalue curves satisfy

$$
\begin{equation*}
\lim _{\theta \downarrow 0} \lambda_{n}[V](\theta)=\lambda_{n}[V](0), \quad n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\theta \uparrow 2 \pi} \lambda_{n}[V](\theta)=\lambda_{n-2}[V](0), \quad n \in \mathbb{N} \tag{4.5}
\end{equation*}
$$

where $\lambda_{-1}[V](0):=\lambda_{0}[V](0):=-\infty$.
Proof. The family $\left\{H_{\theta}[V]\right\}_{\theta \in(0, \pi)}$ is operator norm continuous in the resolvent sense. In particular, this yields that the eigenvalues $\lambda_{k}[V](\theta), k \in \mathbb{N}$, are continuous in $\theta \in(0,2 \pi)$. Moreover, since $\lim _{\theta \downarrow 0} q_{a}(\theta)=\lim _{\theta \downarrow 0} q_{b}(\theta)=\infty$ and $\lim _{\theta \uparrow 2 \pi} q_{a}(\theta)=\lim _{\theta \uparrow 2 \pi} q_{b}(\theta)=\infty$ we get by Lemma 2.1

$$
\begin{aligned}
\lim _{\theta \downarrow 0} & \left\|\left(H_{\theta}[V]-i\right)^{-1}-\left(H_{D}[V]-i\right)^{-1}\right\|_{\mathcal{B}(\mathfrak{H})}= \\
& \lim _{\theta \uparrow 2 \pi}\left\|\left(H_{\theta}[V]-i\right)^{-1}-\left(H_{D}[V]-i\right)^{-1}\right\|_{\mathcal{B}(\mathfrak{H})}=0 .
\end{aligned}
$$

An application of Lemma 4.2 implies (4.4). It remains to show (4.5). First, by monotonicity the limits $\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta), k \in \mathbb{N}$, exist, too. We introduce the intervals

$$
\Delta_{1}:=\left(-\infty, \lambda_{1}[V](0)\right) \quad \text { and } \quad \Delta_{n}:=\left(\lambda_{n-1}[V](0), \lambda_{n}[V](0)\right), \quad n=2,3, \ldots
$$

that is, the sequence of spectral gaps of the Dirichlet operator $H_{D}[V]$. Further, we consider the symmetric operator $\widehat{S}[V]$ defined by

$$
\begin{aligned}
\widehat{S}[V] g & :=l[V] g, \quad g \in \operatorname{dom}(\widehat{S}[V]), \\
\operatorname{dom}(\widehat{S}[V]) & :=\left\{g \in W^{1,2}(\Omega): \begin{array}{l}
\frac{1}{m} g^{\prime} \in W^{1,2}(\Omega), g(a)=0 \\
\frac{1}{2 m(b)} g^{\prime}(b)=g(b)=0
\end{array}\right\} .
\end{aligned}
$$

The closed symmetric operator $\widehat{S}[V]$ has the deficiency indices $(1,1)$. Obviously we have $S[V] \leq \widehat{S}[V] \leq H_{D}[V]$ where $S[V]$ is defined by (2.1). By $\widehat{H}_{\theta}[V], \theta \in(0,2 \pi)$, we denote the self-adjoint operator

$$
\left.\begin{array}{rl}
\widehat{H}_{\theta}[V] g & :=l[V] g, \quad g \in \operatorname{dom}\left(\widehat{H}_{\theta}[V]\right), \\
\operatorname{dom}\left(\widehat{H}_{\theta}[V]\right) & :=\left\{g \in W^{1,2}(\Omega): \frac{\frac{1}{m(x)} g^{\prime}(x) \in W^{1,2}, g(a)=0,}{2 m(b)} g^{\prime}(b)=q_{b}(\theta) g(b)\right.
\end{array}\right\}
$$

and we set $\widehat{H}_{0}[V]:=H_{D}[V]$. Moreover, similar to Lemma 4.2 the family $\left\{\widehat{H}_{\theta}[V]\right\}_{\theta \in(0,2 \pi)}$ is non-increasing, i.e.

$$
\widehat{H}_{\theta^{\prime}}[V] \leq \widehat{H}_{\theta}[V], \quad 0 \leq \theta \leq \theta^{\prime}<2 \pi
$$

and analytic in sense of type $B$, cf. [30, Sect. VII.4.2]. Denoting by $\left\{\widehat{\lambda}_{k}[V](\theta)\right\}_{k \in \mathbb{N}}$ the eigenvalues of $\widehat{H}_{\theta}[V]$ we get similarly to Lemma 4.4 that

$$
\begin{equation*}
\widehat{\lambda}_{k}[V]\left(\theta^{\prime}\right)<\widehat{\lambda}_{k}[V](\theta), \quad k \in \mathbb{N}, \quad 0 \leq \theta<\theta^{\prime}<2 \pi \tag{4.6}
\end{equation*}
$$

Since $H_{D}[V]$ is a self-adjoint extension of $\widehat{S}[V]$ the open intervals $\Delta_{k}$ are gaps for $\widehat{S}[V]$. Since $\widehat{S}[V]$ has deficiency indices $(1,1)$ the self-adjoint extension $\widehat{H}_{\theta}[V]$ of $\widehat{S}[V]$ has at most one eigenvalue in each gap $\Delta_{k}$. Taking into account (4.6) we find

$$
\widehat{\lambda}_{k}[V](\theta) \in \Delta_{k}, \quad k \in \mathbb{N}, \quad \theta \in(0,2 \pi)
$$

We set

$$
\widehat{\Delta}_{1}(\theta):=\left(-\infty, \widehat{\lambda}_{1}[V](\theta)\right), \quad \widehat{\Delta}_{k}(\theta):=\left(\widehat{\lambda}_{k-1}[V](\theta), \widehat{\lambda}_{k}[V](\theta)\right), \quad k=2,3, \ldots
$$

$\theta \in(0,2 \pi)$. Obviously we have

$$
\begin{equation*}
\widehat{\Delta}_{k}(\theta) \subseteq \Delta_{k-1} \cup\left\{\lambda_{k-1}[V](0)\right\} \cup \Delta_{k} \quad \theta \in(0,2 \pi), \quad k \in \mathbb{N} \tag{4.7}
\end{equation*}
$$

Further, let us introduce the symmetric operator $\widetilde{S}[V]$ defined by

$$
\widetilde{S}[V] g:=l[V] g, \quad \operatorname{dom}(\widetilde{S}[V]):=\left\{g \in W^{1,2}(\Omega): \begin{array}{l}
\frac{1}{m} g^{\prime} \in W^{1,2}(\Omega) \\
\frac{1}{2 m(a)} g^{\prime}(a)=g(a)=0 \\
\frac{1}{2 m(b)} g^{\prime}(b)=q_{b}(\theta) g(b)
\end{array}\right\}
$$

which has the deficiency indices $(1,1)$, too. Obviously, the operator $\widehat{H}_{\theta}[V], \theta \in[0,2 \pi)$, is a self-adjoint extension of $\widetilde{S}[V]$. Therefore, the open intervals $\widehat{\Delta}_{k}(\theta)$ are spectral gaps of the closed symmetric operator $\widetilde{S}[V]$. Moreover, the operator $H_{\theta}[V], \theta \in[0,2 \pi)$, is a self-adjoint extension of $\widetilde{S}[V]$, too. As above we get

$$
\lambda_{k}[V](\theta) \in \widehat{\Delta}_{k}(\theta), \quad k \in \mathbb{N}, \quad \theta \in(0,2 \pi)
$$

Taking into account (4.7) we obtain $\lambda_{k}[V](\theta) \in \Delta_{k-1} \cup\left\{\lambda_{k-1}[V](0)\right\} \cup \Delta_{k}$. Hence we have either

$$
\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)=\lambda_{k-1}[V](0) \quad \text { or } \quad \lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)=\lambda_{k-2}[V](0)
$$

for $k=2,3, \ldots$. Let us assume that for some $j \geq 2$ we have

$$
\lim _{\theta \uparrow 2 \pi} \lambda_{j}[V](\theta)=\lambda_{j-1}[V](0) .
$$

In this case, we find that $\lim _{\theta \uparrow 2 \pi} \lambda_{j-1}[V](\theta)=\lambda_{j-3}[V](0)$ is impossible. Indeed, if $\theta$ is sufficiently close to $2 \pi$, then there is neighbourhood of $\lambda_{j-2}[V](0)$ which does not contain an eigenvalue of $H_{\theta}[V]$. However, this contradicts Lemma 2.1. Therefore, we obtain that $\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)=\lambda_{k-1}[V](0), k=2,3, \ldots, j-1$. Furthermore, one gets that $\lim _{\theta \uparrow 2 \pi} \lambda_{j+1}[V](\theta)=\lambda_{j-1}[V](0)$ is also impossible. In fact, for each sufficiently small neighbourhood of $\lambda_{j-1}[V](0)$ there is a sufficiently large $\theta \in(0,2 \pi)$ such that this neighbourhood contains two eigenvalues of $H_{\theta}[V]$ which contradicts again Lemma 2.1. Hence $\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)=\lambda_{k-1}[V](0), k=j+1, j+2, \ldots$. Therefore, we find $\lim _{\theta \uparrow 2 \pi} \lambda_{k}[V](\theta)=\lambda_{k-1}[V](0)$ for $k \in \mathbb{N}$. In particular, we have that the interval $\Delta_{1}$ contains only one eigenvalue of $H_{\theta}[V]$ for each $\theta \in(0,2 \pi)$. However, this is impossible, too. To show this we introduce the self-adjoint operator $h_{\theta}, \theta \in(0,2 \pi)$,

$$
\begin{aligned}
&\left(h_{\theta} g\right)(x):=-\tau \frac{d^{2}}{d x^{2}} g(x)+\|V\|_{L^{\infty}} g(x), \\
& \operatorname{dom}\left(h_{\theta}\right):=\left\{f \in \operatorname{dom}\left(h_{\theta}\right),\right. \\
&\left.\tau \in W^{2,2}(\Omega): \begin{array}{l}
\tau f^{\prime}(a)=-q_{a}(\theta) f(a) \\
\tau f^{\prime}(b)=q_{b}(\theta) f(b)
\end{array}\right\}
\end{aligned}
$$

and $\tau:=\|1 / 2 m\|_{L^{\infty}}$. Obviously, we have $H_{\theta}[V] \leq h_{\theta}, \theta \in(0,2 \pi)$, which yields $\lambda_{k}[V](\theta) \leq$ $\mu_{k}(\theta), k \in \mathbb{N}$, for $\theta \in(0,2 \pi)$, where $\left\{\mu_{k}(\theta)\right\}_{k \in \mathbb{N}}$ are the eigenvalues of $h_{\theta}$. An involved but straightforward computation shows that the first two eigenvalues $\mu_{1}(\theta)$ and $\mu_{2}(\theta)$ of $h_{\theta}$ tend to $-\infty$ as $\theta \uparrow 2 \pi$. Hence the first two eigenvalues $\lambda_{1}[V](\theta)$ and $\lambda_{2}[V](\theta)$ tend also to $-\infty$ as $\theta \uparrow 2 \pi$ which shows that for sufficiently large $\theta \in(0,2 \pi)$ one has $\lambda_{1}[V](\theta) \in \Delta_{1}$ and $\lambda_{2}[V](\theta) \in \Delta_{1}$.
Next we show that the eigenvalues of the characteristic function $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ are intrinsically connected with the eigenvalues of the family $\left\{H_{\theta}[V]\right\}_{\theta \in[0,2 \pi)}$.

Lemma 4.6 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then

$$
\mu=e^{i \theta} \in \operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right) \Longleftrightarrow \lambda \in \operatorname{spec}\left(H_{\theta}[V]\right), \quad \theta \in[0,2 \pi), \quad \lambda \in \mathbb{R} .
$$

Proof. Multiplying the relation (2.8) on the left by $T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*}$ we find

$$
T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \xi-i T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \alpha T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \xi=\mu T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \xi
$$

Setting $g:=T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \xi \in W^{1,2}(\Omega)$ we obtain

$$
g-i T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \alpha g=\mu g \quad \text { or } \quad T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \alpha g=i(\mu-1) g .
$$

Let $h \in L^{2}(\Omega)$. Then

$$
\left\langle\alpha g, T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) h\right\rangle=i(\mu-1)(g, h)
$$

where we recall that $\langle\cdot, \cdot\rangle$ denotes the scalar product of $\mathbb{C}^{2}$. Setting $f:=\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\right.$ $\lambda)^{-1} h \in \operatorname{dom}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]\right)$ we get

$$
\begin{equation*}
\langle\alpha g, \alpha f\rangle=i(\mu-1)\left(g,\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right) f\right) \tag{4.8}
\end{equation*}
$$

One has

$$
\left(g,\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right) f\right)=\int_{a}^{b} d x g(x) \overline{((l[V] f)(x)-\lambda f(x))}
$$

Since $(l[V]-\lambda) g=0$ we find

$$
\begin{aligned}
& \left(g,\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right) f\right)= \\
& \quad-g(b) \frac{1}{2 m(b)} \overline{f^{\prime}(b)}+g(a) \frac{1}{2 m(a)} \overline{f^{\prime}(a)}+\frac{1}{2 m(b)} g^{\prime}(b) \overline{f(b)}-\frac{1}{2 m(a)} g^{\prime}(a) \overline{f(a)}
\end{aligned}
$$

Since $\left.f \in \operatorname{dom}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]\right)\right)$ we get that

$$
\begin{aligned}
& \left(g,\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right) f\right)= \\
& \quad-g(b) \overline{\kappa_{b}} \overline{f(b)}-g(a) \overline{\kappa_{a}} \overline{f(a)}+\frac{1}{2 m(b)} g^{\prime}(b) \overline{f(b)}-\frac{1}{2 m(a)} g^{\prime}(a) \overline{f(a)}
\end{aligned}
$$

which yields

$$
\begin{aligned}
& \left(g,\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right) f\right)= \\
& \quad\left\{\frac{1}{2 m(b)} g^{\prime}(b)-\overline{\kappa_{b}} g(b)\right\} \overline{f(b)}+\left\{-\frac{1}{2 m(a)} g^{\prime}(a)-\overline{\kappa_{a}} g(a)\right\} \overline{f(a)}
\end{aligned}
$$

Taking into account (4.8) one gets that the element $g$ has to satisfy the boundary conditions

$$
\begin{aligned}
\alpha_{b}^{2} g(b) & =i(\mu-1)\left\{\frac{1}{2 m(b)} g^{\prime}(b)-\overline{\kappa_{b}} g(b)\right\} \\
\alpha_{a}^{2} g(a) & =i(\mu-1)\left\{-\frac{1}{2 m(a)} g^{\prime}(a)-\overline{\kappa_{a}} g(a)\right\}
\end{aligned}
$$

which implies

$$
\frac{1}{2 m(b)} g^{\prime}(b)=q_{b}(\theta) g(b), \quad \text { and } \quad \frac{1}{2 m(a)} g^{\prime}(a)=-q_{a}(\theta) g(a), \quad \theta \in(0,2 \pi)
$$

for $\mu \neq 1$. If $\mu=1$, then $g(a)=g(b)=0$. Hence, $g \in \operatorname{dom}\left(H_{D}[V]\right)$ and $\lambda \in \operatorname{spec}\left(H_{D}[V]\right)=$ $\operatorname{spec}\left(H_{0}[V]\right)$, i.e $\theta=0$.
Conversely, if $\lambda \in \operatorname{spec}\left(H_{\theta}[V]\right), \theta \in[0,2 \pi)$, then the eigenfunction $g, H_{\theta}[V] g=\lambda g$, satisfies the equation

$$
T[V]^{*}(\lambda) \alpha g=i(\mu-1) g
$$

or

$$
\left(I-i T[V]^{*}(\lambda) \alpha\right) g=\mu g .
$$

Multiplying on the left by $\alpha$ we obtain

$$
\left(I-i \alpha T[V]^{*}(\lambda)\right) \alpha g=\mu \alpha g
$$

Setting $\xi:=\alpha g$ and using (2.8) we complete the proof.

Lemma 4.7 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then we have

$$
\begin{equation*}
\left\{\lambda \in \mathbb{R}: \operatorname{det}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)=1\right\}=\bigcup_{\theta \in(0, \pi)} \operatorname{spec}\left(H_{\theta}[V]\right) \cap \operatorname{spec}\left(H_{2 \pi-\theta}[V]\right) \tag{4.9}
\end{equation*}
$$

Proof. At first we note that $\operatorname{det}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)=1$ if and only if $\mu=e^{i \theta} \in$ $\operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)$ and $\bar{\mu}=e^{i(2 \pi-\theta)} \in \operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right), \theta \in[0,2 \pi)$. It remains to show that the cases $\theta=0$ and $\theta=\pi$ are impossible: indeed, if $\theta=0$, then $\mu=1$. In this case the eigenvalue $\mu=1$ of $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ has the multiplicity two. Hence, there are two mutually orthogonal eigenvectors $\xi_{1}, \xi_{2} \in \mathbb{C}^{2}$ such that that $\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \xi_{i}=\xi_{i}$, $i=1,2$. We set

$$
g_{i}:=T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} \xi_{i} \in W^{1,2}(\Omega), \quad i=1,2 .
$$

Both functions $g_{i}$ are eigenfunctions of $H_{D}[V]$ with the eigenvalue $\lambda$. Since the spectrum of $H_{D}[V]$ is simple there are constants $C_{i} \in \mathbb{C}$ such that $C_{1} g_{1}+C_{2} g_{2}=0$. Hence

$$
T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*}\left\{C_{1} \xi_{1}+C_{2} \xi_{2}\right\}=0
$$

For each $h \in L^{2}(\Omega)$ we have

$$
\left(C_{1} \xi_{1}+C_{2} \xi_{2}, T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) h\right)=0
$$

Since $\operatorname{ran}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)=\mathbb{C}^{2}$ we find $C_{1} \xi_{1}+C_{2} \xi_{2}=0$ which is impossible. The same holds for $\theta=\pi$ which yields $\mu=-1$. By Lemma 4.6 we have $\mu=$ $e^{i \theta} \in \operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)$ if and only if $\lambda \in \operatorname{spec}\left(H_{\theta}[V]\right)$ and $\bar{\mu}=e^{i(2 \pi-\theta)} \in$ $\operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)$ if and only if $\lambda \in \operatorname{spec}\left(H_{2 \pi-\theta}[V]\right)$. Hence

$$
\mu=e^{i \theta}, \bar{\mu}=e^{i(2 \pi-\theta)} \in \operatorname{spec}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right) \Longleftrightarrow \lambda \in \operatorname{spec}\left(H_{\theta}[V]\right) \cap \operatorname{spec}\left(H_{2 \pi-\theta}[V]\right)
$$

which proves (4.9).
Let us introduce the spectral distribution function

$$
N_{D}[V](\lambda):=\operatorname{card}\left\{s<\lambda: s \in \operatorname{spec}\left(H_{D}[V]\right)\right\}, \quad \lambda \in \mathbb{R}
$$

Theorem 4.8 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then

$$
\begin{equation*}
N_{D}[V](\lambda) \leq \Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq N_{D}[V](\lambda)+1, \quad \lambda \in \mathbb{R} \tag{4.10}
\end{equation*}
$$

Proof. Let us consider the sets

$$
\Lambda_{n}:=\Delta_{n} \cap \bigcup_{\theta \in(0, \pi)} \operatorname{spec}\left(H_{\theta}[V]\right) \cap \operatorname{spec}\left(H_{2 \pi-\theta}[V]\right), \quad n \in \mathbb{N}
$$

By Lemma 4.7 one has

$$
\left\{\lambda \in \mathbb{R}: \operatorname{det}\left(\Theta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)=1\right\}=\bigcup_{n \in \mathbb{N}} \Lambda_{n}
$$

By Proposition 4.5 only the eigenvalues $\lambda_{n}[V](\theta), \lambda_{n+1}[V](\theta), \theta \in(0,2 \pi)$, belong to the interval $\Delta_{n}$, other eigenvalues cannot. Further, by Proposition 4.5 we have

$$
\lim _{\theta \downarrow 0} \lambda_{n}[V](\theta)=\lambda_{n}[V](0) \quad \text { and } \quad \lim _{\theta \downarrow 0} \lambda_{n+1}[V](2 \pi-\theta)=\lambda_{n-1}[V](0), \quad n \in \mathbb{N}
$$

Since $\lambda_{n}[V](\theta)$ is decreasing and $\lambda_{n+1}[V](2 \pi-\theta)$ is increasing in $\theta \in(0,2 \pi)$, there is at most one $\theta \in(0, \pi)$ such that $\lambda_{n+1}[V](2 \pi-\theta)=\lambda_{n}[V](\theta)$ which yields card $\left\{\Lambda_{n}\right\} \leq 1$. Moreover, we have

$$
\lambda_{n-1}[V](0)<\lambda_{n+1}[V](\theta)<\lambda_{n+1}[V](\pi), \quad \theta \in(\pi, 2 \pi),
$$

and

$$
\lambda_{n}[V](\pi)<\lambda_{n}[V](\theta)<\lambda_{n}[V](0), \quad \theta \in(0, \pi)
$$

as well as $\lambda_{n}[V](\pi)<\lambda_{n+1}[V](\pi)$. Hence there is at least one $\theta \in(0, \pi)$ such that $\lambda_{n+1}[V](2 \pi-\theta)=\lambda_{n}[V](\theta)$ which shows $\operatorname{card}\left\{\Lambda_{n}\right\} \geq 1$. Therefore $\operatorname{card}\left\{\Lambda_{n}\right\}=1$ which implies immediately (4.10).

Corollary 4.9 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then

$$
\begin{equation*}
0 \leq-\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq 2+\frac{1}{\pi} \sqrt{2\|m\|_{L^{\infty}}|\Omega|} \sqrt{\left(\lambda+\left\|V_{-}\right\|_{L^{\infty}}\right)_{+}}, \quad \lambda \in \mathbb{R} \tag{4.11}
\end{equation*}
$$

where $\left(\lambda+\left\|V_{-}\right\|_{L^{\infty}}\right)_{+}:=\frac{1}{2}\left(\lambda+\left\|V_{-}\right\|_{L^{\infty}}+\left|\lambda+\left\|V_{-}\right\|_{L^{\infty}}\right|\right) \geq 0$.

Proof. Obviously, we have

$$
-\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq 1+\Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda), \quad \lambda \in \mathbb{R}
$$

Using Theorem 4.8 we find

$$
-\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq 2+N_{D}[V](\lambda), \quad \lambda \in \mathbb{R}
$$

Further, we note that $h_{D} \leq H_{D}[V]$,

$$
\begin{aligned}
\left(h_{D} g\right)(x) & :=-\frac{1}{2\|m\|_{L^{\infty}}} \frac{d^{2}}{d x^{2}} g(x)-\left\|V_{-}\right\|_{L^{\infty}} g(x) \\
g & \in \operatorname{dom}\left(h_{D}\right):=\left\{f \in W^{2,2}(\Omega): f(a)=f(b)=0\right\}
\end{aligned}
$$

The spectral distribution function $n_{D}(\cdot)$ of $h_{D}$ can be estimated by

$$
n_{D}(\lambda) \leq \frac{1}{\pi} \sqrt{2\|m\|_{L^{\infty}}|\Omega|} \sqrt{\left(\lambda+\left\|V_{-}\right\|_{L^{\infty}}\right)_{+}}, \quad \lambda \in \mathbb{R}
$$

Since $N_{D}[V](\lambda) \leq n_{D}(\lambda), \lambda \in \mathbb{R}$, one gets (4.11).

## 5 Spectral shift and trace formula

Since $H\left[\kappa_{a}, \kappa_{b}, V\right]$ and $H_{D}[V]$ are extensions of one and the same closed symmetric operator $S[V]$ with deficiency indices $(2,2)$ the resolvent difference obeys

$$
\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1} \in \mathcal{L}_{1}(\mathfrak{H}), \quad z \in \mathbb{C}_{+}
$$

In fact, the difference is a two dimensional operator.

Theorem 5.1 If $V \in L^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then there is a real function $\xi\left[\kappa_{a}, \kappa_{b}, V\right](\cdot) \in L^{1}\left(\mathbb{R},\left(1+\lambda^{2}\right)^{-1} d \lambda\right)$ such that the trace formula

$$
\begin{equation*}
\operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)=-\int_{\mathbb{R}}(\lambda-z)^{-2} \xi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) d \lambda \tag{5.1}
\end{equation*}
$$

holds for $z \in \mathbb{C}_{+}$.
Proof. Using formulas (3.13) of [26] we find that

$$
\begin{aligned}
& -i T\left[\kappa_{a}, \kappa_{b}, V\right](i)^{*} T\left[\kappa_{a}, \kappa_{b}, V\right](i)= \\
& \quad\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}+i\right)^{-1}-\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-i\right)^{-1}+ \\
& 2 i\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}+i\right)^{-1}\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-i\right)^{-1}
\end{aligned}
$$

which shows that Condition (4.2) of Theorem 4.1 of [1] is satisfied. Since $H_{D}[V]$ is selfadjoint Condition (4.3) of [1] also holds. Applying Theorem 4.1 of [1] we complete the proof.

A real function $\xi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \in L^{1}\left(\mathbb{R},\left(1+\lambda^{2}\right) d \lambda\right)$ is called the spectral shift of the pair $\left\{H\left[\kappa_{a}, \kappa_{b}, V\right], H_{D}[V]\right\}$ if the trace formula (5.1) is satisfied
Considering the pair $\left\{K\left[\kappa_{a}, \kappa_{b}, V\right], K_{D}[V]\right\}$ one gets that

$$
\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1} \in \mathcal{L}_{1}(\mathfrak{H})
$$

for $z \in \mathbb{C} \backslash \mathbb{R}$. This follows from the fact that $K\left[\kappa_{a}, \kappa_{b}, V\right]$ and $K_{D}[V]$ are self-adjoint extensions of the same closed symmetric operator $L[V]$ which has deficiency indices $(4,4)$. Using again Theorem 4.1 of [1] we find that the pair $\left\{K\left[\kappa_{a}, \kappa_{b}, V\right], K_{D}[V]\right\}$ admits a spectral shift $\eta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot) \in L^{1}\left(\mathbb{R},\left(1+\lambda^{2}\right)^{-1} d \lambda\right)$, too. The trace formula then takes the form

$$
\operatorname{tr}\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right)=-\int_{\mathbb{R}}(\lambda-z)^{-2} \eta\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) d \lambda, \quad z \in \mathbb{C} \backslash \mathbb{R}
$$

Let us clarify the relation between $\xi\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$ and $\eta\left[\kappa_{a}, \kappa_{b}, V\right](\cdot)$.
Lemma 5.2 Assume $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$. Then

$$
\operatorname{tr}\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right)=\operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)
$$

for $z \in \mathbb{C}_{+}$. Consequently, any spectral shift $\xi\left[\kappa_{a}, \kappa_{b}, V\right](\cdot) \in L^{1}\left(\mathbb{R},\left(1+\lambda^{2}\right)^{-1} d \lambda\right)$ of the pair $\left\{H\left[\kappa_{a}, \kappa_{b}, V\right], H_{D}[V]\right\}$ is a spectral shift of the pair $\left\{K\left[\kappa_{a}, \kappa_{b}, V\right], K_{D}[V]\right\}$ and vice versa.

Proof. Using the terminology of Ch. 3 and taking into account (3.5) and (3.6) we find that

$$
\begin{align*}
& \left(\left(K_{D}[V]-z\right)^{-1} \vec{f}\right)(\mathbf{x})=  \tag{5.2}\\
& \quad i \int_{-\infty}^{x_{-}} d y e^{i\left(x_{-}-y\right) z} \vec{f}_{-}(y) \oplus\left(H_{D}[V]-z\right)^{-1} f(x) \oplus \\
& \quad i \int_{0}^{x_{+}} d y e^{i\left(x_{+}-y\right) z} \vec{f}_{+}(y)+i \int_{-\infty}^{0} d y e^{i\left(x_{+}-y\right) z} \vec{f}_{-}(y)
\end{align*}
$$

$\vec{f}=\vec{f}_{-} \oplus f \oplus \vec{f}_{+}$and $z \in \mathbb{C}_{+}$. From Theorem 4.2 of [27] one gets the representation

$$
\begin{align*}
& \left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} \vec{f}\right)(\mathbf{x})=  \tag{5.3}\\
& \quad i \int_{-\infty}^{x_{-}} d y e^{i\left(x_{-}-y\right) z} \vec{f}_{-}(y) \oplus \\
& \quad\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} f(x)+i T_{*}\left[\kappa_{a}, \kappa_{b}, V\right](\bar{z})^{*} \int_{-\infty}^{0} d y e^{-i y z} \vec{f}_{-}(y) \oplus \\
& \quad i \int_{0}^{x_{+}} d y e^{i\left(x_{+}-y\right) z} \vec{f}_{+}(y)+i e^{i z x_{+}} T\left[\kappa_{a}, \kappa_{b}, V\right](z) f+ \\
& \quad i \Theta\left[\kappa_{a}, \kappa_{b}, V\right](\bar{z})^{*} \int_{-\infty}^{0} d y e^{i\left(x_{+}-y\right) z} \vec{f}_{-}(y),
\end{align*}
$$

$\vec{f}=\vec{f}_{-} \oplus f \oplus \vec{f}_{+}$and $z \in \mathbb{C}_{+}$. Denoting by $P_{ \pm}$the orthogonal projections form $\mathfrak{K}$ onto the subspaces $L^{2}\left(\mathbb{R}_{ \pm}, \mathbb{C}^{2}\right)$ one easily obtains from (5.2) and (5.3) that

$$
\begin{equation*}
P_{ \pm}\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right) P_{ \pm}=0 \tag{5.4}
\end{equation*}
$$

for $z \in \mathbb{C}_{+}$. Using the representation

$$
\begin{aligned}
& \operatorname{tr}\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right)= \\
& \quad \operatorname{tr}\left(P_{-}\left\{\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right\} P_{-}\right)+ \\
& \quad \operatorname{tr}\left(P_{\mathfrak{H}}^{\mathfrak{K}}\left\{\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right\} P_{\mathfrak{F}}^{\mathfrak{K}}\right)+ \\
& \quad \\
& \quad \operatorname{tr}\left(P_{+}\left\{\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right\} P_{+}\right)
\end{aligned}
$$

and taking into account (5.4) we get

$$
\begin{aligned}
& \operatorname{tr}\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right)= \\
& \quad \operatorname{tr}\left(P_{\mathfrak{H}}^{\mathfrak{K}}\left\{\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(K_{D}[V]-z\right)^{-1}\right\} P_{\mathfrak{H}}^{\mathfrak{K}}\right)
\end{aligned}
$$

for $z \in \mathbb{C}_{+}$. Using that $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is a self-adjoint dilation of the maximal dissipative operator $H\left[\kappa_{a}, \kappa_{b}, V\right]$ we have thus proved (5.2). The second assertion follows directly from the first.

Lemma 5.3 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then

$$
\begin{equation*}
\frac{d}{d \lambda}\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) P_{\mathfrak{j}}^{\mathfrak{K}} \vec{f}, P_{\mathfrak{h}}^{\mathfrak{\beta}} \vec{g}\right)_{\mathfrak{\kappa}}=\frac{1}{2 \pi}\left\langle T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) f, T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) g\right\rangle_{\mathbb{C}^{2}} \tag{5.5}
\end{equation*}
$$

for a.e. $\lambda \in \mathbb{R}$ and $\vec{f}, \vec{g} \in \mathfrak{K}$ where $E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\cdot)$ denotes the spectral measure of the self-adjoint dilation $K\left[\kappa_{a}, \kappa_{b}, V\right]$.

Proof. We note that

$$
\begin{aligned}
& \frac{d}{d \lambda}\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) P_{\mathfrak{j}}^{\mathfrak{K}} \vec{f}, P_{\mathfrak{j}}^{\mathfrak{K}} \vec{g}\right)_{\mathfrak{K}}= \\
& \quad \frac{1}{2 \pi i} \lim _{\epsilon \downarrow 0}\left\{\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda-i \epsilon\right)^{-1}\right) P_{\mathfrak{F}}^{\mathfrak{K}} \vec{f}, P_{\mathfrak{F}}^{\mathfrak{K}} \vec{g}\right)_{\mathfrak{K}}- \\
& \left.\left.\quad\left(\left(K\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda+i \epsilon\right)^{-1}\right) P_{\mathfrak{5}}^{\mathfrak{K}} \vec{f}, P_{\mathfrak{5}}^{\mathfrak{K}} \vec{g}\right)_{\mathfrak{K}}\right\}
\end{aligned}
$$

for a.e. $\lambda \in \mathbb{R}$. Since $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is a dilation of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ we find

$$
\begin{aligned}
& \frac{d}{d \lambda}\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) P_{\mathfrak{H}}^{\mathfrak{H}} \vec{f}, P_{\mathfrak{H}}^{\mathfrak{K}} \vec{g}\right)_{\mathfrak{K}}= \\
& \left.\left.\quad \frac{1}{2 \pi i} \lim _{\epsilon \downarrow 0}\left\{\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda-i \epsilon\right)^{-1}\right) f, g\right)_{\mathfrak{H}}-\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}-\lambda+i \epsilon\right)^{-1}\right) f, g\right)_{\mathfrak{H}}\right\}
\end{aligned}
$$

which yields

$$
\begin{align*}
& \frac{d}{d \lambda}\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) P_{\mathfrak{H}}^{\mathfrak{K}} \vec{f}, P_{\mathfrak{H}}^{\mathfrak{F}} \vec{g}\right)_{\mathfrak{K}}=  \tag{5.6}\\
& \left.\left.\quad \frac{1}{2 \pi i}\left\{\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-\lambda\right)^{-1}\right) f, g\right)_{\mathfrak{H}}-\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]^{*}-\lambda\right)^{-1}\right) f, g\right)_{\mathfrak{H}}\right\}
\end{align*}
$$

where we have used that the spectrum of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ is non-real. Finally, Lemma 3.1 of [26] states the coincidence of the right hand sides of (5.6) and (5.5), what completes the proof.

Theorem 5.4 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}_{+}$, then

$$
\begin{equation*}
\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda):=\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)+N_{D}[V](\lambda), \quad \lambda \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

defines a spectral shift of the pair $\left\{H\left[\kappa_{a}, \kappa_{b}, V\right], H_{D}[V]\right\}$ and, hence, of the pair $\left\{K\left[\kappa_{a}, \kappa_{b}, V\right], K_{D}[V]\right\}$.

Proof. Using that $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is a dilation of $H\left[\kappa_{a}, \kappa_{b}, V\right]$ we get

$$
\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} f, f\right)=\int_{\mathbb{R}}(\lambda-z)^{-1} d\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) f, f\right)
$$

$f \in \mathfrak{H}$, for $z \in \mathbb{C}_{+}$. Since $K\left[\kappa_{a}, \kappa_{b}, V\right]$ is absolutely continuous we obtain

$$
\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} f, f\right)=\int_{\mathbb{R}}(\lambda-z)^{-1} \frac{d}{d \lambda}\left(E_{K\left[\kappa_{a}, \kappa_{b}, V\right]}(\lambda) f, f\right) d \lambda
$$

$f \in \mathfrak{H}$, for $z \in \mathbb{C}_{+}$. Using Lemma 5.3 we find

$$
\begin{equation*}
\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1} f, f\right)=\frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) f, T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) f\right) d \lambda \tag{5.8}
\end{equation*}
$$

$f \in \mathfrak{H}$, for $z \in \mathbb{C}_{+}$. Further, we have

$$
\begin{equation*}
\left(\left(H_{D}[V]-z\right)^{-1} f, f\right)=\int_{\mathbb{R}}(\lambda-z)^{-1} d\left(E_{H_{D}[V]}(\lambda) f, f\right) \tag{5.9}
\end{equation*}
$$

$f \in \mathfrak{H}$, for $z \in \mathbb{C}_{+}$. We note that

$$
\begin{align*}
& \operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)=  \tag{5.10}\\
& \quad \sum_{n \in \mathbb{N}}\left(\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right) f_{n}, f_{n}\right)
\end{align*}
$$

where $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis of $\mathfrak{H}$. Inserting (5.8) and (5.9) into (5.10) we get

$$
\begin{aligned}
& \operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)= \\
& \quad \sum_{n \in \mathbb{N}}\left\{\frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) f_{n}, T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) f_{n}\right) d \lambda-\right. \\
& \left.\quad \int_{\mathbb{R}}(\lambda-z)^{-1} d\left(E_{H_{D}[V]}(\lambda) f_{n}, f_{n}\right)\right\}
\end{aligned}
$$

which leads to the relation

$$
\begin{aligned}
& \operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)= \\
& \quad \frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1} \operatorname{tr}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right) d \lambda- \\
& \quad \int_{\mathbb{R}}(\lambda-z)^{-1} d \operatorname{tr}\left(E_{H_{D}[V]}(\lambda)\right) .
\end{aligned}
$$

Since

$$
N_{D}[V](\lambda)=\operatorname{tr}\left(E_{H_{D}[V]}(\lambda)\right), \quad \lambda \in \mathbb{R}
$$

one has

$$
\int_{\mathbb{R}}(\lambda-z)^{-1} d \operatorname{tr}\left(E_{H_{D}[V]}(\lambda)\right)=\int_{\mathbb{R}}(\lambda-z)^{-1} d N_{D}[V](\lambda)
$$

Integrating by parts and using that $N_{D}(\lambda)$ behaves like the square root of $\lambda$ at $+\infty$ we get

$$
\int_{\mathbb{R}}(\lambda-z)^{-1} d \operatorname{tr}\left(E_{H_{D}[V]}(\lambda)\right)=\int_{\mathbb{R}}(\lambda-z)^{-2} N_{D}[V](\lambda) d \lambda
$$

Similarly, by Lemma 4.1 we get

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1} \operatorname{tr}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right) d \lambda= \\
& \quad \frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1} \operatorname{tr}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*}\right) d \lambda= \\
& \quad-\int_{\mathbb{R}}(\lambda-z)^{-1} \omega^{\prime}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) d \lambda
\end{aligned}
$$

Again, integrating by parts and taking into account Theorem 4.8 we obtain

$$
\frac{1}{2 \pi} \int_{\mathbb{R}}(\lambda-z)^{-1} \operatorname{tr}\left(T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)^{*} T\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right) d \lambda=-\int_{\mathbb{R}}(\lambda-z)^{-2} \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) d \lambda
$$

Summing up we find

$$
\begin{aligned}
& \operatorname{tr}\left(\left(H\left[\kappa_{a}, \kappa_{b}, V\right]-z\right)^{-1}-\left(H_{D}[V]-z\right)^{-1}\right)= \\
& \quad-\int_{\mathbb{R}}(\lambda-z)^{-2}\left\{\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)+N_{D}[V](\lambda)\right\} d \lambda
\end{aligned}
$$

for $z \in \mathbb{C}_{+}$which proves (5.7).

Corollary 5.5 If $V \in L_{\mathbb{R}}^{\infty}(\Omega)$ and $\kappa_{a}, \kappa_{b} \in \mathbb{C}$, then the spectral shift $\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ of the pair $\left\{H\left[\kappa_{a}, \kappa_{b}, V\right], H_{D}[V]\right\}$ obeys

$$
\begin{equation*}
\lim _{\lambda \rightarrow-\infty} \xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)=0 \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
-2 \leq \xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq 0, \quad \lambda \in \mathbb{R} \tag{5.12}
\end{equation*}
$$

Proof. The relation (5.11) follows from (4.2). To verify (5.12) we note that by definition one has

$$
\Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq-\omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq \Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)+1, \quad \lambda \in \mathbb{R}
$$

Taking into account Theorem 5.4 we find

$$
\Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)-N_{D}[V](\lambda) \leq-\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq \Phi\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)+1-N_{D}[V](\lambda), \quad \lambda \in \mathbb{R}
$$

Finally, using Theorem 4.8 we have

$$
0 \leq-\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq 2, \quad \lambda \in \mathbb{R}
$$

which yields (5.12).

Remark 5.6 We note that a weaker version of Corollary 5.5 can be obtained using abstract results on the spectral shift. Indeed, let us introduce the Cayley transforms

$$
U:=\left(i-K\left[\kappa_{a}, \kappa_{b}, V\right]\right)\left(i+K\left[\kappa_{a}, \kappa_{b}, V\right]\right)^{-1}
$$

and

$$
U_{D}:=\left(i-K_{D}\left[\kappa_{a}, \kappa_{b}, V\right]\right)\left(i+K_{D}\left[\kappa_{a}, \kappa_{b}, V\right]\right)^{-1}
$$

where $K\left[\kappa_{a}, \kappa_{b}, V\right]$ and $K_{D}\left[\kappa_{a}, \kappa_{b}, V\right]$ are given by (3.2)-(3.3) and (3.4). We note that $U-U_{D}$ is a four dimensional operator. This follows from the fact $K\left[\kappa_{a}, \kappa_{b}, V\right]$ and $K_{D}[V]$ are self-adjoint extension of the symmetric operator $L[V]$ which has deficiency indices $(4,4)$. Since $\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)$ obeys the trace formula (5.1) one gets by a straightforward computation that

$$
\eta_{0}(t):=\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\tan (t / 2)), \quad t=(-\pi, \pi)
$$

obeys the trace formula

$$
\operatorname{tr}\left((U-\zeta)^{-1}-\left(U_{D}-\zeta\right)^{-1}\right)=-i \int_{-\pi}^{\pi} \frac{\eta_{0}(t)}{\left(e^{i t}-\zeta\right)^{2}} e^{i t} d t, \quad|\zeta| \neq 1
$$

for the pair $\left\{U, U_{D}\right\}$. The function $\eta_{0}(\cdot)$ is called a spectral shift of the pair $\left\{U, U_{D}\right\}$. Any function $\eta(t):=\eta_{0}(t)+c, t \in(-\pi, \pi], c \in \mathbb{R}$, is, of course, a spectral shift of the pair $\left\{U, U_{D}\right\}$, too. Conversely, any spectral shift of the pair $\left\{U, U_{D}\right\}$ differs from $\eta_{0}(\cdot)$ by a real constant. Among all spectral shifts there is a special normalized one $\eta_{n}(\cdot)$ obeying

$$
i \int_{-\pi}^{\pi} \eta_{n}(t) d t=\operatorname{tr}\left(\ln _{0}\left(U_{D}^{-1} U\right)\right)
$$

where $\ln _{0}(\cdot)$ is a suitably chosen branch of $\ln (\cdot)$, see [31, 42]. Notice that there is a real constant $c_{n}$ such that

$$
\eta_{n}(t)=\eta_{0}(t)+c_{n}, \quad t \in(-\pi, \pi] .
$$

Since $U-U_{D}$ is a four-dimensional operator one gets from [31] that $\left|\eta_{n}(t)\right| \leq 4, t \in(-\pi, \pi]$. By $\lim _{t \rightarrow-\pi} \eta_{0}(t)=0$ we obtain that $\left|c_{n}\right| \leq 4$. Hence, we find $\left|\eta_{0}(t)\right| \leq 8, t \in(-\pi, \pi]$, which yields

$$
\begin{equation*}
\left|\xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right| \leq 8, \quad \lambda \in \mathbb{R} \tag{5.13}
\end{equation*}
$$

We note that (5.13) is weaker than (5.12), however, the proof relies only on abstract results on the spectral shift.

Remark 5.7 The result (5.13) immediately implies that

$$
N_{D}[V](\lambda)-8 \leq \omega\left[\kappa_{a}, \kappa_{b}, V\right](\lambda) \leq N_{D}[V](\lambda)+8, \quad \lambda \in \mathbb{R}
$$

Remark 5.8 From (4.1) and (5.7) we get

$$
\begin{equation*}
\operatorname{det}\left(S_{L P}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)\right)=e^{-2 \pi i \xi_{0}\left[\kappa_{a}, \kappa_{b}, V\right](\lambda)} \tag{5.14}
\end{equation*}
$$

for a.e. $\lambda \in \mathbb{R}$. However, formula (5.14) is the well-known Birman-Krein formula for the pair $\left\{K\left[\kappa_{a}, \kappa_{b}, V\right], K_{D}[V]\right\}$ which relates the spectral shift to the scattering matrix, cf. [17, 42].
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