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Abstract

In this note we prove that the Schur complement of a nonnegative idempo-
tent matrix, i.e. a nonnegative projector, is again a nonnegative idempotent
matrix for certain generalized inverses.
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1 Introduction

Our study was motivated by the analysis of positive differential-algebraic equations
(DAEs) or descriptor systems such as

Eẋ = Ax + Bu, x(t0) = x0,

y = Cx;

or as a discrete time system

Exk+1 = Axk + Buk, x0 given,

yk = Cxk;

where E, A are real n × n matrices and B ∈ Rn×m. In the continuous-time case,
the state x, input u and output y are real-valued vector functions. In the discrete-
time case x, u and y are real-valued vector sequences. Positive systems are systems
whose state and output variables take only nonnegative values at all times t for
nonnegative input and nonnegative initial state, [3], [5], [7]. In the descriptor case,
the choice of the right projector onto the deflating subspace that corresponds to the
finite eigenvalues of the matrix pair (E, A) is crucial for the analysis [8]. It turned
out that nonnegative projectors play an important role in the context of positive
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systems [12]. Note that in the linear algebra literature, projectors are also referred to
as idempotent matrices. Finally, Schur complements constitute a fundamental tool
in applications [14], in particular such as algebraic multigrid methods [13] or model
reduction [6]. However, one has to ensure that properties such as nonnegativity are
preserved.

Let 〈n〉 := {1, . . . , n} and assume that α ⊂ 〈n〉, αc := 〈n〉\α, β ⊂ 〈n〉 be three
nonempty sets. For A ∈ Rn×n denote by A[α, β] the submatrix of A composed of
the rows an columns indexed by the set α and β respectively. Assume that A[α, α]
is invertible. Then the α Schur complement of A is given by

A(α) := A[αc, αc] − A[αc, α]A[α, α]−1A[α, αc]. (1)

If A[α, α] is not invertible we define

Aginv(α) := A[αc, αc] − A[αc, α]A[α, α]ginvA[α, αc], (2)

for some semi inverse A[α, α]ginv [1]. The α Moore-Penrose Schur complement of A

is defined as
A†(α) := A[αc, αc] − A[αc, α]A[α, α]†A[α, αc],

where A[α, α]† is a Moore-Penrose inverse, [2], [9], [10]. Assume that A is a nonneg-
ative projector. We show here that we can always define a semi inverse A[α, α]ginv

such that Aginv(α) is a nonnegative projector. If A[α, α] does not have zeros on its
main diagonal then A[α, α]ginv = A[α, α]†. In the case that A[α, α] has a zero on
its main diagonal, A†(α) may fail to be nonnegative and therefore a suitable semi
inverse has to be defined in a different way.

We now briefly survey the contents of the paper. In Section 2 we review some
well-known facts about nonnegative matrices and nonnegative projectors. In Sec-
tion 3 we first prove that if A[α, α] does not have a zero on its man diagonal, then
the Schur complement of a nonnegative projector constructed via the Moore-Penrose
inverse is again a nonnegative projector. Then we give an example which shows that
the above result is false in general if A[α, α] has a zero on its main diagonal. Finally,
we show that if A is a nonnegative projector then Aginv(α) is always a nonnegative
projector for a suitably defined semi inverse.

2 Preliminaries

2.1 Nonnegative Matrices

Let R+ = [0,∞). For x ∈ Rn
+ denote by x > 0 a vector whose all coordinates

are positive. Let A ∈ Rn×n
+ . Denote by ρ(A) the spectral radius of A. Denote by

Πn ⊂ Rn×n
+ the set of permutation matrices of order n.

Assume that ρ(A) > 0. Then there exists a permutation matrix Q ∈ Πn ⊂
{0, 1}n×n such that B = QAQT is in Frobenius normal upper triangular form [4],

B =











B11 B12 . . . B1k

0 B22 . . . B2k

...
...

...
...

0 0 . . . Bkk











, Bij ∈ Rmi×mj

+ , i, j = 1, . . . , k, (3)

where ρ(B11) ≥ . . . ≥ ρ(Bkk). We assume the following.
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1. If ρ(Bkk) > 0 then B11, . . . , Bkk are irreducible.

2. If ρ(Bkk) = 0, then ρ(B(k−1)(k−1)) > 0 and B11, . . . , B(k−1)(k−1) are irreducible.

In what follows it will be convenient to adopt the following notation. Let α =
{α1, . . . , αl}, β = {β1, . . . , βm} ⊆ 〈n〉 be two nonempty sets. We do not assume that
the sequences α1, . . . , αl and β1, . . . , βm are arranged in decreasing order and define
A[α, β] := [aαiβj

]l,mi,j=1 ∈ Rl×m. So if α = {α1, . . . , αn} = 〈n〉 then A[α, α] = QAQT

for some Q ∈ Πn.
Recall a special case of Rothblum’s theorem [11].

Theorem 2.1 Let B ∈ Rn×n
+ , ρ(B) > 0 be in the Frobenius normal form (3) satis-

fying the conditions 1-2. Assume that ρ(B11) = . . . = ρ(Bll) > ρ(B(l+1)(l+1)), where
1 ≤ l ≤ k and we define ρ(B(k+1)(k+1)) = 0. Then ρ(B) is geometrically simple
eigenvalue, i.e. B has l linearly independent eigenvectors corresponding to ρ(A), if
and only if Bij = 0 for 1 ≤ i < j ≤ l.

2.2 Nonnegative Projectors

A matrix P ∈ Rn×n is called projector if P 2 = P . Note that in the linear algebra
literature, a matrix that is a projector is called idempotent.

Theorem 2.2 Let B ∈ Rn×n
+ , ρ(B) > 0 be a projector in the Frobenius normal

form (3) satisfying the conditions 1-2. Then, for the block structure in (3), we have

(i) Bii = uiv
T
i , 0 < ui, vi ∈ Rmi

+ , vT
i ui = 1, i = 1, . . . , l,

(ii) Bij = 0, 1 ≤ i < j ≤ l,
(4)

and for the index l one of the following conditions holds:

1. l = k.

2. l = k−1. Then, Bkk = 0mk×mk
and Bik = uiw

T
i , wi ∈ Rmk

+ for i = 1, . . . , k−1.

Proof. We consider the two cases in the Frobenius normal upper triangular
form (3).
1. Suppose that ρ(Bii) > 0 for i = 1, . . . , k. For a projector, this is equivalent to
ρ(Bii) = 1 for i = 1, . . . , k. Furthermore, each Bii is irreducible, which implies that
each Bii has exactly one eigenvalue equal to 1 and all other eigenvalues are zero.
Moreover, since any idempotent matrix is diagonable we deduce that rankBii = 1.
Hence, Bii = uiv

T
i ∈ Rmi×mi

+ . Since Bii is irreducible we can assume that ui, vi > 0.
As ρ(Bii) = 1 we deduce vT

i ui = trace(Bii) = rank(Bii) = 1. By Theorem 2.1, we
obtain condition (ii) of (4).
2. Assume now that ρ(Bkk) = 0. Since B2

kk = Bkk we deduce that Bkk = 0.
By the proof of case 1 of the Frobenius normal upper triangular form, we obtain
condition (4) for l = k − 1. Furthermore, the equality B = B2 implies that Bik =
BiiBik for i < k. So Bik = uiw

T
i , where wi = BT

ikvi ∈ Rmk
+ .
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3 Schur complements of nonnegative idempotents

Recall that for A ∈ Rn×n a matrix Aginv ∈ Rn×n is called a semi inverse [1] if

AAginvA = A, AginvAAginv = Aginv. (5)

Denote by A† the Moore-Penrose inverse of A that is uniquely defined by the
following properties, see e.g. [2]:

AA†A = A

A†AA† = A†

(A†A)T = A†A

(AA†)T = AA†

(6)

The following lemma is well known, see e.g. [2].

Lemma 3.1 Let A = xyT , 0 6= x, y ∈ Rn. Then any Aginv = zwT , z, w ∈ Rn such
that (yT z)(wT x) = 1. In particular A† = 1

(xT x)(yT y)
yxT .

3.1 Nonnegativity of Moore-Penrose inverse Schur complement

We first prove a special case in Theorem 3.2, where we assume that A[α, α] does
not have zero diagonal entries. We show that in this case the Schur complement
constructed via the Moore-Penrose inverse is again a nonnegative projector. Note
that this includes the case when A[α, α] is invertible. However, this result is false
for the general case of the Moore-Penrose Schur complement. A counterexample is
given in the next Section 3.2, in Example 3.9. .

Theorem 3.2 Let A ∈ Rn×n
+ , A 6= 0 be idempotent. Then for any nonempty α $

〈n〉, such that A[α, α] does not have zero diagonal elements, A†(α) is a nonnegative
idempotent matrix.

Proof. It is enough to prove the theorem for the corresponding matrix B that
is in the Frobenius normal upper triangular form given by Theorem 2.2. Assume
that α is chosen. Without loss of generality we can assume that Bkk = 0 and Bii =
B[βi, βi], i = 1, . . . , k, where β1, . . . , βk is a disjoint partition of 〈n〉. Furthermore,
there are three following possibilities :

(i) βi ⊂ αc for i = k and i = 1, . . . , q < k − 1, where q ≥ 0, i.e. if q ≥ 1 and i ≤ q

then the whole nonzero block Bii is chosen for B[αc, αc];

(ii) αi := βi ∩ α 6= ∅ and αc
i := βi ∩ αc 6= ∅ for i = q + 1 . . . , q + p ≤ k − 1, where

p ≥ 0, i.e. if p ≥ 1 and q < i ≤ q + p then the block Bii is split between α and
αc;

(iii) βi ⊂ α for i = q + p + 1, . . . , q + p + l = k − 1, where l ≥ 0, i.e. if l ≥ 1 and
q + p < i ≤ q + p + l then the whole block Bii is chosen for B[α, α];

Note that βk ⊂ αc since we require that B[α, α] does not have zero diagonal
entries. For the blocks in (ii) define ai = ui[α

c
i ], bi = vi[α

c
i ], i.e. the parts of the
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positive vectors ui, vi that correspond to the row indices in αc
i and xi = ui[αi], yi =

vi[αi], i.e. the remaining parts of the vectors ui, vi, respectively. View

αc = (∪q
i=1βi) ∪ (∪q+p

j=q+1α
c
j) ∪ βk, α = (∪q+p

j=q+1αj) ∪ (∪k−1
i=p+q+1βi).

For the block matrix

C =

[

B[αc, αc] B[αc, α]

B[α, αc] B[α, α]

]

, C = QBQT for corresponding Q ∈ Πn, (7)

by using Theorem 2.2 we obtain the following picture
2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

u1vT
1

. . .

uqvT
q

0

u1wT
1

.

..
uqwT

q

0 0

0

a1bT
1

. . .

apbT
p

a1wT
q+1

...
apwT

q+p

a1yT
1

. . .

apyT
p

0

0 0 0 0 0

0

x1bT
1

. . .

xpbT
p

x1wT
q+1

..

.
xpwT

q+p

x1yT
1

. . .

xpyT
p

0

0 0

uq+p+1wT
q+p+1

..

.
uq+p+lw

T
q+p+l

0

uq+p+1vT
q+p+1

. . .

uq+p+lv
T
q+p+l

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7
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.

It is easy to see that the l blocks of category (iii) will be zeroed out in B[α, α]† by the
zero blocks in B[αc, α] and B[α, αc]. Hence, without loss of generality, we assume
that l = 0. Furthermore, the q irreducible blocks in category (i) remain unchanged
in B†(α), also due to the corresponding zero blocks in B[α, αc] and B[αc, α]. Hence,
we can also assume q = 0. Thus α = (∪p

i=1αi) ∪ βk, where αi $ βi is a nonempty
set for i = 1, . . . , p. Then, the matrix B[α, α] has block diagonal form

diag(B[α1, α1], . . . , B[αp, αp]),

where B[αi, αi] = xiy
T
i . By Lemma 3.1, we have

B[α, α]† = diag

(

y1x
T
1

(xT
1 x1)(yT

1 y1)
, . . . ,

ypx
T
p

(xT
p xp)(yT

p yp)

)

.

Hence B[αc, α]B[α, α]† is in generalized block diagonal form as B[αc, α]:

B[αc, α]B[α, α]† =

[

diag
(

a1xT
1

xT
1

x1
, . . . ,

apxT
p

xT
p xp

)

0

]

. (8)

Thus, we have

B[αc, α]B[α, α]†B[α, αc] =











a1b
T
1

. . .

apb
T
p

a1w
T
1

...
apw

T
p

0 0











,

and therefore B†(α) = 0.
The proof of Theorem 3.2 yields the following corollaries.

5



Corollary 3.3 Let the assumptions of Theorem 3.2 hold. Assume the conditions (i-
iii) in the proof of Theorem 3.2. Then A†(α) is a nonnegative idempotent matrix
which has eigenvalue 1 of multiplicity q.

Corollary 3.4 Let A ∈ Rn×n
+ , A 6= 0 be idempotent. If α $ 〈n〉 is chosen such that

A[α, α] is an invertible matrix, then A[α, α] is diagonal.

Proof. Note that the number l in the proof of Theorem 3.2 must be zero or
the corresponding blocks Bii must be positive 1 × 1 matrices. Furthermore, for the
split blocks, we must also have that xiy

T
i ∈ R1×1 since xiy

T
i is of rank 1. Therefore,

A[α, α] is diagonal.

Corollary 3.5 Let A ∈ Rn×n
+ , A 6= 0 be idempotent. If α $ 〈n〉 is chosen such that

A[α, α] is a regular matrix, then the standard Schur complement (1) is nonnegative.

Corollary 3.6 Let A ∈ Rn×n
+ , A 6= 0 be idempotent. Choose α $ 〈n〉, such that

A[α, α] does not have zero diagonal elements. Then, Ã†(α) defined by

Ã†(α) := A[αc, αc] + A[αc, α](I − A[α, α])†A[α, αc] (9)

is a nonnegative idempotent matrix.

Proof. It is enough to prove the corollary for the corresponding matrix B that
is in the Frobenius normal upper triangular form given by Theorem 2.2. Using the
same argument as in the proof of Theorem 3.2, without loss of generality we can
assume that l = q = 0. We have that B[α, α] ≥ 0 with ρ(B[α, α]) < 1, since we have
split positive irreducible blocks with spectral radius 1. Therefore, (I −B[α, α]) is a
regular M -matrix and (I − B[α, α])† = (I − B[α, α])−1 ≥ 0. By using this and the
projector properties of B, we obtain

B̃†(α)B̃†(α) =B[αc, αc]B[αc, αc] + B[αc, α](I − B[α, α])†B[α, αc]B[αc, αc]

+ B[αc, αc]B[αc, α](I − B[α, α])†B[α, αc]

+ B[αc, α](I − B[α, α])†B[α, αc]B[αc, α](I − B[α, α])†B[α, αc] =

=B[αc, αc]B[αc, αc] + B[αc, α](I − B[α, α])†B[α, αc]B[αc, αc]

+ B[αc, α](I − B[α, α])(I − B[α, α])†B[α, αc]

+ B[αc, α](I − B[α, α])†(I − B[α, α])B[α, α](I − B[α, α])†B[α, αc] =

=B[αc, αc]B[αc, αc] + B[αc, α](I − B[α, α])†B[α, αc]B[αc, αc]

+ B[αc, α]B[α, αc] + B[αc, α](I − B[α, α])†B[α, α]B[α, αc] =

=B[αc, αc] + B[αc, α](I − B[α, α])†B[α, αc] = B̃†(α).

Hence B̃†(α) is idempotent. Furthermore, since (I − B[α, α]) is an M -matrix, we
also conclude that B̃†(α) ≥ 0.

3.2 An example

In this subsection we assume that A[α, α] has a zero on its main diagonal. We give
an example where A†(α) may fail to be nonnegative. To this end, we first start with
the following known result.
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Lemma 3.7 Let A ∈ Rn×n be a singular matrix of the following form

A =

[

A11 A12

0(n−p)×p 0(n−p)×(n−p)

]

, A11 ∈ Rp×p, A12 ∈ Rp×(n−p), for some 1 ≤ p < n.

Then (A†)T has the same block form as A.

Proof. Let r = rankA. So r ≤ p. Then the reduced singular value decomposition
of A is of the form UrΣrV

T
r , where Ur, Vr ∈ Rn×r, UT

r Ur = VrV
T
r = Ir and Σr is a

diagonal matrix, whose diagonal entries are the positive singular values of A.

Clearly, AAT =

[

A11A
T
11 + A12A

T
12 0
0 0

]

. Hence all eigenvectors of AA∗, cor-

responding to positive eigenvalues are of the form (xT , 0T )T , x ∈ Rp. Thus UT
r =

[UT
r1 0r×(n−p)] where Ur1 ∈ Rp×r. Recall that A† = VrΣ

−1
r UT

r . The above form of
Ur establishes the lemma.

Lemma 3.8 Let B satisfy condition 2 of Theorem 2.2. Denote D := B† and assume
that D = [Dij]

k
i,j=1 has the same block partition as B. Then

1. Dii = 1
(uT

i
ui)(vT

i
vi+wT

i
wi)

viu
T
i for i = 1, . . . , k − 1.

2. Dki = 1
(uT

i ui)(vT
i vi+wT

i wi)
wiu

T
i for i = 1, . . . , k − 1.

3. All other Dij are zero matrices.

Proof. Use the proof of the previous lemma to find the positive singular values
and the corresponding left singular vectors xi, i = 1, . . . , k − 1 of B. Note that
rankB = k−1. Then the right singular vectors of B are 1

σi(B)B
T xi for i = 1, . . . , k−

1. Now use the formula B† = Vk−1Σ
−1
k−1U

T
k−1 to deduce the lemma.

Example 3.9 Consider a nonnegative projector in block form as in (7)

C =













u1v
T
1 0 u1s

T
1 u1t

T
1 0

0 a2b
T
2 a2s

T
2 a1t

T
2 a2y

T
2

0 0 0 0 0

0 0 0 0 0
0 x2b

T
2 x2s

T
2 x1t

T
2 x2y

T
2













,

where the vectors wi in (7) are partitioned as wi =
[

si ti
]T

, i = 1, 2. By Lemma 3.8,
we have that

B[α, α]† =





0
t2xT

2

(xT
2

x2)(tT
2

t2+yT
2

y2)

0
y2xT

2

(xT
2

x2)(tT
2

t2+yT
2

y2)



 ,

and

B[αc, α]B[α, α]†B[α, αc] =







0
tT
1

t2u1bT
2

tT
2

t2+yT
2

y2

tT
1

t2u1sT
2

tT
2

t2+yT
2

y2

0 a2b
T
2 a2s

T
2

0 0 0






.

Hence B†(α)12 ≤ 0 and the Moore-Penrose inverse Schur complement is not non-
negative if tT1 t2 > 0.
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3.3 Nonnegativity of semi inverse Schur complement

In this section we extend the results of Section 3.1 to special semi inverse Schur
complements without any assumption on the diagonal of A[α, α]. We show that if
A[α, α] has a zero on its main diagonal, then we can always define a semi inverse
for A[α, α] that is not the Moore-Penrose inverse such that the corresponding Schur
complement is nonnegative. If A[α, α] does not have a zero on the diagonal, then
we simply define the semi inverse to be the Moore-Penrose inverse. Theorem 3.11
states the general result.

We start with the following simple observation.

Proposition 3.10 Let the assumptions of Lemma 3.7 hold. Suppose that

A11(A11)
†A12 = A12.

Then Aginv =

[

(A11)
† 0p×(n−p)

0(n−p)×p 0(n−p)×(n−p)

]

is a semi inverse of A. In particular any

principle submatrix of a projector B, satisfying condition 2 of Theorem 2.2, with at
least one zero diagonal element has a semi inverse of this form.

Proof. The proposition follows by checking the conditions in (5).
Note that condition A11(A11)

†A12 = A12 holds in general for projectors A of the
form as in Lemma 3.8.

The following Theorem states the most general result of this paper.

Theorem 3.11 Let A ∈ Rn×n
+ with A2 = A. Assume that α $ 〈n〉 is nonempty.

Then, there exists a semi inverse Aginv[α, α] of A[α, α] such that Aginv(α) as defined
in (2) is a nonnegative projector. The rank of Aginv(α) is equal to the multiplicity
of the eigenvalue 1 in A[αc, αc]. In particular, if 1 is not an eigenvalue of A[αc, αc]
then Aginv(α) = 0.

Proof. In view of Theorem 3.2 it is enough to consider the following case. A is
in the Frobenius normal upper triangular form given by Theorem 2.2. Furthermore
Bkk = 0 and Bii = B[βi, βi], i = 1, . . . , k, where β1, . . . , βk is a disjoint partition of
〈n〉 satisfying the three following possibilities:

(i) βi ⊂ αc for i = 1, . . . , q ≤ k − 1 where q ≥ 0, i.e. if q ≥ 1 and i ≤ q then the
whole nonzero block Bii is chosen for B[α, α];

(ii) βi ∩ α 6= ∅ and βi ∩ αc 6= ∅ for i = q + 1 . . . , q + p ≤ k − 1, where p ≥ 0, i.e. if
p ≥ 1 and q < i ≤ q + p then the block Bii is split between α and αc;

(iii) βi ⊂ α for i = q + p + 1, . . . , q + p + l = k − 1, where l ≥ 0, i.e. if l ≥ 1 and
q + p < i ≤ q + p + l then the whole block Bii is chosen for B[α, α];

Furthermore, α ∩ βk 6= ∅. Define A[α, α]ginv as in Proposition 3.10. Then
Aginv(α) is a nonnegative idempotent matrix of rank q, which is the multiplicity of
the eigenvalue 1 in A[α, α]. The proof follows the lines of the proof of Theorem 3.2
by using Proposition 3.10. (Note that the rank one matrix aib

T
i defined in the proof

of Theorem 3.2 has spectral radius strictly less than 1.)
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4 Conclusions

We have shown that for a nonnegative projector, i.e. idempotent matrix, we have
that the Schur complement constructed via a special semi inverse is again a nonneg-
ative projector. In particular the nonnegativity also holds for the standard Schur
complement if the corresponding part of the matrix is invertible.
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