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Abstract: Quality of Service (QoS) mechanisms in net-
works supporting mobile Internet communications give
rise to new threats: these mechanisms could be abused
by malicious entities launching so-called Denial of Service
(DoS) attacks. If the network can not efficiently check the
credibility of a QoS-request during a handover process,
malicious entities could flood the network with bogus QoS-
requests; if the authentication check is performed by means
of an AAA protocol before the access network commits its
resources to the request, the authentication process may
not only introduce a notable latency to the handover pro-
cess, but also generate an extensive traffic which degrades
the signaling capacity in the network when there are a con-
siderable amount of malicious requests. In order to de-
fend against these kinds of attacks and meet the low-latency
micro-mobility handover requirement, we 1propose to have
a preliminary authentication check with a cookie-based
mechanism before processing the requests and performing
authentication and authorization. The performance evalu-
ation shows that the cookie-based mechanism is efficient in
dealing with the identified issues.

1. Introduction

The introduction of advancedQuality of Service (QoS)
mechanisms, which aim to guarantee certain service
characteristics like end-to-end delay, jitter, etc., in mo-
bile networks give rise to new threats that these mech-
anisms could be abused by malicious entities to launch
so-calledDenial of Service (DoS)attacks, which aim at
reducing the availability of services to legitimate users.

In an IP-based access network, a mobile node (MN)
sends a request to an access router (AR) for a certain re-
source (see Fig.1 for an illustration). If the network can
not check the credibility of a QoS request (i.e. whether
the request originates from a MN that is actually autho-
rized to use the services it is requesting), malicious en-
tities can flood the network with bogus QoS requests in
order to cause the exhaustion of the available resources
through temporal reservations. This represents one spe-
cific DoS threat.

A potential solution consists in the following proce-
dure: when an access router (AR) receives a QoS re-
quest, before starting the resource reservation process,
the AR communicates with a local security authority,
e.g. a local AAA server (AAAL), to authenticate the MN
and authorize the QoS request. Only when the check
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passes, the path reserves resources according to the re-
quest. Obviously, the latency introduced by proceeding
to security checks at the AAAL, which includes the con-
tribution of the propagation delay and processing time at
AAAL, is not desirable when low latency of the regis-
tration process is a major concern. Moreover, the same
checks at an AAA server have to be performed on all
the bogus requests from attackers. Thus all the security
check signalings may degrade the performance of the ac-
cess network substantially by depleting the signaling ca-
pacity of the path between the AR and the AAAL and
exhausting the computing resource of the AAAL. This
represents another specific DoS threat.

To defend against the identified DoS threats and meet
the low-latency requirement in intra-domain handovers,
we propose a two-step procedure comprising of one pre-
liminary credibility check, after which processing of the
signaling request is either aborted or continued, and
the second definitive authentication check as described
above. The credibility check should have the following
properties: performing the first check must be a quick
operation and ARs must not keep per-session or per-user
state until the verification is complete.

Up to now, two principle approaches for checking the
credibility of a request have been proposed:exchanging
“cookies” andsolving “client puzzles”. The concept of
exchanging “cookies” has been introduced in the con-
text of transactions between web servers and browsers,
where cookies are pieces of information generated by
a Web server and stored in the user’s computer, ready
for future access. This idea has been adopted to pro-
vide protection against resource exhaustion DoS attacks
in IPSec’s key exchange protocol ISAKMP and the mo-
bility support in IPv6 design [4]. In the “client puz-
zle” approach [1], a client is asked to solve a crypto-
graphic puzzle and the server stores the protocol state
and executes expensive operations only after it has ver-
ified the client’s solution. In this way, the puzzle can
prevent intensive connection initiations from attackers,
thus enhancing the DoS-resistance of a server. However,
solving cryptographic puzzles imposes a computational
burden to all legitimate clients, as well as requiring addi-
tional message elements to be exchanged. It would add a
non-negligible latency to the establishment of a connec-
tion between client and server.

In this paper, therefore, we propose to use a cookie-
based mechanism as the first credibility check. A cookie
is verified by an AR to ensure that the QoS-request
sender is a credible registered user before processing the
requests and performing authentication and authoriza-



tion. This preliminary check enables us to prevent DoS
attacks, both in the form of resource reservations along
a path or keeping the AR busy through the processing
of malicious QoS requests, with the help of a AAAL or
possibly the home AAA server (AAAH).

Our use of the cookie idea as a first step of authenti-
cation - a preliminary check of a request’s credibility - is
completely new in IP based mobile networks. After AR
filters out most of the bogus requests without cookie or
with false cookies by means of cookie verification, the
access network has lower burden to authenticate QoS re-
quests - the second step of authentication. Since it can
not be completely ruled out that an attacker gains access
in the network with an eavesdropped cookie, it is neces-
sary to perform the second step authentication with the
help of the local AAA server.

The remainder of the paper is organized as fol-
lows: Section 2. introduces related work; Section 3. de-
scribes the cookie-based mechanism in detail; Section 4.
presents a performance analysis of the mechanism. An
overview of the corresponding results is given in Section
5., and Section 6. summarizes our contribution.

2. Related work

So far the most common form of DoS is to cause ex-
cessive bogus traffic to a particular server so as to prevent
legitimate users from getting services. To deal with this
kind of DoS attack, a couple of defense techniques have
been published, e.g. [1].

As mentioned above, the basic idea of cookies is
adopted in the mobility support in IPv6 design. The cor-
respondent nodes (CNs) do not have to retain any state
about individual MNs until an authentic binding update
(BU) arrives. When receiving a BU message, the CN in-
cludes a cookie in a message sent back to the sender ac-
cording to the source address in the in-coming BU mes-
sage. If the source address is not a bogus one from an
attacker, the genuine sender will include the cookie in
its following messages to the CN. It is stated that the
cookie mechanism can protect the CN against memory
exhaustion attacks except where on-path attackers are
concerned. In contrast, our scheme deals with DoS at-
tacks on the signaling capacity of the access network,
which has not been addressed before.

Currently QoS, DoS and low-latency handovers have
been dealt with separately. In the signaling design efforts
of the Next Steps in Signaling (NSIS) working group in
IETF, especially regarding QoS signaling, the aforemen-
tioned DoS attacks have been identified. However, there
are no QoS or resource restriction mechanisms that ad-
dress these issues efficiently and practically. While Con-
text Transfer Protocol [5] can be used to transfer the au-
thentication data from the old AR (oAR) to the new AR
(nAR) during a handover, the authentication process at
a nAR is not the most optimized in non-predictive han-
dovers since a nAR needs to communicate with an oAR
for the authentication data during a handover. More-
over, the assumption that the neighboring ARs share a
pre-established security association (SA) is not always
true.

3. A cookie-based mechanism

Figure 1 shows an overview of the network with a hi-
erarchical Mobile IPv6 (HMIPv6) [7] and Authentica-
tion, Authorization and Accounting (AAA) [2] joint ar-
chitecture, where the cookie-based mechanism is appli-
cable.
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Figure 1: An overview of the involved entities

During the intra-domain handover procedure, the MN
needs to find out whether the path from the new AR to
MAP can meet its QoS request. Each router along this
path in the access network must determine whether it has
sufficient resources to satisfy the per-hop QoS require-
ment of an MN’s session. If the path from the new AR
to MAP can satisfy the QoS request, it reserves the re-
source for the related session. Before the resource avail-
ability check and reservation, an efficient authentication
check is mandatory to prevent DoS attacks and achieve
low-latency handovers.

The cookie-based mechanism is designed as an effi-
cient authentication scheme meeting the following re-
quirements: An AR can verify a cookie immediately
when it receives a QoS request; the cookie generation
and verification must be light-weighted; the entities in
the access network are free from keeping per-client states
until the cookie check passes. In the following, we first
describe the data structure of a cookie and the mecha-
nism operations, then we give a discussion and a sum-
mary.
3.1. The data structure of a cookie

Figure 2 shows the data fields of a cookie. The pur-
pose of each field may be listed as follows:

MN_ID# Gen_ID# Creation_T Random_Nr. Hash Code

Figure 2: Cookie data fields

• MN ID: is the MN’s unique identifier. This can be
a local unique identifier the MN gets after its first
registration.

• Gen ID: identifies the cookie generator which is al-
ways an AR. It can be the AR’s IP address or an-
other unique identifier acceptable in the access net-
work.

• CreationT: is the timestamp marking when the
cookie was generated. It is used to limit the
cookie’s period of validity.



• RandomNr: is used to distinguish two cookies
which are generated at the same time.

• CookieHash: The hash code is a message digest of
the cookie information and a cookie key. The hash
function can be of either HMAC-MD5 or HMAC-
SHA1. The cookie key could be distributed from
the MAP to each AR and updated by the MAP pe-
riodically. For example a new cookie key is dis-
tributed by the MAP every hour or day.

3.2. Mechanism Operations
The cookie-based mechanism is described in an ac-

cess network which is based on a HMIPv6 and AAA
joint architecture. The architecture includes an AAAL,
a mobility anchor point (MAP) and ARs positioned lin-
early as shown in Figure 3.

• First cookie generation

When a mobile user enters an access network (e.g.
it performs a global movement or powers up), the
authentication on its first QoS request must involve
a trusted network (e.g. the mobile user’s home net-
work) because the user is unknown to the access
network at the moment.

After the authentication at AAAH, the access net-
work knows that the user is credible, AAAL caches
the MN’s authorization information and MAP, AR2
(taken to be the associated AR in our example, see
Figure 3) and MN get to know the session key
which is generated by the MN’s home domain.

AR2 generates a cookie, encrypts the cookie with
the session key, inserts the encrypted cookie in the
BU acknowledgement (BU ACK) message which
is generated by MAP and destined to MN. The MN
can get its first cookie in the access network since
the MN can derive the session key due to its long
term trust relationship with its home domain. Thus,
MN gets its first cookie in the access network.

• Cookie verification

In a local movement, as shown in Figure 3, MN
presents the cookie to a neighboring AR server (say
AR3). Because there is no security association be-
tween MN and AR3 so far, the cookie is transmitted
in plaintext.

When receiving the cookie, AR3 first verifies that
the cookie is valid with the following checks:

– check the timestamp in the cookie to verify
the cookie is not expired;

– check the identity of the cookie generator to
verify the cookie is created by an AR on its
trusted list;

– verify that the cookie is not on the notified
cookie list;

– if the above checks pass, AR3 computes a
key-hashed digest of the cookie information
by using a cookie key, and compares the com-
putation result with the hash digest contained
in the cookie.

MAP

Cookie is generated by AR2
Cookie is transmitted to AR3 in plain text 

AR1 AR2 AR3 AR4 AR8AR7AR6AR5

AAAL

MN

Figure 3: AR3 verifies the cookie presented in plain text
from the MN

If the two hash digests match, the cookie check ver-
ification is completed successfully.

After verifying a cookie successfully, AR3 informs
AR2 who originally generated the cookie that it has
been presented to it. AR2 then notifies all other
ARs on its trusting list to invalidate the cookie, pre-
venting these ARs to accept it again; indeed, an
attacker could intercept the cookie from the open
wireless interface and replay it to cheat these ARs
for access. After the expiration of a cookie’s life-
time, all ARs can delete it from the notified cookie
list.

• New cookie granting

When the cookie verification is completed success-
fully, the QoS-conditionalized BU [3] and autho-
rization processes start. The two processes can pro-
ceed in series or in parallel. If the two processes
are successful, the AR3 can do authentication of
the registration request when it gets the session key
embedded in the BU ACK message from the MAP.
When this check passes, the AR3 generates a new
cookie, encrypts it with the session key and inserts
it in the BU ACK message. The new cookie is
used for its next registration and the old cookie is
no longer valid in the access network.

3.3. Discussion
There are three main points in the design of this cookie

mechanism: the “area of validity”, the notification of a
used cookie, and the presentation of a cookie in plain
text.

• Area of Validity

The “area of validity” is a group of ARs at which
a cookie is valid. In other words, the “area of va-
lidity” corresponds to the trusting list of the cookie
generator.

When a cookie is presented in plain text to AR3
(see Figure 3), if AR3 were not to notify other ARs
about the use of the cookie, the cookie could be in-
tercepted by an attacker on air and replayed to other
ARs. Consequently, the attacker could gain access
at these ARs so as to play DoS attacks on the cor-
responding paths. On the other hand, if each AR
were to notify the rest of the access network when



receiving a cookie, the propagation of notification
messages would generate substantial traffic in the
access network.

Therefore, we introduce a limited “area of valid-
ity” for each cookie, the nodes in this area being
the only ones that can accept the cookie. For exam-
ple, each AR could have its adjacent ARs only on
its trusting list and trusted list.

• Notification of used cookies

After verifying the cookie, AR3 notifies immedi-
ately AR2 about the cookie use and then AR2 noti-
fies AR1, who is the remaining AR on AR2’s trust-
ing list, not to accept the cookie. All ARs are then
free from replay attacks, provided that the notifica-
tion messages propagate faster than the time needed
for an attacker to intercept a cookie and replay it.

• Presenting a cookie in plain text

Mobile nodes always send cookies in plain text to
access routers, as in the case of a handover, since
the MN does not yet share a session key with the
new access router at the time it sends the cookie.
Although the cookie might be intercepted by an at-
tacker when being presented in plain text, the risk of
DoS attacks is reduced sufficiently with the mecha-
nisms described above. The reason for this is, that
the cookie mechanism reduces the overall number
of “credible looking” handover requests, as every
cookie can only be presented once.

4. Performance evaluation

In order to evaluate the performance of the cookie-
based mechanism in reducing the risks of DoS attacks
and in benefitting from the optimized intra-domain han-
dovers, three parameters should be examined:

• Mean response time: The duration between the
transmission of the first bit of a registration request
of a legitimate MN and the arrival of the last bit of
the corresponding registration response.

• Mean queue length at AAAL: How long in average
is the queue of new jobs waiting for service at the
AAAL server?

• Size of the waiting room at AR: Another disadvan-
tage of the no-cookie scenario lies in the fact that
the AR server has to store some (e.g. 500 bits long)
jobs until receiving an answer from AAAL, and
many of these jobs may actually correspond to false
requests. Considering the AR server of a cell that
is under attack, we use a (continuous time) Markov
chain method in order to compute the mean value
of the total queue length in such a “waiting room”.

These parameters are examined in three different pro-
cessing schemes as shown in Figure 4, Figure 5 and Fig-
ure 6 respectively:
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Figure 4: Processing scheme in Case 0
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Figure 5: Processing scheme in Case 1
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Figure 6: Processing scheme in Case 2

• Case 0: No cookie protection: In one cell which
has one AR, MNs and attackers (AT) send QoS re-
quests in registration messages to the AR (ARm).
The arrival messages are queued inQa,m of ARm

if the processor is busy. Since (AA) checks need to
be performed at AAAL before initiating the source
reservation process,ARm caches temporarily the
corresponding QoS request information inQb,m

(which serves as a “waiting room”). When a re-
ply message for a genuine request arrives atARm,
ARm discards all the priors inQb,m since these are
regarded as bogus requests, provided all the (AA)
checks at AAAL require the same time.

• Case 1: Cookie protection and the resource reser-
vation and authorization processes are in series: In
the ARm’s cell, MNs and ATs send QoS requests
with cookies toQa,m of ARm. Before processing
the requests,ARm verifies the cookie. If the verifi-
cation fails,ARm drops the request in “G” (denot-
ing garbage) silently. If the verification succeeds,
ARm sends the notification message and starts the
resource reservation procedure immediately, check-
ing its available bandwidth and sending the QoS re-
quest toQc of the MAP. The MAP performs the
same check. Before the MAP sends a reply des-
tined to MN, including the check result and the ses-
sion key, toQf,m of ARm, it generates a new mes-
sage and sends it toQd of the AAAL for the au-
thorization check. When the authorization check
passes, the AAAL sends a message toQe of the
MAP. WhenARm receives the reply from the MAP,
AR performs an authentication check to the QoS
request with the session key. If the check passes,
while removing the session key from the reply mes-
sage, it generates a new cookie, encrypts it with the



session key, inserts the encrypted cookie in the re-
ply, and forwards it to the corresponding MN.

• Case 2: Cookie protection and the resource reser-
vation and authorization processes are in parallel:
ARm performs the same cookie verification when
receiving a QoS request from either a MN or an AT.
If the verification fails,ARm also drops the request
to “G”. If the verification passes, theARm starts the
two processes in parallel. Meanwhile, it sends the
notification message. It is assumed that the result
of the authorization process arrives earlier than that
of the resource reservation process. Therefore, the
time spent on the authorization process has no con-
tribution to the response time of a registration pro-
cess and the authorization process can be ignored
from the analysis.

In all three cases,λMN denotes the Poisson rate of mes-
sage sendings by MNs in a given cell, whereasλAT de-
notes the Poisson rate of messages sent by Attackers in a
cell that is currently under attack. We also letM de-
note the total number of cells, whereasN stands for
the total number of cells that are currently under attack.
The message sending process in a given cell (cell] m,
1 ≤ m ≤ M ) is therefore a Poisson process with an
intensityλ that is either equal toλMN (no attack) or to
λMN + λAT (attack).

The asymptotic mean arrival rate atQa,m,
namelyλ∗a,m, is defined as:

λ∗a,m = lim
t→+∞

E [](arrivals atQa,m during time[0, t])]
t

,

and we letλ∗c , λ∗d, λ∗e andλ∗f,m be the asymptotic mean
arrival rates corresponding toQc, Qd, Qe andQf,m re-
spectively.

The asymptotic mean arrival rates at each of the re-
maining queues may then be determined as functions of
M, N, λMN andλAT . Indeed, in Case 0:

λ∗c = 2MλMN + NλAT ,
λ∗d = N(λMN + λAT ) + (M −N)(λMN ),
λ∗e = MλMN , λ∗f,m = 2λMN ;

in Case 1:λ∗c = MλMN = λ∗d = λ∗e, λ
∗
f,m = λMN ,

and in Case 2:λ∗c = MλMN , λ∗f,m = λMN .
4.1. Waiting time at different queues, total response

time
In our analysis we use the following three basic prin-

ciples of queueing theory:Little’s theorem, therenewal
theoremand thePollaczek-Khinchineformula (as ap-
plied to priority queueing systems, see e.g. [6]). Con-
sider the random variablesW (k)

a,m andR
(k)
ARm defined by:

W
(k)
a,m := total time spent waiting in queueQa,m by job

]k, and
R

(k)
ARm := residual service time inARm upon arrival of

kth job.
DefineW

(k)
b,m, W

(k)
c , R

(k)
MAP , W

(k)
d , R

(k)
AAAL, W

(k)
e and

W
(k)
f,m in a similar way (job]k in Qc is thekth job having

been stored inQc). We are interested in limits such as

lim
k→+∞

E
(
W (k)

a,m

)
,

and we simply writeE (Wa,m) for it in the sequel, call-
ing it the mean queue length or mean waiting time at
Qa,m. (Refer to Table 2 for a list of processing time pa-
rameters).

We come to the computation and plotting of the
asymptotic mean value of thetotal response timeτ .
¦ In Case 0 we have

E (τ) = t0 + E (Wa,m) + t1 + C
(0)
2,3 + E (Wc) + C

(0)
3,4

+E (Wd) + t3 + T + C
(0)
4,3 + E (We) + 2t2 + C

(0)
3,2

+E (Wf,m) + 4t4 + Ĉ
(0)
2,3 + E (Wc) + Ĉ

(0)
3,2

+E (Wf,m) + t′0

wheret0 is the transmission time for the wireless up-link
channel and whereC(0)

i,j are the transmission parameters
for the different messages and links.
¦ In Case 1 we have

E (τ) = t0 + E (Wa,m) + 4t4 + 3T + C
(1)
2,3 + E (Wc)

+C
(1)
3,4 + E (Wd) + C

(1)
4,3 + E (We) + t′′0 + t3

+C
(1)
3,2 + E (Wf,m)

¦ Finally in Case 2 we have

E(τ) = t0 + E (Wa,m) + 3t4 + 3T + C
(1)
2,3 + E (Wc)

+C
(1)
3,2 + E (Wf,m) + t′′0

4.2. Queue length at AAAL
The mean waiting time atQd was already computed

in the preceding subsection; we thus obtain for Case 0:

E (Ld) =
(NλAT + MλMN )

{
(NλAT )T 2 + (MλMN ) (T + t3)2

}

2(1− {(NλAT )T + (MλMN ) (T + t3))}
and for Case 1

E (Ld) =
(MλMN )2

2 t23
1−MλMN t3

.

4.3. Queue length in the “waiting room”
In the analysis of the length ofQb,m, the only jobs

that really matter (those that will eventually undergo
service) are the “good jobs” (corresponding to genuine
MN). Now the asymptotic mean total time elapsed be-
tween the storage of a “good job” inQb,m and its mark-
ing is given by

E (Wb,m;MH) = C
(0)
2,3 + E (Wc) + 2t2 + C

(0)
3,4 + E (Wd)

+t3 + T + C
(0)
4,3 + E (We) + C

(0)
3,2 + E (Wf,m) + t4

Via Little’s Theorem one may thus express the mean
asymptotic length ofQb,m as

E (Lb,m) = λMNE (Wb,m;MH)
(
1 + l

(1)
b,m

)
+ l

(2)
b,m,

the constantl(2)b,m above denoting the asymptotic mean
number of “residual bad jobs” inQb,m (those “bad jobs”
that are located below the lowest “good job” inQb,m),

whereasl(1)b,m stands for the asymptotic mean number of
“bad jobs” that are located in between two consecutive
“good jobs” inQb,m.



Table 1: Link and message length parameters

Parameter Value

Wireless link MN↔AR 11/54 Mbps
Wired link AR↔MAP↔AAAL 100 Mbps

Wireless PHY+MAC Header 58 bytes
Wired PHY+MAC Header 26 bytes

IPv6 Header 40 bytes
QoS Hop-By-Hop Option 82 bytes

Home Address Option 18 bytes
BU / BU ACK 6 bytes

ESP Header 8 bytes
ESP Authentication Extension 16 bytes

Authenticator 20 bytes
Cookie 32 bytes (HMAC-SHA)

Table 2: Processing time parameters

Symbol Time*(µs) Remark

t1 152 Generate an AA request / answer
t2 20 Forward an AA request / answer
t3 152 Perform an authorization check
t4 220 Check, reserve or confirm resources
T 40 Perform authentication check;

Generate or verify a cookie

* The processing time values are obtained from measurements on
Pentium III 600 machines.

5. Results and Interpretation

In this section we will evaluate the metrics derived in
the previous section with actual parameters from exisit-
ing technologies in order to obtain a performance as-
sessment of our cookie protection scheme for realistic
scenarios. Table 1 shows the assumed link speeds and
the message lengths according to the involved commu-
nication and signaling protocols and Table 2 lists up the
processing times of individual protocol steps obtained by
measurements with a prototypical implementation.
5.1. Total response time

Figure 7 shows the total response time in relation to
the attacking rate per cell, when the wireless links are as-
sumed optimistically to offer 54 MBit/s (physical layer
according to IEEE 802.11a, leading tot0 ≈ 50µs),
M = 50 cells are connected to one AAA-server, 10
cells are under attack andx = 40[messages/sec] are
sent by genuine clients. As can be seen, a DoS situa-
tion occurs in case 0 but not in the cookie mechanism
cases. In case 0 the total response time grows abruptly
when the attacking rate approaches1500messages/sec.
The cookie mechanism requires around one additional
millisecond of processing but the system is able to serve
genuine clients up to any attacking rate, of course pro-
vided that there is still bandwidth left in the respective
radio cell. Therefore, our DoS protection scheme offers
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Figure 7: Total response time for High Speed uplink with
t0 ≈ 50µs, M= 50 cells and N= 10 cells under attack for
MN ratex = 40[messages/sec]

a significant improvement over the unprotected case.
In case of a slower wireless uplink witht0 ≈ 300µs

(corresponding to an IEEE 802.11b WLAN operating at
11 MBit/s with long physical layer preamble) Figure 8
again shows that a DoS situation would not occur before
around1500messages/sec are send per cell. However,
this attacking rate well exceeds the range in which it can
be assumed, that the attacker will be able to send his
attacking packets over the wireless channel. Therefore,
our DoS protection scheme does not offer a benefit in
cases with rather low wireless channel capacity, or oth-
erwise stated, more wireless cells have to be supported
with one AAA server until our DoS protection scheme
offers a significant improvement.

The cost of implementing the cookie mechanism cor-
responds to the discrepancy between the lines of re-
sponse time in Cases 0 and 1 (see Figure 7 and Figure
8). Before the attacking rate reaches a saturation point,
Case 0 performs slightly better than Case 1; however,
when the attacking rate is running over the saturation
point, the cookie mechanism takes obvious effect in pre-
venting a DoS attack and at any rate, a cost of less than
2 milliseconds is negligible.
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Figure 8: Total response time for Slow Speed uplink with
t0 ≈ 300µs, M= 50 cells and N=10 cells under attack for
MN ratex = 40[messages/sec]

5.2. Queue length at AAAL
Figure 9 shows the queue length at the AAA server

for case 0 under the same conditions as in figure 7. This



graph clearly shows that the DoS situation is caused by
the overloading of the AAA server and not by exceeding
the transmission capacities of the access network. Un-
der these conditions the AAA server is not able to keep
up with checking and discarding bogus messages being
sent by attackers so that the genuine requests from hon-
est clients can not be processed in time.
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Figure 9: Queue length at AAAL for High Speed uplink
t0 ≈ 50µs, M=50 cells and N=10 cells under attack for
MN ratex = 40[messages/sec]

5.3. Queue length in the “waiting room”

Figure 10 shows the queue length in the “waiting
room” of an access router in a cell which is under attack
(here we assume that 25 out of 50 cells are under attack).
Depending on the rate of genuine requests by honest
clients (x = 10messages/sec vs. x = 40messages/sec)
a DoS situation will occur earlier. The reason for this
behaviour lies in our strategy to silently discard bogus
requests directly after they have been identified at the
AAA server in order to save AAA processing capabili-
ties. This implies that access routers need to receive a
response to a genuine request, in order to be able to dis-
card all bogus messages betweeen two genuine requests.
Furthermore, it can be seen from this graph that memory
depletion situations can occur at access routers under at-
tack. However, the most critical system in the access
network infrastructure is the central AAA server.
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Figure 10: Queue length in the waiting room for High
Speed uplinkt0 ≈ 50µs, M=50 cells and N=25 cells
under attack and different MN ratesx

6. Conclusions

In this paper we described a cookie-based mechanism
to protect against DoS attacks for optimized and QoS-
aware handovers by performing a simple and prelim-
inary check with a cookie before the QoS reservation
and authorization processes begin. We also provided
a performance evaluation which shows that the cookie
mechanism is a method to protect against DoS attacks in
the QoS reservation process in a distributed scenario, to
speed up registration in the intra-domain handover case
by parallelizing QoS reservation process and AA process
without introducing additional DoS risks.

Furthermore, our scheme reduces the risk of replayed
cookies by implementing an“area of validity” in which
a cookie is acceptable, and by communicating cookies
that have been used once at a particular AR to other ARs
in the same area of validity.

The mechanisms of this solution can additionally pro-
tect against the following depletion threats (which ex-
ist when authentication and resource reservation are per-
formed in parallel or sequentially) against depletion of
the memory of access routers that would have to main-
tain state while the authentication of the MN is fetched
from the AAAL, against depletion of signaling capacity
in the access network (by preventing signaling traffic for
bogus requests which have not been verified before as
being “credible”), and against depletion of the resources
of the AAAL (by shielding the AAAL form authentica-
tion requests which result from bogus QoS requests).
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