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Abstract

The periodic QR algorithm is a strongly backward stable method for computing the
eigenvalues of products of matrices, or equivalently for computing the eigenvalues of
block cyclic matrices. The main purpose of this paper is to show that this algorithm
is numerically equivalent to the standard QR algorithm. It will be demonstrated
how this connection may be used to develop a better understanding of the periodic
QR algorithm.
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1 Introduction

In this paper we consider the eigenvalue computation of a matrix A ∈ Rpn×pn

having the form

A =



0 A(p)

A(1) . . .

. . . . . .

A(p−1) 0


, (1)
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where A(k) ∈ Rn×n for k = 1, . . . , p. Matrices with this block cyclic structure
naturally arise in applications such as periodic systems [1], queuing network
models [2,3] and multiple shooting methods [4,5].

The eigenvalues of A are the p-th roots of the eigenvalues of the matrix prod-
uct ΠA = A(p)A(p−1) · · ·A(1). Unfortunately, computing the eigenvalues of the
explicitely formed matrix ΠA is not numerically backward stable. Unless the
factors A(k) have very low condition numbers or the eigenvalues obey an expo-
nential splitting [6] small perturbations in the matrix ΠA may correspond to
large backward errors in its factors. On the other hand, applying a backward
stable method as the QR algorithm [7, Sec. 2.3] to A requires O(p3n3) floating
point operations (flops). Furthermore, it is not clear whether small backward
errors in the matrix A can be related to small backward errors in its nonzero
block entries only, which would be necessary to guarantee that the method is
backward stable in a strong sense [8].

In this paper we show that the QR algorithm applied to a shuffled version of
the matrix A completely preserves its structure and is thus not only strongly
backward stable but also requires as few as O(pn3) flops. Relating it back
to the block entries of the unshuffled matrix it turns out that this algorithm
is numerically equivalent to the so called periodic QR algorithm [9–11]. By
an analysis of the shift transmission mechanism we demonstrate how this
connection can be used to generalize theoretical and practical considerations
for the QR algorithm to the periodic QR algorithm.

2 The Perfect Shuffle

We will make use of a certain permutation, the perfect shuffle. In this sec-
tion this permutation and some of its basic properties are reviewed. Let
z = [ z(1), z(2), . . . , z(p) ] where z(k) is a row vector of length n. Imagine that
each z(k) represents a deck of n cards. A perfect shuffle stacks exactly one card
from each deck, rotationally until all decks are exhausted. The row vector that
corresponds to the shuffled deck is given by

z̃ = [ z
(1)
1 , z

(2)
1 , . . . , z

(p)
1 , z

(1)
2 , . . . , z

(p)
2 , . . . , z(1)

n , . . . , z(p)
n ].
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There is a unique permutation matrix P ∈ Rpn×pn such that z̃ = zP . Applying
this permutation to A turns it into an n× n block matrix with cyclic blocks,

Ã := P TAP =


A11 · · · A1n

...
...

An1 · · · Ann

 , Aij :=



0 a
(p)
ij

a
(1)
ij

. . .

. . . . . .

a
(p−1)
ij 0


. (2)

Any matrix of the form (2) will be called cyclic block matrix. Similarly, ap-
plying P to a block diagonal matrix D yields an n × n block matrix with
p×p diagonal matrices as entries. We refer to any matrix of the latter form as
diagonal block matrix. A class of equivalence transformations that preserves
cyclic block structures and will be used here is described by the following
straightforward lemma.

Lemma 1 Let Ã be a cyclic block matrix and let D̃ be an invertible diagonal
block matrix. Then D̃−1ÃD̃ is again a cyclic block matrix.

3 Reduction to Hessenberg Form

Reducing a general matrix A ∈ Rm×m to Hessenberg form is a preliminary
step in the QR algorithm in order to reduce its computational complexity.
Such a reduction is usually based on Householder transformations which for
any real vector x of length m are defined as

Uj(x) := I − 2
uj(x)uj(x)T

uj(x)T uj(x)
, uj(x) := Njx− sign(eT

j x)‖Njx‖2ej, (3)

where Nj :=
[

0
0

0
Im−j+1

]
and ej denotes the j-th unit vector of length m. Then

the last m − j elements of Uj(x)T x are zero. Using this definition we give a
concise description of the Hessenberg reduction algorithm.

Algorithm 1 [7, Alg. 2.2] Given a general matrix A ∈ Rm×m this algorithm
computes an orthogonal matrix Q such that H = QT AQ is in upper Hessenberg
form. The matrix A is overwritten by H.

Q← Im

FOR j ← 1, . . . ,m− 2
Q← QUj+1(Aej)
A← Uj+1(Aej)

T AUj+1(Aej)
END FOR
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Theorem 2 If Algorithm 1 is applied to a cyclic block matrix Ã ∈ Rnp×np

then an orthogonal diagonal block matrix Q̃ and a cyclic block matrix Q̃T ÃQ̃
in upper Hessenberg form are returned.

PROOF. Assume that after (j − 1) loops of Algorithm 1 the matrix Ã has
been overwritten by a cyclic block matrix. Then,

Ãej = y ⊗ ek′ , y =
[

a
(k)
1l , a

(k)
2l , . . . , a

(k)
nl

]T
, (4)

where ’⊗’ denotes the Kronecker product (see e.g. [7, pg. 24]), k′ = j mod p+1,
k = (j − 1) mod p + 1 and l = (j − k)/p + 1. Since

uj+1(Ãej) = uj+1(y ⊗ ek′) =

 k < p : ul(y)⊗ ek′ ,

k = p : ul+1(y)⊗ ek′ ,

it follows that Uj+1(Ãej) is a diagonal block matrix. Thus, Lemma 1 shows
that the j-th loop of Algorithm 1 preserves the cyclic block form of Ã. The
statement about Q̃ is a consequence of the group property of orthogonal di-
agonal block matrices. 2

Hence, Algorithm 1 applied to Ã only operates on the entries a
(k)
ij ; it should

thus be possible to reformulate this algorithm in terms of operations on the
factors A(1), . . . , A(p). In the following we will derive such a reformulation. First
note that the proof of Theorem 2 also shows that Ã ← Uj+1(Ãej)

T ÃUj+1(Ãej)
is equivalent to the updates k < p : A(k+1) ← A(k+1)Ul(A

(k)el), A(k) ← Ul(A
(k)el)

T A(k),

k = p : A(1) ← A(1)Ul+1(A
(p)el), A(p) ← Ul+1(A

(p)el)
T A(p),

where the quantities k, k′ and l are defined as in (4). Furthermore, if we set

Q̃ = P T diag(Q(1), Q(2), . . . , Q(p))P,

then Q̃ ← Q̃Uj+1(Ãej) equalizes Q(k+1) ← Q(k+1)Ul(A
(k)el) for k < p and

Q(1) ← Q(1)Ul+1(A
(p)el) for k = p. Altogether, we can rewrite Algorithm 1 in

the following way.

Algorithm 2 Given the matrices A(1), . . . , A(p) ∈ Rn×n this algorithm com-
putes orthogonal matrices Q(1), . . . , Q(p) such that H(k) = Q(k+1)T A(k)Q(k) is
upper triangular for k = 1, . . . , p − 1 and H(p) = Q(1)T A(p)Q(p) is in upper
Hessenberg form. Each matrix A(k) is overwritten by H(k).

Q(1) ← In, Q
(2) ← In, . . . , Q

(p) ← In
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FOR l← 1, . . . , n− 1
FOR k ← 1, . . . , p− 1

Q(k+1) ← Q(k+1)Ul(A
(k)el)

A(k+1) ← A(k+1)Ul(A
(k)el)

A(k) ← Ul(A
(k)el)

T A(k)

END FOR

Q(1) ← Q(1)Ul+1(A
(p)el)

A(1) ← A(1)Ul+1(A
(p)el)

A(p) ← Ul+1(A
(p)el)

T A(p)

END FOR

Note that this Algorithm corresponds to the reduction to periodic Hessenberg
form described in [9, Pg. 5–7]. It should be emphasized that Algorithm 2
performs exactly the same operations as Algorithm 1 applied to Ã. Hence, also
in the presence of roundoff errors both algorithms produce the same result,
an entity that is commonly called numerical equivalence.

Example 3 If p = 2 and A(1) = A(2)T then Algorithm 1 reduces the sym-
metric matrix Ã to tridiagonal form. On the other hand, Algorithm 2 re-
turns Q(2)T A(1)Q(1) in bidiagonal form. Hence, as a special case we obtain
that bidiagonal reduction [7, Alg. 3.2] applied to A(1) is numerically equivalent
to tridiagonal reduction applied to Ã. A similar observation has been made by
Paige [12].

4 QR Steps

Given a set of shifts Σ = {σ1, . . . , σs} ⊂ C, closed under complex conjugation,
the explicitly shifted QR step applied to a general matrix A ∈ Rm×m computes
a QR decomposition

(A− σ1Im)(A− σ2Im) · · · (A− σsIm) = QR

and performs the update A ← QT AQ. If A is in unreduced Hessenberg form,
i.e., aj+1,j 6= 0 for j = 1, . . . , n−1, then an explicitly shifted QR step is equiv-
alent to an implicitly shifted QR step, described by the following algorithm.
Note that we let Σ contain the Wilkinson shifts, these are the eigenvalues of
the bottom right s× s submatrix of A.

Algorithm 3 [7, Alg. 2.8] Given a Hessenberg matrix A ∈ Rm×m this al-
gorithm performs an implicitly shifted QR step with s Wilkinson shifts on A
and returns the corresponding orthogonal transformation matrix Q.

Compute {σ1, . . . , σs} as the eigenvalues of A(m−s+1 : m,m−s+1 : m).
x← (A− σ1Im)(A− σ2Im) · · · (A− σsIm)e1
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A← U1(x)T AU1(x)
Apply Algorithm 1 to compute an orthogonal matrix Q such that

A← QT AQ is in Hessenberg form.
Q← U1(x)Q

Again, cyclic block structures are preserved if s is wisely chosen.

Theorem 4 If Algorithm 3 is applied to a cyclic block matrix Ã ∈ Rnp×np

in Hessenberg form and the number of shifts is an integer multiple of p, say
s = pt, then the structure of Ã is preserved and an orthogonal diagonal block
matrix Q̃ is returned.

PROOF. The bottom right s × s submatrix of Ã is a cyclic block matrix.
Thus, the Wilkinson shifts can be partitioned into groups {σ(1)

i , . . . , σ
(p)
i },

i = 1, . . . , t, where each group contains the p-th roots of some γi ∈ C. Using
the fact that ΠA = A(p)A(p−1) · · ·A(1) is the leading n × n block of the block
diagonal matrix (P ÃP T )p we obtain

x =
t∏

i=1

p∏
k=1

(Ã − σ
(k)
i Inp)e1 =

t∏
i=1

(
Ãp −

p∏
k=1

σ
(k)
i Inp

)
e1

= P T ·
t∏

i=1

(
(P ÃP T )p − γiInp

)
Pe1 =

(
t∏

i=1

(ΠA − γiIn)e1

)
⊗ e1.

Thus, U1(x) is block diagonal, which together with Theorem 2 concludes the
proof. 2

The subdiagonal of Ã consists of the diagonals of A(1), . . . , A(p−1) and the
subdiagonal of A(p). Hence, the Hessenberg matrix Ã is unreduced if and
only if all the triangular factors are nonsingular and the Hessenberg factor is
unreduced. Similar to Hessenberg reduction the proof of Theorem 4 gives a
way to rewrite Algorithm 3 in terms of operations on the factors of Ã.

Algorithm 4 Given nonsingular upper triangular matrices A(1), . . . , A(p−1) ∈
Rn×n and an unreduced Hessenberg matrix A(p) ∈ Rn×n this algorithm com-
putes orthogonal matrices Q(1), . . . , Q(p) so that the updated A(1), . . . , A(p) are
the factors of the cyclic block matrix that would have been obtained after one
QR step with pt shifts has been applied to Ã.

Compute {γ1, . . . , γt} as the eigenvalues of ΠA(n− t+1 : n, n− t+1 : n).
x← (ΠA − γ1In)(ΠA − γ2In) · · · (ΠA − γtIn)e1

A(1) ← A(1)U1(x), A(p) ← U1(x)T A(p)

Apply Algorithm 1 to compute orthogonal matrices Q(1), . . . , Q(p) so that
A(1) ← Q(2)T A(1)Q(1), . . . , A(p−1) ← Q(p)T A(p−1)Q(p−1) are upper
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triangular and A(p) ← Q(1)T A(p)Q(p) is in Hessenberg form.
Q(1) ← U1(x)Q(1)

This algorithm is a ’Householder version’ of the periodic QR step with t
shifts [9, pg. 11–12].

Example 5 This is a continuation of Example 3. If A(1) and A(2) = A(1)T

satisfy the assumptions of Algorithm 4 then A(1) is an bidiagonal matrix with
nonzero diagonal and supdiagonal elements. Algorithm 3 applied to the tridi-
agonal matrix Ã performs an implicitly shifted symmetric QR step [7, Alg.
1.3] and Algorithm 4 performs a bidiagonal QR step [7, Alg. 3.4]. This shows
that both QR steps are numerically equivalent.

5 Deflation Strategies

A deflation occurs when one of the subdiagonal entries becomes sufficiently
small. The usual criterion is to declare a subdiagonal entry negligible if it is
small compared to the neighboring diagonal elements. This is however not a
very sensible choice for matrices with zero diagonal like Ã. Considering the
action of the Householder transformations in the course of one QR step it is
advisable to base the criterion on the two closest nonzero elements in the same
row and column. Suitable generic criteria for Ã are given by

|a(p)
j+1,j| ≤ ε(|a(p)

j,j |+ |a
(p)
j+1,j+1|), (5)

|a(k)
j,j | ≤ ε(|a(k)

j−1,j|+ |a
(k)
j,j+1|), k = 1, . . . , p− 1, (6)

where ε is a chosen tolerance and an entry on the right hand side of (6) is
replaced by zero if it does not exist. Note that inequality (6) may only be
satisfied if the 2-norm condition number of A(k) is not less than 1/(2ε).

Situation (5) is easily handled, setting a
(p)
j+1,j zero makes Ã block upper trian-

gular,

Ã =

 Ã11 Ã12

0 Ã22

 ,

where Ã11 ∈ Rjp×jp and Ã11 ∈ R(j−1)p×(j−1)p are cyclic block matrices. In
contrast, situation (6) yields a deflation into two smaller eigenproblems which
do not carry the structure of Ã. For illustration, consider the case p = n = 3
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and a
(2)
22 = 0:

Ã =



0 0 X 0 0 X 0 0 X

X 0 0 X 0 0 X 0 0

0 X 0 0 X 0 0 X 0

0 0 X 0 0 X 0 0 X

0 0 0 X 0 0 X 0 0

0 0 0 0 0 0 0 X 0

0 0 0 0 0 X 0 0 X

0 0 0 0 0 0 X 0 0

0 0 0 0 0 0 0 X 0


.

Fortunately, there is an easy way to force deflations at a
(3)
21 and a

(3)
32 so that

afterwards the deflation stemming from a
(2)
22 resides in a deflated p × p cyclic

matrix and can thus be ignored. Applying an implicitly shifted QR step with p
zero shifts introduces the zero a

(3)
21 element. An RQ step is a QR step implicitly

applied to (F T ÃF )T , where F is the flip matrix. Hence, an implicitly shifted
RQ step with p zero shifts preserves the structure of Ã and gives us the zero
a

(3)
32 element. Using the results of Section 4 it is easy to observe that this

procedure is numerically equivalent to the deflation strategy presented in [9,
pg. 7–9] apart from the fact that criterion (6) is based on the norm of A(k) in
the latter strategy.

6 Transmission of Shifts

This section shall demonstrate how the numerical equivalence between pe-
riodic and standard QR may lead to a better understanding of the former
algorithm. In the following we assume that Ã is in unreduced Hessenberg
form. Let

Σ =
t⋃

i=1

{σ(1)
i , . . . , σ

(p)
i },

(
σ

(k)
i

)p
= γi,

be the set of shifts and let

x̃ =
t∏

i=1

p∏
k=1

(Ã − σ
(k)
i Inp)e1.
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Then the proof of Theorem 4 shows that x̃ = x⊗e1 where x =
∏t

i=1(ΠA−γiIn).
Let us consider the initial bulge pencil

B̃0 − λN :=



x1e1 A11 . . . . . . A1t

x2e1 A21 . . . . . . A2t

... 0
. . .

...

xte1
...

. . . At,t−1 Att

xt+1 0 . . . 0 a
(p)
t+1,te

T
p


− λN, (7)

where the blocks Aij are defined as in (2) and N is the (tp + 1) × (tp + 1)

nilpotent Jordan block. The tip of the bulge, xt+1 = a
(p)
t+1,ta

(p−1)
tt · · · a(1)

tt , cannot
be zero. It follows from a result by Watkins [13, Thm. 1] that the eigenvalues
of B̃0 − λN are given by Σ ∪ {∞}.

If an implicit QR step as described in Algorithm 3 is applied to Ã then this
matrix is updated by U1(x̃)T ÃU1(x̃) in the first step. The update destroys
the Hessenberg structure in rows 2, . . . , tp + 1 and columns 1, . . . , tp. The
corresponding submatrix, which is usually referred to as the bulge, can be
partitioned as

B̃1 =

 a⊗ e1 C̃

α bT ⊗ eT
p

 , (8)

where C̃ ∈ Rtp×tp is a cyclic block matrix and a, b ∈ Rt, α ∈ R\{0}. Again, the
eigenvalues of the bulge pencil B̃1−N are Σ∪{∞} [13, Thm. 2]. In each loop of
the subsequent reduction to Hessenberg form the bulge is pushed one position
along the subdiagonal to the south-east corner of the matrix. After the j-th
loop the bulge resides in rows j +2, . . . , tp+j +1 and columns j +1, . . . , tp+j
and has the same structure and spectral properties as B̃1.

The numerical experiments conducted in [13] show strong evidence that bulge
pencils whose non-infinite eigenvalues are very sensitive to perturbations will
have a negative influence on the convergence of the QR algorithm. As the
QR algorithm preserves block cyclic structures we only need to consider these
perturbations that preserve the generic structure of bulge pencils. A good
measure for the eigenvalue sensitivities might thus be given by the following
component-wise condition number.

Lemma 6 Let C, E ∈ Rpt×pt be block cyclic matrices, i.e., they have the
form (1). Further, let 4C ∈ Rpt×pt and a, b,4a,4b ∈ Rt, α ∈ R\{0},4α ∈ R
satisfy |4C| ≤ εE , |4a| ≤ ε|a|, |4b| ≤ ε|b|, |4α| ≤ ε|α| for some ε > 0. Then
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for any non-infinite eigenvalue λ̂ of the perturbed pencil

 (a +4a)⊗ e1 P T (C +4C)P

α +4α (b +4b)T ⊗ eT
p

− λN (9)

there exists an eigenvalue λ of

 a⊗ e1 P TCP

α bT ⊗ eT
p

− λN (10)

so that

|λ̂− λ|
|λ|

≤ |α||u|
TE|v|+ 3|a|T |u(1)||b|T |v(1)|

α|u|T |v|
ε + O(ε2), (11)

where u = [ u(1)T , . . . , u(p)T ]T , v = [ v(1)T , . . . , v(p)T ]T are the left and right
eigenvectors of C − 1/α · e1e

T
p ⊗ abT associated with the eigenvalue λ.

PROOF. By direct computation one can show that

ũ =

 P T u

−(e1 ⊗ a)T u/α

 , ṽ =

−(ep ⊗ b)T v/α

P T v

 ,

are the left and right eigenvectors of (10) associated with λ. By a result of
Higham and Higham [14, Thm. 3.2] we obtain that

|λ̂− λ|/|λ| ≤ cond(λ)ε + O(ε2)

with the eigenvalue condition number

cond(λ) :=
1

|ũ|T N |ṽ|
|ũ|T

 |a⊗ e1| |P TEP |

|α| |b⊗ ep|T

 |ṽ|.
Now, inequality (11) follows from

cond(λ) =
|α||u|TE|v|+ |aT u(1)|(|b|T |v(1)|+ |bT v(1)|) + |a|T |u(1)||bT v(1)|

|α||u|T |v|
.

2
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7 Concluding Remarks

We have shown that Hessenberg reduction as well as QR iterations preserve
cyclic block structures. If the factors A(1), . . . , A(p−1) are sufficiently well con-
ditioned then the complete QR algorithm is structure-preserving. Otherwise,
a special deflation technique, which is not part of the standard QR, must
be used. We hope that this connection may lead to a better understanding
not only of the periodic QR algorithm but also of other algorithms used for
analyzing and designing periodic systems [1].

The results in this paper can be generalized to pencils of the form λẼ − Ã
where Ẽ is a diagonal block matrix and Ã a cyclic block matrix. It turns out
that the periodic QZ algorithm [9,10] with t shifts is numerically equivalent to
the QZ algorithm [7, Sec. 4] with s = tp shifts, which preserves the structure
of λẼ − Ã.
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