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#### Abstract

Classical results about the local existence and uniqueness of DAE solutions are based on the derivative array [2] or on a geometrical approach [13]. Thus these results can't be applied to equations with nonsmooth coefficients. Also, sufficient conditions that guarantee solvability are hard to check in general $[6,13]$. In this paper a new approach to proving local existence and uniqueness of DAE solutions is presented. The main tool is a decoupling procedure that makes it possible to split DAE solutions into their characteristic parts. Thus it is possible to weaken the smoothness requirements considerably. In order for the decoupling procedure to work we require a certain structural condition to hold. In contrast to results already known, this condition can be easily verified.


## 1 Introduction

When developing realistic models for a large variety of industrial applications one is often confronted to deal with systems of differential algebraic equations (DAEs) that have to be solved numerically. Thus questions of existence and uniqueness of solutions are of key importance for the successful application of numerical methods.
Most of the work on numerical analysis of DAEs has focused on the computation of a solution that is assumed to exist [2]. However, the solvability of DAEs is, to some extend, still an open question. While the case of linear time-varying DAEs is well understood [1, 9, 10], there are only partial results for nonlinear equations. We will focus on quasilinear DAEs

$$
\begin{equation*}
A(t)(d(x(t), t))^{\prime}+b(x(t), t)=0 \tag{1}
\end{equation*}
$$

with index 1 or 2 which are most relevant for applications ${ }^{1}$. In [13, Theorem 24.1] results concerning existence and uniqueness were obtained using a geometric approach. There it is assumed that the coefficients are in the class $C^{\infty}$. The sufficient conditions given in [1, 2] and [6] use derivative arrays

[^0]and index reduction techniques that lead to higher derivatives and smooth coefficients have to be assumed. When simulating electrical circuits, but also for many other applications, these smoothness requirements are genrally too strong. For instance mappings such as
\[

g_{\varepsilon, t_{*}}(t)=\left\{$$
\begin{array}{clll:l}
0 & , & 0 \leq t<t_{*}-\varepsilon & 1 & \\
\frac{t-t_{*}}{2 \varepsilon}+\frac{1}{2} & , & t_{*}-\varepsilon \leq t<t_{*}+\varepsilon & & 0 \\
1 & , & t_{*}+\varepsilon \leq t & & t_{*}-\varepsilon \\
t_{*} & t_{*}+\varepsilon
\end{array}
$$\right.
\]

with small $\varepsilon>0$ are often used to model an independent source that is switched on at $t=t_{*}$. As $g_{\varepsilon, t_{*}}$ is continuous but not continuously differentiable, the example

$$
\begin{align*}
& x_{1}^{\prime}+x_{2}^{2}-x_{3}\left(1+x_{3}\right)=g_{\varepsilon, t_{*}}(t) \\
& x_{2}^{\prime} \quad-x_{3}=g_{\varepsilon, t_{*}}(t)  \tag{2}\\
& x_{1}-x_{2}=0
\end{align*}
$$

and similar equations can't be treated using the concepts mentioned above. Also, a treatment on the subintervals $\left[0, t_{*}\right)$ and $\left[t_{*}, \infty\right)$ is not feasible in general, as the switching point $t_{*}$ may not be known in advance. Nevertheless, there is a unique solution of the initial value problem $(2), x(0)=x_{0}$. The solution will be constructed in section 3 .
The object of this paper is to widen the class of differential algebraic equations for which existence and uniqueness of solutions can be proved. We focus on low smoothness requirements in order to be able to include examples such as (2). Thus we use the concept of the tractability index for our investigations $[9,11]$. In section 2 we impose a structural condition $(*)$ on the DAE (1) that makes it possible to generalise the decoupling procedure for linear DAEs [16] to quasilinear ones. In section 3 this decoupling procedure is used to give sufficient conditions that guarantee the existence of unique local solutions.
Recall that the geometric index is sometimes hard to check in practice [13]. Also the hypothesis from [6] is rather complicated to verify. Our approach has the advantage that the sufficient conditions given here are easily accessible. In particular the structural condition $(*)$ is valid for all DAEs modelling electrical circuits via the modified nodal analysis. Thus, apart from the smoothness requirements, no additional effort is necessary to guarantee the local existence and uniqueness of solutions.

## 2 Preliminaries

We consider quasilinear differential algebraic equations (DAEs)

$$
\begin{equation*}
A(t)(d(x(t), t))^{\prime}+b(x(t), t)=0 \tag{1}
\end{equation*}
$$

with continuous coefficients. Let $\mathcal{D} \subset \mathbb{R}^{m}$ be a domain and $\mathcal{I} \subset \mathbb{R}$ an interval, $A(t) \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right), d(x, t) \in \mathbb{R}^{n}, b(x, t) \in \mathbb{R}^{m}$ for $(x, t) \in \mathcal{D} \times \mathcal{I}$. We assume
that continuous partial derivatives $d_{x}^{\prime}$ and $b_{x}^{\prime}$ exist. Let the leading term of (1) be properly stated [8], i.e.

$$
\operatorname{ker} A(t) \oplus \operatorname{im} d_{x}^{\prime}(x, t)=\mathbb{R}^{n} \quad \forall(x, t) \in \mathcal{D} \times \mathcal{I}
$$

and there is a smooth projector function $R \in C^{1}\left(\mathcal{I}, L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)\right)$ such that $\operatorname{ker} R(t)=\operatorname{ker} A(t), \operatorname{im} R(t)=\operatorname{im} d_{x}^{\prime}(x, t)$ and $d(x, t)=R(t) d(x, t)$ for every $(x, t) \in \mathcal{D} \times \mathcal{I}$. In particular, $\operatorname{im} d_{x}^{\prime}$ does not depend on $x$.
A function $x \in C\left(\mathcal{I}_{x}, \mathbb{R}^{m}\right), \mathcal{I}_{x} \subset \mathcal{I}$, is said to be a solution of (1) if $x(t) \in \mathcal{D}$, $t \in \mathcal{I}_{x}, d(x(\cdot), \cdot) \in C^{1}\left(\mathcal{I}_{x}, \mathbb{R}^{m}\right)$ and $x$ satisfies the DAE pointwise for $t \in \mathcal{I}_{x}$. Unfortunately this notion does not lead to a linear function space. Thus we consider DAEs of the form

$$
\begin{equation*}
A(t)(D(t) x(t))^{\prime}+b(x(t), t)=0 \tag{3}
\end{equation*}
$$

where solutions lie in the linear space

$$
C_{D}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right):=\left\{z \in C\left(\mathcal{I}, \mathbb{R}^{m}\right) \mid D z \in C^{1}\left(\mathcal{I}, \mathbb{R}^{n}\right)\right\}
$$

Note that (1) can be transformed into (3) by considering the enlarged system

$$
\begin{align*}
A(t)(R(t) y(t))^{\prime}+b(x(t), t) & =0  \tag{4a}\\
y(t)-d(x(t), t) & =0 \tag{4b}
\end{align*}
$$

With $\hat{x}=\binom{x}{y}, \hat{A}=\binom{A}{0}, \hat{D}=\left(\begin{array}{ll}0 & R\end{array}\right)$ and $\hat{b}(\hat{x}, t)=\binom{b(x, t)}{y-d(x, t)}$ (4) is seen to be of type (3). Indeed, in [8] it is shown that (1) and (4) are equivalent and we restrict ourselves to DAEs of type (3).
When analysing DAEs with properly stated leading terms it is advantageous to introduce a certain sequence of matrix functions and subspaces. This sequence not only provides means for defining the tractability index but also allows a refined analysis of (3). Here we summarise the results necessary for our later investigations. Details can be found in $[9,11,14]$.
Pointwise for $t \in \mathcal{I}, x \in \mathcal{D}$ we introduce

$$
\begin{array}{ll}
G_{0}(t)=A(t) D(t), & B(x, t)=b_{x}^{\prime}(x, t) \\
N_{0}(t)=\operatorname{ker} G_{0}(t), & S_{0}(x, t)=\left\{z \in \mathbb{R}^{m} \mid B(x, t) z \in \operatorname{im} G_{0}(t)\right\} \tag{5a}
\end{array}
$$

and a projector function $Q_{0} \in C\left(\mathcal{I}, L\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)\right)$ onto $N_{0}$. We define

$$
\begin{align*}
& G_{1}(x, t)=G_{0}(t)+B(x, t) Q_{0}(t) \\
& N_{1}(x, t)=\operatorname{ker} G_{1}(x, t), \quad S_{1}(x, t)=\left\{z \in \mathbb{R}^{m} \mid B(x, t) z \in \operatorname{im} G_{1}(x, t)\right\} \tag{5b}
\end{align*}
$$

Let $Q_{1} \in C\left(\mathcal{D} \times \mathcal{I}, L\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)\right)$ be a projector function onto $N_{1}$ and define $P_{0}(t)=I-Q_{0}(t), \quad P_{1}(x, t)=I-Q_{1}(x, t)$. Finally consider

$$
\begin{align*}
C\left(x^{1}, x, t\right) & =\left(D P_{1} D^{-}\right)_{x}^{\prime}(x, t) x^{1}+\left(D P_{1} D^{-}\right)_{t}^{\prime}(x, t) \\
B_{1}\left(x^{1}, x, t\right) & =B(x, t) P_{0}(t)-G_{1}(x, t) D^{-}(t) C\left(x^{1}, x, t\right) D(t)  \tag{5c}\\
G_{2}\left(x^{1}, x, t\right) & =G_{1}(x, t)+B_{1}\left(x^{1}, x, t\right) Q_{1}(x, t)
\end{align*}
$$

for $t \in \mathcal{I}, x \in \mathcal{D}$ and $x^{1} \in \mathbb{R}^{m} . D^{-}(t)$ is the generalised reflexive inverse of $D(t)$ defined by

$$
D D^{-} D=D, \quad D^{-} D D^{-}=D^{-}, \quad D^{-} D=P_{0}, \quad D D^{-}=R
$$

When defining $C$ we have to make sure that the partial derivatives of $D P_{1} D^{-}$ exist. Note that $C\left(\bar{x}^{\prime}(t), \bar{x}(t), t\right)=\frac{d}{d t}\left[\left(D P_{1} D^{-}\right)(\bar{x}(t), t)\right]$ follows for arbitrary functions $\bar{x} \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$.

Definition 2.1 ([11]) Let (3) be a DAE with a properly stated leading term.
(i) The $D A E$ is called regular with (tractability) index 1 on $\mathcal{D} \times \mathcal{I}$, if there is a sequence (5) such that $G_{0}$ and $G_{1}$ have constant rank $r_{0}$ and $r_{1}$, respectively, for $(x, t) \in \mathcal{D} \times \mathcal{I}$ and $r_{0}<r_{1}=m$.
(ii) The $D A E$ is called regular with (tractability) index 2 on $\mathcal{D} \times \mathcal{I}$, if there is a sequence (5) such that
(a) $Q_{0}$ and $Q_{1}$ are continuous but $D P_{1} D^{-}$is continously differentiable,
(b) $N_{0} \subset \operatorname{ker} Q_{1}$ pointwise for $(x, t) \in \mathcal{D} \times \mathcal{I}$,
(c) $G_{i}$ has constant rank $r_{i}$ for $0 \leq i \leq 2, t \in \mathcal{I}, x \in \mathcal{D}, x^{1} \in \mathbb{R}^{m}$ and $r_{0} \leq r_{1}<r_{2}=m$.

This definition is a generalisation of the index notion given for linear DAEs in [10]. In this case we have $C(t)=\left(D P_{1} D^{-}\right)^{\prime}(t)$.
For index-2 DAEs definition 2.1 implies that $G_{2}\left(x^{1}, x, t\right)$ remains nonsingular on $\mathbb{R}^{m} \times \mathcal{D} \times \mathcal{I}$ and we have

$$
N_{1}(x, t) \oplus S_{1}(x, t)=\mathbb{R}^{m}
$$

In the following we will always choose $Q_{1}$ to be the canonical projector onto $N_{1}$ along $S_{1}$. Due to $N_{0} \subset S_{1}$ the property (ii) is always valid for the canonical projector $Q_{1}$.

The space $N_{0}(t) \cap S_{0}(x, t)$ is of vital importance for index-2 DAEs. Following [16] we introduce a projector function $T \in C\left(\mathcal{D} \times \mathcal{I}, L\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)\right)$ such that

$$
\operatorname{im} T(x, t)=N_{0}(t) \cap S_{0}(x, t)
$$

and define $U(x, t)=I-T(x, t)$. Due to $\operatorname{im} P_{0}(t) \cap\left(N_{0}(t) \cap S_{0}(x, t)\right)$ we can always assume that

$$
Q_{0} T=T=T Q_{0}, \quad P_{0} U=P_{0}=U P_{0}
$$

It is well known that in order to prove existence of solutions, the DAE has to satisfy certain structural conditions. In [6] the DAE is assumed to satisfy a hypothesis based on the derivative array. In contrast to that, [12] requires $Q_{1} G_{2}^{-1}\left(b(x, t)-b\left(P_{0} x, t\right)\right)=0$. Unfortunately the latter requirement is too
restrictive in the sense that there are DAEs arising from the modified nodal analysis in circuit simulation that do not satisfy this condition [16]. Hence in [ 3,16$]$ the generalised structural condition

$$
\begin{equation*}
N_{0}(t) \cap S_{0}(x, t) \quad \text { does not depend on } x \tag{*}
\end{equation*}
$$

was introduced. The space $N_{0} \cap S_{0}$ describes the so-called index- 2 components, i.e. the particular part of $x$ that can be calculated only by performing an inherent differentiation process. Since the circuit's layout determines the subspace $N_{0}(t) \cap S_{0}(x, t)$, it is indeed independent of $x$ and $(*)$ holds for all DAEs obtained from the modified nodal analysis (MNA) [4].
We will show that $(*)$ is already sufficient for the local existence and uniqueness of solutions. Thus in circuit simulation there is no need to check complicated conditions that guarantee the existence of solutions. For DAEs from other application backgrounds, $(*)$ can be checked using linear algebra tools in practice [7].
As we will always assume $(*)$ to hold, we choose $T$ to be independent of $x$. Finally let us remark that condition $(*)$ is the same for (1) and the enlarged system (4) since the corresponding subspaces are related by

$$
\hat{N}_{0}(t) \cap \hat{S}_{0}(\hat{x}, t)=\left(N_{0}(t) \cap S_{0}(x, t)\right) \times\{0\}
$$

More details are given in [8].

## 3 The decoupling procedure for index-2 DAEs

We assume that (3) is a regular DAE with a properly stated leading term that has index 2 on $\mathcal{D} \times \mathcal{I}$ and that $\left(y^{0}, x^{0}, t_{0}\right)$ is a point in $\operatorname{im} D\left(t_{0}\right) \times \mathcal{D} \times \mathcal{I}$ such that
(A1) $\quad A\left(t_{0}\right) y^{0}+b\left(x^{0}, t_{0}\right)=0$.
The initialisation $\left(y^{0}, x^{0}, t_{0}\right)$ doesn't need to be consistent, i.e. apriori we do not require that there is a solution passing through $x^{0}$. However, we will use $\left(y^{0}, x^{0}, t_{0}\right)$ for the construction of a consistent initialisation $\left(y_{0}, x_{0}, t_{0}\right)$. This process can be compared with the step-by-step construction of consistent initial values in [3].
Let $\bar{x} \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ be an arbitrary function satisfying
(A2) $\quad \bar{x}\left(t_{0}\right)=x^{0}, \quad(\bar{x}(t), t) \in \mathcal{D} \times \mathcal{I} \quad \forall t \in \mathcal{I}$.
Some of the matrix functions defined above depend not only on $t$ but also on the arguments $x$ and $x^{1}$. We will evaluate these functions in $\bar{x}$, i.e. we consider the functions

$$
\begin{array}{rlrl}
\bar{Q}_{1}(t) & =Q_{1}(\bar{x}(t), t), & \bar{P}_{1}(t) & =P_{1}(\bar{x}(t), t), \\
\bar{G}_{1}(t) & =G_{1}(\bar{x}(t), t), & \bar{B}(t) & =B(\bar{x}(t), t), \\
\bar{G}_{2}(t) & =G_{2}\left(\bar{x}^{\prime}(t), \bar{x}(t), t\right) \tag{6}
\end{array}
$$

defined for $t \in \mathcal{I}$. Remember that due to the index- 2 condition, $\bar{G}_{2}(t)$ remains nonsingular on $\mathcal{I}$. Also, recall from [5] the representation $\bar{Q}_{1}=\bar{Q}_{1} \bar{G}_{2}^{-1} \bar{B} P_{0}$, as $Q_{1}$ was chosen to be the canonical projector onto $N_{1}$ along $S_{1}$.

### 3.1 Splitting of DAE solutions

For the moment let us assume that there is a solution $x_{*}(\cdot) \in C_{D}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ of (3) with

$$
\begin{equation*}
\left(y^{0}, x^{0}, t_{0}\right)=\left(\left(D x_{*}\right)^{\prime}\left(t_{0}\right), x_{*}\left(t_{0}\right), t_{0}\right) \tag{7}
\end{equation*}
$$

The results obtained when assuming the existence of a solution will lead the way to constructing one in the more general setting. Observe that in this section (and only in this section) $x^{0}$ is a consistent initial value due to (7).
We define functions

$$
\begin{equation*}
u(t)=D(t) \bar{P}_{1}(t) x_{*}(t), \quad w(t)=T(t) x_{*}(t), \quad z(t)=\bar{Z}(t) x_{*}(t) \tag{8}
\end{equation*}
$$

for $t \in \mathcal{I}$, where $\bar{Z}(t)=P_{0}(t) \bar{Q}_{1}(t)+U(t) Q_{0}(t)$ is again a projector function. Figure 1 shows how these functions are obtained from $x_{*}$ by successive splitting and hence the solution $x_{*}(\cdot)$ itself can be written as

$$
\begin{equation*}
x_{*}(t)=D^{-}(t) u(t)+z(t)+w(t) \tag{9}
\end{equation*}
$$

We think of $u(\cdot), z(\cdot)$ and $w(\cdot)$ as the dynamical, algebraic and differential part, respectively. The motivation for defining these functions comes from the study of linear index-2 equations where $u(\cdot)$ is determined by the inherent regular ODE, $z(\cdot)$ is given by a purely algebraic equation but in order to determine $w(\cdot)$ one has to carry out a differentiation of certain parts of the right-hand side [16]. Since the solution $x_{*}$ belongs to $C_{D}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ we have $z \in C_{D}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$. Additionally we consider $v(t)=D(t) \bar{Q}_{1}(t) x_{*}(t)=D(t) z(t)$, such that

$$
\left(D x_{*}\right)^{\prime}=\left(D \bar{P}_{1} x_{*}+D \bar{Q}_{1} x_{*}\right)^{\prime}=u^{\prime}+v^{\prime}
$$

We will now rewrite the DAE (3) in terms of the new variables introduced above. Using the notation

$$
f(y, x, t)=A(t) y+b(x, t)
$$



Figure 1: The relation of $u, z$ and $w$ to $x_{*}$.
(3) can be written as

$$
\begin{align*}
0 & =f\left(\left(D x_{*}\right)^{\prime}(t), x_{*}(t), t\right) \\
& =f\left(u^{\prime}(t)+v^{\prime}(t),\left(D^{-} u\right)(t)+z(t)+w(t), t\right)  \tag{10a}\\
& =F\left(u(t), w(t), z(t), u^{\prime}(t), v^{\prime}(t), t\right), \quad t \in \mathcal{I}
\end{align*}
$$

The function $F$ is defined by

$$
\begin{equation*}
F(u, w, z, \eta, \zeta, t)=f\left(\eta+\zeta, D^{-}(t) u+\bar{Z}(t) z+T(t) w, t\right) \tag{10b}
\end{equation*}
$$

where $u, w, z, \eta$ and $\zeta$ are considered to be parameters. $\bar{Z}$ and $T$ were introduced for convenience when defining $F$. Because of (8) they do not change (10a) at all but will be quite useful when calculating derivatives of $F$.

Lemma 3.1 Let (3) be a regular DAE with index 2 on $\mathcal{D} \times \mathcal{I}$. Assume that (7) holds for a solution $x_{*} \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$. Choose $\bar{x}=x_{*}$ and define

$$
u_{0}=u\left(t_{0}\right), \quad w_{0}=w\left(t_{0}\right), \quad z_{0}=z\left(t_{0}\right), \quad \eta_{0}=u^{\prime}\left(t_{0}\right), \quad \zeta_{0}=v^{\prime}\left(t_{0}\right)
$$

for the functions $u, w$ and $z$ from (8). If the structural condition (*) holds, then locally around $\left(u_{0}, w_{0}, z_{0}, \eta_{0}, \zeta_{0}, t_{0}\right)$ equation (10) is equivalent to

$$
\begin{equation*}
z(t)=\mathbb{z}(u(t), t), \quad u^{\prime}(t)=\mathbb{F}(u(t), w(t), t), \quad w(t)=\mathbb{w}\left(u(t), v^{\prime}(t), t\right) \tag{11}
\end{equation*}
$$

with continuous functions $\mathbb{z}, \mathbb{C}$ and $\mathfrak{w}$ being defined on neighbourhoods of $\left(u_{0}, t_{0}\right)$, $\left(u_{0}, w_{0}, t_{0}\right)$ and $\left(u_{0}, \zeta_{0}, t_{0}\right)$, respectively.

To prove this result one splits the function $F$ from (10b) using an approach similar to the one depicted in figure 1. Two applications of the implicit function theorem yield the mappings $\mathbb{z}$ and $w$. The function

$$
\begin{align*}
\mathbb{G}(u, w, t)=\left(D \bar{P}_{1} D^{-}\right)^{\prime}(t) & (u+\mathbb{v}(u, t))  \tag{12}\\
& -\left(D \bar{P}_{1} \bar{G}_{2}^{-1}\right)(t) b\left(D^{-}(t) u+\mathbb{z}(u, t)+T(t) w, t\right)
\end{align*}
$$

can be written in terms of the original data. The mapping $\mathbb{v}(u, t)=D(t) \mathbb{Z}(u, t)$ is given once $\mathbb{z}$ is known. The detailed proof of lemma 3.1 will be carried out in section 4.

### 3.2 Local existence and uniqueness of DAE solutions

From now on we drop the assumption that there is a solution of (3). However, we assume that $\left(y^{0}, x^{0}, t_{0}\right) \in \operatorname{im} D\left(t_{0}\right) \times \mathcal{D} \times \mathcal{I}$ and $\bar{x} \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ are given such that (A1) and (A2) are valid. Using the matrix functions defined in (6) we introduce

$$
\begin{equation*}
u_{0}=D\left(t_{0}\right) \bar{P}_{1}\left(t_{0}\right) x^{0}, \quad w_{0}=T\left(t_{0}\right) x^{0}, \quad z_{0}=\bar{Z}\left(t_{0}\right) x^{0} \tag{13}
\end{equation*}
$$

Notice that $x^{0}=D^{-}\left(t_{0}\right) u_{0}+z_{0}+w_{0}$. We will now study the equation

$$
\begin{equation*}
F(u, w, z, \eta, \zeta, t)=0 \tag{14}
\end{equation*}
$$

without assuming that there is a solution of the original DAE. Observe that the parameters $\eta$ and $\zeta$ replace the derivatives $u^{\prime}$ and $v^{\prime}$, respectively.
The results obtained in this section are based on the proof of lemma 3.1. Hence the results will only be quoted here. Full proofs are given in section 4. The first statement provides a function $\mathbb{z}$ similar to the one obtained in lemma 3.1.

Lemma 3.2 Let (3) be a regular DAE with index 2 on $\mathcal{D} \times \mathcal{I}$. Assume that (A1), (A2) and the structural condition (*) hold. Then the function

$$
\bar{Z}(t) \bar{G}_{2}^{-1}(t) F(u, w, z, \eta, \zeta, t)+(I-\bar{Z}(t)) z=: \hat{F}_{1}(u, z, t)
$$

is independent of $w, \eta, \zeta$ and there is $r_{z}>0$ and a continuous function

$$
\mathbb{z}: B_{r_{z}}\left(u_{0}, t_{0}\right) \rightarrow \mathbb{R}^{m}, \quad \mathbb{Z}\left(u_{0}, t_{0}\right)=z_{0},
$$

such that $\hat{F}_{1}(u, \mathbb{z}(u, t), t)=0$ for every $(u, t) \in B_{r_{z}}\left(u_{0}, t_{0}\right)$.
Using the function $\mathbb{z}$ from this lemma we introduce $\mathfrak{v}(u, t)=D(t) \mathbb{z}(u, t)$ and define $\mathbb{f}(u, w, t)$ as in (12). Recall that we had $u^{\prime}(t)=\mathbb{f}(u(t), w(t), t)$ in lemma 3.1. The function $\mathbb{f}$ obtained here will have the same significance. Thus in (14) we replace $\eta$ by $\mathbb{f}$ and $z$ by $\mathbb{z}$, respectively. The resulting equation is studied in the next lemma.

Lemma 3.3 Let (3) be a regular DAE with index 2 on $\mathcal{D} \times \mathcal{I}$. Assume that (A1), (A2) and the structural condition (*) hold. Consider

$$
\hat{F}_{2}(u, w, \zeta, t)=T(t) \bar{G}_{2}^{-1}(t) F(u, w, \mathbb{Z}(u, t), \mathbb{F}(u, w, t), \zeta, t)+(I-T(t)) w
$$

where $\mathbb{Z}$ is the mapping from lemma 3.2. Let $\zeta_{0}=y^{0}-\mathbb{V}\left(u_{0}, w_{0}, t_{0}\right)$. Then there is $r_{w}>0$ and a continuous function

$$
\mathfrak{w}: B_{r_{w}}\left(u_{0}, \zeta_{0}, t_{0}\right) \rightarrow \mathbb{R}^{m}, \quad w\left(u_{0}, \zeta_{0}, t_{0}\right)=w_{0},
$$

such that $\hat{F}_{2}(u, \mathfrak{w}(u, \zeta, t), \zeta, t)=0$ for every $(u, \zeta, t) \in B_{r_{w}}\left(u_{0}, \zeta_{0}, t_{0}\right)$.
The mappings $\mathbb{z}, \mathfrak{v}, \mathbb{G}$ and $w$ introduced above allow the construction of a solution. We need to consider the following system of differential algebraic equations

$$
\begin{aligned}
z & =\mathbb{z}(u, t), & v & =\mathfrak{v}(u, t)=D(t) \mathbb{Z}(u, t), \\
u^{\prime} & =\mathbb{f}(u, w, t), & w & =\mathfrak{w}\left(u, v^{\prime}, t\right) .
\end{aligned}
$$

Inserting $w$ into $\mathbb{f}$, it turns out that we have to deal with the implicit DAE

$$
\begin{align*}
u^{\prime} & =\mathbb{G}\left(u, \mathfrak{w}\left(u, v^{\prime}, t\right), t\right)  \tag{15a}\\
v & =: f\left(u, v^{\prime}, t\right)  \tag{15b}\\
=D(t) \mathbb{Z}(u, t) & =: g(u, t) .
\end{align*}
$$

first. Once $u$ and $v$ are known, we obtain the remaining components via $z=\mathbb{z}(u, t), w=w\left(u, v^{\prime}, t\right)$.

Lemma 3.4 Let (3) be a regular $D A E$ with index 2 on $\mathcal{D} \times \mathcal{I}$. Assume that (A1), (A2) and the structural condition (*) hold. Let $\mathbb{z}, \mathbb{C}$ and $\mathfrak{w}$ be the functions obtained from lemma 3.2 and 3.3.
(i) The implicit DAE (15) has (differentiation) index 1.
(ii) For every consistent initial condition $\left(u\left(t_{0}\right), v\left(t_{0}\right)\right)=\left(u_{0}, g\left(u_{0}, t_{0}\right)\right)$ there is a unique solution of (15).
(iii) If $u_{0} \in \operatorname{im} D\left(t_{0}\right) \bar{P}_{1}\left(t_{0}\right)$, then $u(t) \in \operatorname{im} D(t) \bar{P}_{1}(t)$ for every $t$ where the solution exists.

Proof: To see $(i)$ it suffices to note that $I-f_{v^{\prime}}^{\prime} g_{u}^{\prime}$ is nonsingular in a neighbourhood of $\left(u_{0}, \zeta_{0}, t_{0}\right)$ (see remark 4.2).
In order to prove $(i i)$, differentiate (15b) and insert the result into (15a). This yields $u^{\prime}=f\left(u, g_{u}^{\prime}(u, t) u^{\prime}+g_{t}^{\prime}(u, t), t\right)=\hat{f}\left(u, u^{\prime}, t\right)$ and due to the index-1 condition we can solve for $u^{\prime}$. Thus (15b) is equivalent to an ordinary differential equation $u^{\prime}=\mathcal{F}(u, t)$. Now solve the initial value problem $u^{\prime}=\mathcal{F}(u, t)$, $u\left(t_{0}\right)=u_{0}$ to see that $(u(t), g(u(t), t))$ is the unique solution.
(iii) can be proved similar to the case of linear DAEs [9]. Let $(u, v)$ be a solution of (15) with $u\left(t_{0}\right) \in \operatorname{im} D\left(t_{0}\right) \bar{P}_{1}\left(t_{0}\right)$. Multiplication of (15a) by $I-D \bar{P}_{1} D^{-}$ yields

$$
\left(I-D \bar{P}_{1} D^{-}\right)(t) u^{\prime}(t)=-\left(I-D \bar{P}_{1} D^{-}\right)^{\prime}(t)\left(D \bar{P}_{1} D^{-}\right)(t) u(t)
$$

since $D \bar{P}_{1} D^{-}{ }_{\vee}(u, \cdot)=0$. This means that $\hat{u}=\left(I-D \bar{P}_{1} D^{-}\right) u$ satisfies the linear ODE

$$
\begin{equation*}
\hat{u}^{\prime}=\left(I-D \bar{P}_{1} D^{-}\right)^{\prime} \hat{u} \tag{16}
\end{equation*}
$$

Now $u\left(t_{0}\right) \in \operatorname{im} D\left(t_{0}\right) \bar{P}_{1}\left(t_{0}\right)$ implies $\hat{u}\left(t_{0}\right)=0$ and the solution of (16) is identically zero, i.e. $u(t) \in \operatorname{im} D(t) \bar{P}_{1}(t) \forall t$.

Starting from lemma 3.4 it is now straight forward to construct a solution of the original index-2 system (3). We collect the result in the following theorem.

Theorem 3.5 Let (3) be a regular index-2 $D A E$ on $\mathcal{D} \times \mathcal{I}$ with a properly stated leading term. Let the structural condition $(*)$ hold and additionally require
(A1) $\exists\left(y^{0}, x^{0}, t_{0}\right) \in \operatorname{im} D\left(t_{0}\right) \times \mathcal{D} \times \mathcal{I}$ such that $A\left(t_{0}\right) y^{0}+b\left(x^{0}, t_{0}\right)=0$,
(A2) $\exists \bar{x} \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ such that $\bar{x}\left(t_{0}\right)=x^{0}$ and $(\bar{x}(t), t) \in \mathcal{D} \times \mathcal{I} \quad \forall t \in \mathcal{I}$,
(A3) the derivatives $b_{x}, D^{\prime}$ and $\frac{\partial}{\partial t}\left(\bar{Z} \bar{G}_{2}^{-1} b\right)$ exist and are continuous.
Then there is a unique local solution of the initial value problem

$$
\begin{equation*}
A(t)(D(t) x(t))^{\prime}+b(x(t), t)=0, \quad D\left(t_{0}\right) P_{1}\left(x^{0}, t_{0}\right)\left(x\left(t_{0}\right)-x^{0}\right)=0 \tag{17}
\end{equation*}
$$

Proof: $\quad$ Use lemma 3.2 to obtain the mappings $\mathbb{z}$ and $\vee(u, t)=D(t) \mathbb{z}(u, t)$. Let $w$ be the mapping defined in lemma 3.3. Then due to lemma 3.4 there is a local solution of the implicit index-1 system

$$
\begin{array}{ll}
u^{\prime}=\mathbb{F}\left(u, \mathbb{w}\left(u, v^{\prime}, t\right), t\right), & \\
v=D\left(t_{0}\right)=u_{0}:=D\left(t_{0}\right) P_{1}\left(x^{0}, t_{0}\right) x^{0} \\
v=\mathbb{z}(u, t), & \\
v\left(t_{0}\right)=g\left(u_{0}, t_{0}\right)
\end{array}
$$

existing for $t \in \mathcal{I}_{\varepsilon}=\left(t_{0}-\varepsilon, t_{0}+\varepsilon\right) \cap \mathcal{I}$ for some $\varepsilon>0$. We define

$$
\begin{equation*}
x_{*}(t)=D^{-}(t) u(t)+\mathbb{z}(u(t), t)+\mathbb{w}\left(u(t), v^{\prime}(t), t\right) \tag{18}
\end{equation*}
$$

It remains to check that (18) is indeed a solution.
Due to $u_{0} \in \operatorname{im}\left(D \bar{P}_{1}\right)\left(t_{0}\right)$ and lemma 3.4 we have $u(t) \in \operatorname{im}\left(D \bar{P}_{1}\right)(t)$ for every $t \in \mathcal{I}_{\varepsilon}$. Recall that $R(t)=\left(D D^{-}\right)(t)$ is the projector function related to the properly stated leading term. Therefore $u(t) \in \operatorname{im} R(t)$ and $D x_{*}=$ $R u+D \bar{Z}_{\mathbb{Z}}(u, \cdot)+D T \mathbb{W}(u, \cdot)=u+\vee(u, \cdot)$ is a $C^{1}$ mapping $^{2}$ due to (A3). In particular we have $D \bar{P}_{1} x_{*}=u, \bar{Z} x_{*}=\mathbb{z}(u, \cdot), T x_{*}=\mathfrak{w}\left(u, v^{\prime}, \cdot\right)$. Thus we get

$$
\begin{array}{rlrl}
\bar{Z} \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =\hat{F}_{1}(u, \mathbb{z}(u, \cdot), \cdot) & & =0, \\
T \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =\hat{F}_{2}(u, \mathbb{w}(u, \zeta, \cdot), \zeta, \cdot) & & =0, \\
P_{0} \bar{P}_{1} \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =D^{-}\left(u^{\prime}-\mathbb{F}\left(u, \mathfrak{w}\left(u, v^{\prime}, \cdot\right), \cdot\right)\right) & =0
\end{array}
$$

(see remark 4.3). Since $I=\bar{Z}+T+P_{0} \bar{P}_{1}$ we conclude that $x_{*}$ is indeed a solution of (3). Due to $D\left(t_{0}\right) P_{1}\left(x^{0}, t_{0}\right) x_{*}\left(t_{0}\right)=u\left(t_{0}\right)=u_{0}=D\left(t_{0}\right) P_{1}\left(x^{0}, t_{0}\right) x^{0}$ this solution satisfies the initial value problem (17).
If there was another solution, say $\hat{x}_{*}$, then we could decouple $x_{*}$ and $\hat{x}_{*}$ as described in section 3.1. Therefore the corresponding $D \bar{P}_{1}$ parts $u$ and $\hat{u}$ solve the same inherent index-1 system (15) and are therefore equal. Because of lemma $3.1 z$ and $\hat{z}$ as well as $w$ and $\hat{w}$ are also equal, respectively, and $x_{*}$ and $\hat{x}_{*}$ coincide.

The smoothness that is required in order to be able to construct the solution, is given when the function $\vee$ is differentiable with respect to $t$. The conditions on $D$ and $\bar{Z} \bar{G}_{2}^{-1} b$ in theorem 3.5 guarantee this fact but they are unnecessary strong in general.
The theorem is given for index-2 DAEs. Using $Q_{1}=0$ and $P_{1}=I$ it turns out that the result contains index-1 equations as well. In this case $v$ is zero and no additional smoothness is required.

Example 3.6 We want to employ the decoupling procedure described above for explicitely constructing a solution of the DAE

$$
\begin{aligned}
x_{1}^{\prime}+x_{2}^{2}-x_{3}\left(1+x_{3}\right) & =g_{\varepsilon, t_{*}}(t) \\
x_{2}^{\prime} & -x_{3}=g_{\varepsilon, t_{*}}(t) \\
x_{1}-x_{2} & =0
\end{aligned} \Leftrightarrow\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right]\left(\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]\right)^{\prime}+\left[\begin{array}{c}
x_{2}^{2}-x_{3}\left(1+x_{3}\right)-g_{\varepsilon, t_{*}}(t) \\
-x_{3}--_{\varepsilon, t, t} \\
x_{1}-x_{2}
\end{array}\right]=0 .
$$

[^1]This equation was already considered in the introduction. Recall that the piecewise linear function

$$
g_{\varepsilon, t_{*}}(t)=\left\{\begin{array}{clr}
0 & , & 0 \leq t<t_{*}-\varepsilon \\
\frac{t-t_{*}}{2 \varepsilon}+\frac{1}{2} & , & t_{*}-\varepsilon \leq t<t_{*}+\varepsilon \\
1 & , & t_{*}+\varepsilon \leq t
\end{array}\right.
$$


may represent an independent source that is switched on at $t=t_{*}$. Let $t_{*}>0$ and $0<\varepsilon<t_{*}$.
We will use the initialisation $\left(y^{0}, x^{0}, t_{0}\right)=\left(\left[-\frac{5}{4}-\frac{1}{2}\right]^{T},\left[\begin{array}{ll}1 & \left.\left.-\frac{1}{2}\right]^{T}, 0\right) \text { since }\end{array}\right.\right.$ $A y^{0}+b\left(x^{0}, t_{0}\right)=0$. We start by calculating the matrix sequence

$$
\begin{array}{ll}
G_{0}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right], \quad B_{0}=\left[\begin{array}{ccc}
0 & 2 x_{2}-2 x_{3}-1 \\
0 & 0 & -1 \\
1 & -1 & 0
\end{array}\right], & N_{0}=\operatorname{span}\left\{\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\right\}, \quad Q_{0}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \\
G_{1}=G_{0}+B_{0} Q_{0}=\left[\begin{array}{ccc}
1 & 0 & -2 x_{3}-1 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right], & N_{1}=\operatorname{span}\left\{\left[\begin{array}{c}
2 x_{3}+1 \\
1 \\
1
\end{array}\right]\right\} \\
& S_{0}=\operatorname{span}\left\{\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\right\}=S_{1}
\end{array}
$$

As $N_{0} \cap S_{0}=N_{0}$ is independent of $x$, the structural condition ( $*$ ) holds. Also, due to $N_{1} \cap S_{1}=\{0\}$ for $x_{3} \neq 0$ the index is 2. Calculating the canonical projector $Q_{1}=\frac{1}{2 x_{3}}\left[\begin{array}{crr}2 x_{3}+1 & -2 x_{3}-1 & 0 \\ 1 & -1 & 0 \\ 1 & -1 & 0\end{array}\right]$ onto $N_{1}$ along $S_{1}$ we find that

$$
G_{2}\left(x^{1}, x, t\right)=\frac{1}{2 x_{3}}\left[\begin{array}{ccc}
2 x_{3}\left(x_{2}+x_{3}\right)-x_{3}^{1} & -2 x_{2} x_{3}+x_{3}^{1} & -2 x_{3}\left(2 x_{3}+1\right) \\
-x_{3}^{1} & 2 x_{3}+x_{3}^{1} & -1 \\
2 x_{3} & -2 x_{3} & 0
\end{array}\right]
$$

This matrix depends on $x, t$ and the auxiliary variable $x^{1}$. Choosing $\bar{x}(t) \equiv x^{0}$ we find

$$
\bar{G}_{2}(t)=\left[\begin{array}{rrr}
-1 & 2 & 0 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right], \quad \bar{Q}_{1}=\left[\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 1 & 0 \\
-1 & 1 & 0
\end{array}\right], \quad T=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right], \quad \bar{Z}=\left[\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Instead of the original DAE we turn to investigate (14) written in terms of the new variables $u, w, z, \eta, \zeta$ and $t$,

$$
F(u, w, z, \eta, \zeta, t)=\left[\begin{array}{c}
\eta_{1}+\zeta_{1}-w_{3}^{2}-w_{3}+\left(u_{2}-z_{1}+z_{2}\right)^{2}-g_{\varepsilon, t_{*}}(t) \\
\eta_{2}+\zeta_{2}-w_{3}-g_{\varepsilon, t_{*} *}(t) \\
-u_{2}+z_{1}-z_{2}+u_{1}
\end{array}\right]=0 .
$$

The mapping $\hat{F}_{1}(u, z, t)=\left[z_{1}, u_{2}-u_{1}+z_{2}, z_{3}\right]^{T}=0$ defined in lemma 3.2 allows the determination of $z=\mathbb{z}(u, t)=\left[\begin{array}{lll}0, & u_{1}-u_{2}, & 0\end{array}\right]^{T}$ and therefore we get $\mathfrak{v}(u, t)=D(t)_{\mathbb{Z}}(u, t)=\left[0, u_{1}-u_{2}\right]^{T}$. Notice that $\vee(u, t)$ is continuously differentiable with respect to both arguments.
Now we can define the mapping $\mathbb{G}(u, w, t)=\left[\begin{array}{c}w_{3}^{2}+w_{3}-u_{1}{ }^{2}+g_{\varepsilon, t *}(t) \\ w_{3}{ }^{2}+w_{3}-u_{1}{ }^{2}+g_{\varepsilon, t_{*}}(t)\end{array}\right]$ according to (12) and $\hat{F}_{2}(u, w, \zeta, t)=\left[w_{1}, w_{2}, \zeta_{1}-\zeta_{2}-w_{3}^{2}+u_{1}^{2}\right]^{T}=0$ from lemma 3.3 fixes the $w$ component $w=\mathfrak{w}(u, \zeta, t)=\left[\begin{array}{lll}0, & \left.0,-\sqrt{\zeta_{1}-\zeta_{2}+u_{1}^{2}}\right]^{T} \text {. Note }\end{array}\right.$ that $u_{0}=\left[\begin{array}{ll}1 & 1\end{array}\right]^{T}, w_{0}=\left[\begin{array}{lll}0 & 0 & -\frac{1}{2}\end{array}\right]^{T}$ and thus $\zeta_{0}=y^{0}-\mathbb{f}\left(u_{0}, w_{0}, t_{0}\right)=\left[0, \frac{3}{4}\right]^{T}$. We needed to choose the negative sign for the root in order to guarantee $w_{0}=w\left(u_{0}, \zeta_{0}, t_{0}\right)$.

Finally we arrive at the implicit index-1 DAE

$$
\begin{aligned}
& u^{\prime}=\mathbb{C}\left(u, \mathfrak{w}\left(u, v^{\prime}, \cdot\right), \cdot\right)=\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left[g_{\varepsilon, t_{*}}+v_{1}^{\prime}-v_{2}^{\prime}-\sqrt{v_{1}^{\prime}-v_{2}^{\prime}+u_{1}^{2}}\right], \quad u\left(t_{0}\right)=u_{0}=\left[\begin{array}{l}
1 \\
1
\end{array}\right], \\
& v=D \mathbb{z}(u, \cdot) \quad=\left[\begin{array}{c}
0 \\
u_{1}-u_{2}
\end{array}\right], \quad v\left(t_{0}\right)=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
\end{aligned}
$$

$t$ arguments were omitted for better readability. Obviously $v(t) \equiv\left[\begin{array}{l}0 \\ 0\end{array}\right]$ is uniquely determined by the initial data and we have to consider the ordinary differential equation $u^{\prime}(t)=\left[\begin{array}{l}1 \\ 1\end{array}\right]\left[g_{\varepsilon, t_{*}}(t)-u_{1}(t)\right], u\left(t_{0}\right)=u_{0}$. The unique solution is given by

$$
u_{1}(t)=u_{2}(t)=\left\{\begin{array}{llr}
\alpha(t) & , \quad 0 \leq t<t_{*}-\varepsilon \\
\alpha(t)+\beta(t) & , \quad t_{*}-\varepsilon \leq t<t_{*}+\varepsilon \\
\alpha(t)+\beta(t)+\gamma(t) & , \quad t_{*}+\varepsilon \leq t
\end{array}\right.
$$

where the functions $\alpha, \beta$ and $\gamma$ are defined by

$$
\alpha(t)=e^{-t}, \quad \beta(t)=\frac{1}{2}+\frac{1}{2 \varepsilon}\left[t-t_{*}-1+e^{t_{*}-\varepsilon-t}\right], \quad \gamma(t)=1+\frac{1}{2 \varepsilon}\left[e^{t_{*}-\varepsilon-t}-e^{t_{*}+\varepsilon-t}\right]
$$

Following (18) we find

$$
x_{*}(t)=D^{-}(t) u(t)+\mathbb{z}(u(t), t)+\mathbb{w}\left(u(t), v^{\prime}(t), t\right)=u_{1}(t)\left[\begin{array}{r}
1 \\
1 \\
-1
\end{array}\right] .
$$

Direct computation shows that $x_{*}$ is indeed a solution. Notice that there was no need for the initialisation to be consistent, i.e. we have $x^{0} \neq x_{*}\left(t_{0}\right)=[1,1,-1]^{T}$. However, $x_{*}$ satisfies the initial condition $D\left(t_{0}\right) \bar{P}_{1}\left(t_{0}\right)\left(x_{*}\left(t_{0}\right)-x_{0}\right)=0$ as stated in theorem 3.5.
The solution obtained for $t_{*}=1$ and $\varepsilon=\frac{1}{4}$ is plotted on the right.


### 3.3 Some remarks about the decoupling procedure

In contrast to the case of linear DAEs $[9,10]$ we did not obtain an inherent ordinary differential equation for the nonlinear DAE (3). In fact, we derived the implicit DAE system (15) that governs the dynamical behaviour. Using the concept of the differentiation index it turned out that (15) has index 1.
Of course, the transformation of higher index DAEs to equivalent ones having index 1 is a well-known theme in the theory of differential algebraic equations. But in contrast to classical approaches $[1,2,6]$, we didn't use the derivative array at all. The concept of the tractability index made a more refined analysis of index-2 DAEs possible leading to lower smoothness requirements. This is of vital importance for applications.
Indeed, (15) can also be used to analyse numerical methods for index-2 DAEs. The decoupling procedure introduced here is a theoretical device and there won't be any explicit decoupling when doing serious computations. However,
one has to ensure that a given method, when applied to (3), behaves as if it was integrating the index-1 system (15). This will guarantee that numerical results behave as expected.
We remark that (15) is neither in Hessenberg form nor formulated with a properly stated leading term. It is easily seen that reformulations that fit into these classes of equations will have index 2 again. Thus one has to be careful when reformulating the implicit system and it turns out to be advantageous to consider (15) directly.
Finally observe that theorem 3.5 is indeed a generalisation of corresponding statements for linear DAEs. If the DAE (3) was linear, $A(D x)^{\prime}+B x=q$, then $D P_{1} G_{2}^{-1} B Z=\left(D P_{1} D^{-}\right)^{\prime} D Q_{1}$ shows that (15) reduces to

$$
\begin{aligned}
u^{\prime} & =\mathbb{F}(u, w, t)=\left(D P_{1} D^{-}\right)^{\prime}(t) u-\left(D P_{1} G_{2}^{-1} B D^{-}\right)(t) u+\left(D P_{1} G_{2}^{-1} q\right)(t), \\
v(t) & =\left(D Q_{1} G_{2}^{-1} q\right)(t)
\end{aligned}
$$

This is precisely the inherent regular ODE from [9].
But still, for nonlinear equations we can't expect that there is a full decoupling leading to an inherent ODE. This is clear as in [15] it was already observed that errors in the algebraic component $v$ may influence the dynamical component $u$. The system (15) clearly reveals this interconnection.

## 4 Proofs of the results

In this section we prove lemma 3.1, 3.2 and 3.3. Unfortunately, the proofs given here are rather technical. The structure of our approach is depicted in figure 2. We rewrite the DAE (3) in terms of new variables and consider the equation (14), $F(u, w, z, \eta, \zeta, t)=0$. The derivatives $u^{\prime}$ and $v^{\prime}$ are replaced by parameters $\eta$ and $\zeta$, respectively. Using the fact that $I=\bar{Z}+P_{0} \bar{P}_{1}+T$, this equation is split into three parts that can be dealt with one after the other.


Figure 2: roadmap to the proofs
(1) The first part, $\hat{F}_{1}(u, z, t)=0$, together with the implicit function theorem yields the mapping $\mathbb{z}$. Here the structural condition $(*)$ is crucial.
(2) Inserting $z=\mathbb{z}(u, t)$ into the second part then provides an explicit representation $u^{\prime}=\mathbb{f}(u, w, t)$.
(3) Using the information about $z$ and $\eta=u^{\prime}$, the third part then reads $\hat{F}_{2}(u, w, \zeta, t)=0$ and another application of the implicit function theorem yields $w=\mathbb{w}(u, \zeta, t)$.

To derive the implicit DAE (15), we need to plug w back into $\mathbb{E}$ keeping in mind that $\zeta$ was representing $v^{\prime}$.
This procedure will now be carried out in detail. We start by giving a preliminary result.

Lemma 4.1 Let (3) be a regular DAE with a properly stated leading term that has index 2 on $\mathcal{D} \times \mathcal{I}$. Let (A2) and (A1) hold. Then

$$
\bar{G}_{2}^{-1}(t) A(t) D(t)=\bar{P}_{1}(t) P_{0}(t), \quad G_{1}(\xi, t) P_{0}(t)=\left(\bar{G}_{2} \bar{P}_{1} P_{0}\right)(t)
$$

hold for every $(\xi, t) \in \mathcal{D} \times \mathcal{I}$. Furthermore we have

$$
\left(T \bar{G}_{2}^{-1}\right)\left(t_{0}\right) B\left(x^{0}, t_{0}\right) T\left(t_{0}\right)=T\left(t_{0}\right), \quad\left(\bar{Z} \bar{G}_{2}^{-1}\right)\left(t_{0}\right) B\left(x^{0}, t_{0}\right) \bar{Z}\left(t_{0}\right)=\bar{Z}\left(t_{0}\right)
$$

If, in addition, the structural condition (*) is valid, then

$$
\operatorname{im} B(\xi, t) T(t) \subset \operatorname{im}\left(\bar{G}_{2} \bar{P}_{1} P_{0}\right)(t) \quad \forall(\xi, t) \in \mathcal{D} \times \mathcal{I}
$$

Proof: $\quad$ Since $\bar{G}_{2} \bar{P}_{1} P_{0}=A D=G_{1}(\xi, \cdot) P_{0}$ for every $\xi$, the first two equations hold. The second two equations follow from

$$
\begin{aligned}
\bar{B} T & =\bar{B} Q_{0} T=\bar{G}_{1} Q_{0} T=\bar{G}_{2} \bar{P}_{1} T \\
\bar{Z} \bar{G}_{2}^{-1} \bar{B} \bar{Z} & =P_{0} \bar{Q}_{1} \bar{G}_{2}^{-1} \bar{B} P_{0} \bar{Q}_{1}+U Q_{0} \bar{G}_{2}^{-1} \bar{B} P_{0} \bar{Q}_{1}+\bar{Z} \bar{G}_{2}^{-1} \bar{B} Q_{0} U Q_{0} \\
& =P_{0} \bar{Q}_{1}+U Q_{0}=\bar{Z}
\end{aligned}
$$

respectively ${ }^{3}$. The argument $t_{0}$ was dropped for better readability. Notice that for $t \neq t_{0}$ we get $\bar{G}_{2}^{-1}(t) G_{2}\left(x^{1}, \xi, t\right) \neq I$ in general and the second two equations need not hold for $t \neq t_{0}$.
Given $(*)$, we have $\operatorname{im} T(t) \subset S_{0}(\xi, t)$ since $N_{0}(t) \cap S_{0}(x, t)$ is independent of $x$. We find $\operatorname{im} B(\xi, t) T(t) \subset \operatorname{im} G_{0}(t)$ which proves the last assertion of the lemma.

Proof of lemma 3.1: We assume that $x_{*}$ is a solution of (3), define the functions $u, w, z$ according to (8),

$$
\begin{equation*}
u(t)=D(t) \bar{P}_{1}(t) x_{*}(t), \quad w(t)=T(t) x_{*}(t), \quad z(t)=\bar{Z}(t) x_{*}(t) \tag{8}
\end{equation*}
$$

[^2]and consider the mapping
\[

$$
\begin{align*}
& 0=f\left(\left(D x_{*}\right)^{\prime}(t), x_{*}(t), t\right)=F\left(u(t), w(t), z(t), u^{\prime}(t), v^{\prime}(t), t\right),  \tag{10a}\\
& F(u, w, z, \eta, \zeta, t)=f\left(\eta+\zeta, D^{-}(t) u+\bar{Z}(t) z+T(t) w, t\right) . \tag{10b}
\end{align*}
$$
\]

Using the identity $I=P_{0} \bar{P}_{1}+\bar{Z}+T=D^{-} D \bar{P}_{1}+\bar{Z}+T$ as motivation we split (10b) into

$$
\begin{array}{ll}
F_{1}(u, w, z, \eta, \zeta, t)= & \bar{Z}(t) \bar{G}_{2}^{-1}(t) F(u, w, z, \eta, \zeta, t)+(I-\bar{Z}(t)) z, \\
F_{2}(u, w, z, \eta, \zeta, t)= & T(t) \bar{G}_{2}^{-1}(t) F(u, w, z, \eta, \zeta, t)+(I-T(t)) w, \\
F_{3}(u, w, z, \eta, \zeta, t)=D(t) \bar{P}_{1}(t) \bar{G}_{2}^{-1}(t) F(u, w, z, \eta, \zeta, t) .
\end{array}
$$

Observe that (8) and (10a) imply

$$
\begin{equation*}
F_{i}\left(u(t), w(t), z(t), u^{\prime}(t), v^{\prime}(t), t\right)=0, \quad i=1,2,3, \tag{20}
\end{equation*}
$$

for $t \in \mathcal{I}$. We study these functions around $\left(u_{0}, w_{0}, z_{0}, \eta_{0}, \zeta_{0}, t_{0}\right)$ where

$$
u_{0}=u\left(t_{0}\right), \quad w_{0}=w\left(t_{0}\right), \quad z_{0}=z\left(t_{0}\right), \quad \eta_{0}=u^{\prime}\left(t_{0}\right), \quad \zeta_{0}=v^{\prime}\left(t_{0}\right) .
$$

As in (9) we have $x^{0}=D^{-}\left(t_{0}\right) u_{0}+z_{0}+w_{0}$.
(1) Lemma 4.1 shows that (dropping the $t$ argument)

$$
F_{1}(u, w, z, \eta, \zeta, \cdot)=\bar{Z} \bar{G}_{2}^{-1} b\left(D^{-} u+\bar{Z} z+T w, \cdot\right)+(I-\bar{Z}) z
$$

does not depend on $\eta$ nor $\zeta$. Due to the structural condition (*) $F_{1}$ is even independent of $w$ as

$$
\begin{equation*}
F_{1, w}^{\prime}(u, w, z, \eta, \zeta, t)=\left(\bar{Z} \bar{G}_{2}^{-1}\right)(t) B(\xi(t), t) T(t)=0 \tag{21}
\end{equation*}
$$

with $\xi(t)=D^{-}(t) u+\bar{Z}(t) z+T(t) w$ (see lemma 4.1). Now we may redefine $F_{1}$ using the proper argument list:

$$
\begin{align*}
\hat{F}_{1}(u, z, \cdot) & =\bar{Z} \bar{G}_{2}^{-1} F(u, 0, z, 0,0, \cdot)+(I-\bar{Z}) z  \tag{22}\\
& =\bar{Z} \bar{G}_{2}^{-1} b\left(D^{-} u+\bar{Z} z, \cdot\right)+(I-\bar{Z}) z .
\end{align*}
$$

Keep in mind that due to (21)

$$
\begin{equation*}
\hat{F}_{1}(u, z, \cdot)=\bar{Z} \bar{G}_{2}^{-1} b\left(D^{-} u+\bar{Z} z+w_{0}, \cdot\right)+(I-\bar{Z}) z \tag{23}
\end{equation*}
$$

is also valid. Using lemma 4.1 again, we calculate

$$
\begin{equation*}
\hat{F}_{1, z}^{\prime}\left(u_{0}, z_{0}, t_{0}\right)=\bar{Z}\left(t_{0}\right) \bar{G}_{2}^{-1}\left(t_{0}\right) B\left(x^{0}, t_{0}\right) \bar{Z}\left(t_{0}\right)+(I-\bar{Z})=I . \tag{24}
\end{equation*}
$$

(20, $i=1$ ) and (24) allow the application of the implicit function theorem and $z(t)=\mathbb{z}(u(t), t)$ is given as a function of $u(t)$ and $t$. The mapping $\mathbb{z}$ is defined
locally around $\left(u_{0}, t_{0}\right)$ and satisfies $\hat{F}_{1}(u, \mathbb{z}(u, t), t)=0$ in a neighbourhood of $\left(u_{0}, t_{0}\right)$. Thus

$$
\begin{equation*}
\mathbb{z}(u, t)=\bar{Z}(t) \mathbb{z}(u, t) \tag{25}
\end{equation*}
$$

is also valid since $0=(I-\bar{Z}(t)) \hat{F}_{1}(u, \mathbb{z}(u, t), t)=(I-\bar{Z}(t)) \mathbb{z}(u, t)$.
Due to $D(t) \mathbb{Z}(u, t)=D(t) \bar{Z}_{\mathbb{Z}}(u, t)=D(t) \bar{Q}_{1}(t) \mathbb{Z}(u, t)$ we arrive at

$$
\begin{aligned}
v(t) & =D(t) \bar{Q}_{1}(t) z(t)=D(t) \bar{Q}_{1}(t) \bar{Z}(t) \mathbb{Z}(u(t), t) \\
& =D(t) \mathbb{z}(u(t), t)=\vee(u(t), t)
\end{aligned}
$$

with the function $\mathbb{v}(u, t)=D(t) \mathbb{Z}(u, t)$.
(2) Noting that (dropping $t$ arguments)

$$
\begin{aligned}
D \bar{P}_{1} \bar{G}_{2}^{-1} A(u+v)^{\prime} & =D \bar{P}_{1} \bar{G}_{2}^{-1} A D D^{-}(u+v)^{\prime}=D \bar{P}_{1} D^{-}(u+v)^{\prime} \\
& =u^{\prime}-\left(D \bar{P}_{1} D^{-}\right)^{\prime}(u+v)
\end{aligned}
$$

it turns out that $F_{3}$ provides an explicit representation of $u^{\prime}(\cdot)$ in terms of $u(\cdot)$ and $w(\cdot)$. In particular, $(20, i=3)$ is equivalent to

$$
\begin{equation*}
u^{\prime}(t)=\mathbb{F}(u(t), w(t), t) \tag{26a}
\end{equation*}
$$

with

$$
\begin{align*}
\mathbb{f}(u, w, t)=\left(D \bar{P}_{1} D^{-}\right)^{\prime}(t) & (u+\vee(u, t))  \tag{26b}\\
& -\left(D \bar{P}_{1} \bar{G}_{2}^{-1}\right)(t) b\left(D^{-}(t) u+\mathbb{z}(u, t)+T(t) w, t\right) .
\end{align*}
$$

(3) Combining $F_{2}$ with the results obtained so far we get

$$
\begin{equation*}
\hat{F}_{2}\left(u(t), w(t), v^{\prime}(t), t\right)=0 \tag{27a}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{F}_{2}(u, w, \zeta, t)= & F_{2}(u, w, \mathbb{z}(u, t), \mathbb{F}(u, w, t), \zeta, t) \\
= & \left(T \bar{G}_{2}^{-1} A\right)(t)(\mathbb{F}(u, w, t)+\zeta)+(I-T(t)) w  \tag{27b}\\
& +\left(T \bar{G}_{2}^{-1}\right)(t) b\left(D^{-}(t) u+\mathbb{z}(u, t)+T(t) w, t\right)
\end{align*}
$$

is defined on a neighbourhood of $\left(u_{0}, w_{0}, \zeta_{0}, t_{0}\right)$. In order to apply the implicit function theorem once again, we need to show that $\hat{F}_{2, w}^{\prime}\left(u_{0}, w_{0} \zeta_{0}, t_{0}\right)$ is nonsingular. After calculating

$$
\mathbb{『}_{w}^{\prime}\left(u_{0}, w_{0}, t_{0}\right)=-\left(D \bar{P}_{1} \bar{G}_{2}^{-1}\right)(t) B\left(x^{0}, t_{0}\right) T\left(t_{0}\right)
$$

we obtain from lemma 4.1

$$
\begin{aligned}
\hat{F}_{2, w}^{\prime} & \left(u_{0}, w_{0}, \zeta_{0}, t_{0}\right) \\
& =\left(T \bar{G}_{2}^{-1} A\right)\left(t_{0}\right) \mathbb{P}_{w}^{\prime}\left(u_{0}, w_{0}, t_{0}\right)+I-T\left(t_{0}\right)+\left(T \bar{G}_{2}^{-1}\right)\left(t_{0}\right) B\left(x^{0}, t_{0}\right) T\left(t_{0}\right) \\
& =-\left(T \bar{P}_{1} P_{0} \bar{P}_{1} \bar{G}_{2}^{-1}\right)(t) B\left(x^{0}, t_{0}\right) T\left(t_{0}\right)+I-T\left(t_{0}\right)+T\left(t_{0}\right)
\end{aligned}
$$

This proves $\hat{F}_{2, w}^{\prime}\left(u_{0}, w_{0}, t_{0}\right)=I$, since $T \bar{P}_{1} P_{0} \bar{P}_{1}=0$. Thus the implicit function theorem shows that locally around $\left(u_{0}, w_{0}, \zeta_{0}, t_{0}\right)$ (27a) is equivalent to

$$
w(t)=w\left(u(t), v^{\prime}(t), t\right)
$$

with a continuous mapping $\mathfrak{w}$. Similar to $(25) \mathfrak{w}(u, \zeta, t)=T(t) \mathfrak{w}(u, \zeta, t)$ holds. The results of (1) - (3) show that (10) implies (11) from lemma 3.1, i.e.

$$
z(t)=\mathbb{z}(u(t), t), \quad u^{\prime}(t)=\mathbb{F}(u(t), w(t), t), \quad w(t)=\mathbb{w}\left(u(t), v^{\prime}(t), t\right)
$$

To finish the proof we note that these mappings imply (dropping $t$ arguments)

$$
\begin{aligned}
& \bar{G}_{2}^{-1} F\left(u, w, z, u^{\prime}, v^{\prime}, \cdot\right) \\
& =\hat{F}_{1}(u, \mathbb{z}(u, \cdot), \cdot)+\hat{F}_{2}\left(u, \mathfrak{w}\left(u, v^{\prime}, \cdot\right), v^{\prime}, \cdot\right)+D^{-}\left(u^{\prime}-\mathbb{F}\left(u, \mathfrak{w}\left(u, v^{\prime}, \cdot\right), \cdot\right)\right)=0
\end{aligned}
$$

Proof of lemma 3.2: Again we drop the assumption that there is a solution. We require that (A1), (A2) and (*) hold. Exactly as in (22) we define the mapping $\hat{F}_{1}=\hat{F}_{1}(u, z, t)$ where $u$ and $z$ are considered to be parameters chosen in a neighbourhood of $\left(u_{0}, z_{0}\right)$. Recall that $u_{0}, w_{0}, z_{0}$ are defined in (13). We have

$$
\hat{F}_{1}\left(u_{0}, z_{0}, t_{0}\right)=\left(\bar{Z} \bar{G}_{2}^{-1}\right)\left(t_{0}\right)\left[A\left(t_{0}\right) y^{0}+b\left(x^{0}, t_{0}\right)\right]=0
$$

due to (23) and (A1). As in (24) we find $\hat{F}_{1, z}^{\prime}\left(u_{0}, z_{0}, t_{0}\right)=I$ and the implicit function theorem provides the function $\mathbb{z}$ satisfying $\hat{F}_{1}(u, \mathbb{z}(u, t), t)=0$ in a neighbourhood of $\left(u_{0}, t_{0}\right)$. Notice that $\mathbb{z}$ satisfies (25).

Proof of lemma 3.3: Having $\mathbb{z}$ at our disposal we introduce $\mathbb{v}(u, t)=$ $D(t) \mathbb{Z}(u, t)$ and consider the mapping $\mathbb{f}=\mathbb{E}(u, w, t)$ defined in (26b). Now the function $\hat{F}_{2}=\hat{F}_{2}(u, w, \zeta, t)$ can be defined as in (27b). Let $\zeta_{0}=y^{0}-$ $\mathbb{F}\left(u_{0}, w_{0}, t_{0}\right)$ such that

$$
\hat{F}_{2}\left(u_{0}, w_{0}, \zeta_{0}, t_{0}\right)=\left(T \bar{G}_{2}^{-1}\right)\left(t_{0}\right)\left[A\left(t_{0}\right) y^{0}+b\left(x^{0}, t_{0}\right)\right]=0
$$

We already calculated $\hat{F}_{2, w}^{\prime}\left(u_{0}, w_{0}, t_{0}\right)=I$ and therefore the implicit function theorem yields the mapping $\mathfrak{w}$ with $\hat{F}_{2}(u, \mathfrak{w}(u, \zeta, t), \zeta, t)=0$ in a neighbourhood of $\left(u_{0}, \zeta_{0}, t_{0}\right)$. Again $\mathfrak{w}(u, \zeta, t)=T(t) \mathfrak{w}(u, \zeta, t)$ is satisfied.

Remark 4.2 As in lemma 3.4 the decoupling procedure discussed above leads to the implicit DAE

$$
\begin{align*}
u^{\prime} & =\mathbb{C}\left(u, \mathfrak{w}\left(u, v^{\prime}, t\right), t\right)  \tag{28a}\\
v & =: f\left(u, v^{\prime}, t\right)  \tag{28b}\\
& =: g(u, t)
\end{align*}
$$

It was remarked earlier that (28) has (differentiation) index 1. This follows from the fact that $\mathrm{M}(u, \zeta, t)=I-f_{v^{\prime}}^{\prime}(u, \zeta, t) g_{u}^{\prime}(u, t)$ with

$$
\begin{aligned}
\mathrm{M}\left(u_{0}, \zeta_{0}, t_{0}\right) & =I-\left(\mathbb{F}_{w}^{\prime}{ }^{\mathbb{W}_{\zeta}^{\prime} \stackrel{\mathbb{v}}{u}_{\prime}^{u}}\right)\left(u_{0}, \zeta_{0}, t_{0}\right) \\
& =I+\left(D \bar{P}_{1} \bar{G}_{2}^{-1} \bar{B} T\right)\left(t_{0}\right)\left(T \bar{G}_{2}^{-1} A\right)\left(t_{0}\right)\left(D \bar{Q}_{1} D^{-}\right)\left(t_{0}\right)=I
\end{aligned}
$$

remains nonsingular locally around $\left(u_{0}, \zeta_{0}, t_{0}\right)$.

Remark 4.3 In theorem 3.5 a solution $x_{*}$ was constructed by first solving (28) and then defining $x_{*}(t)=D^{-}(t) u(t)+\mathbb{z}(u(t), t)+\mathbb{w}\left(u(t), v^{\prime}(t), t\right)$ as in (18). $x_{*}$ is indeed a solution since

$$
\begin{array}{rlrl}
\bar{Z} \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =\hat{F}_{1}(u, \mathbb{z}(u, \cdot), \cdot) & & =0, \\
T \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =\hat{F}_{2}\left(u, \mathbb{w}\left(u, v^{\prime}, \cdot\right), v^{\prime}, \cdot\right) & & =0, \\
P_{0} \bar{P}_{1} \bar{G}_{2}^{-1}\left[A\left(D x_{*}\right)^{\prime}+b\left(x_{*}, \cdot\right)\right] & =D^{-}\left(u^{\prime}-\mathbb{F}\left(u, \mathfrak{w}\left(u, v^{\prime}, \cdot\right), \cdot\right)\right) & =0 . \tag{29c}
\end{array}
$$

Here we want to remark that in order to see (29a) recall that $\bar{Z} \bar{G}_{2}^{-1} A D=0$ and $\bar{Z} \bar{G}_{2}^{-1} b(\xi, \cdot)=\bar{Z} \bar{G}_{2}^{-1} b(U \xi, \cdot)$. The latter relation follows from the structural condition $(*)$ as was seen in (21). Also the property (25) is used. Similarly, $\mathfrak{w}(u, \zeta, t)=T(t) \mathfrak{w}(u, \zeta, t)$ and (27b) imply (29b). Finally, (29c) follows from $(28 \mathrm{a}), v(t)=\vee(u(t), t)$ and the definition of $\mathbb{G}$ in (26b).
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[^0]:    *Supported by the DFG research center Matheon - Mathematics for key technologies
    ${ }^{1}$ In particular we have the charge oriented modified nodal analysis (MNA) in mind.

[^1]:    ${ }^{2}$ The special construction of $\mathbb{z}$ ensures that the partial derivative $\nabla_{u}^{\prime}$ always exists. Since $\bar{Z} \bar{G}_{2}^{-1} b$ is smooth, $\phi_{u}(t)=\mathbb{z}(u, t)$ is a $C^{1}$-mapping for every fixed $u$. As $D$ is a $C^{1}$ mapping, too, we have $\phi_{u} \in C_{D}^{1}$. Thus the partial derivative $\nabla_{t}^{\prime}$ exists and is continuous.

[^2]:    ${ }^{3}$ Recall that $\bar{Q}_{1}=\bar{Q}_{1} \bar{G}_{2}^{-1} \bar{B} P_{0}, \bar{B} P_{0}=\bar{B}_{1} \bar{Q}_{1}+\bar{G}_{2} \bar{P}_{1} D^{-}\left(D \bar{P}_{1} D^{-}\right)^{\prime} D \bar{Q}_{1}$ and $\bar{B} Q_{0}=\bar{G}_{2} \bar{P}_{1} Q_{0}$.

