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Summary. In this paper we give a survey on balanced truncation model order reduction for linear time-invariant continuous-time systems in descriptor form. We first give a brief overview of the basis concepts from linear system theory and then present balanced truncation model reduction methods for descriptor systems and discuss their algorithmic aspects. The efficiency of these methods is demonstrated by numerical experiments.

## 1 Introduction

We study model order reduction for linear time-invariant continuous-time systems

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t), \quad x(0)=x_{0} \\
y(t) & =C x(t) \tag{1}
\end{align*}
$$

where $E, A \in \mathbb{R}^{n, n}, B \in \mathbb{R}^{n, m}, C \in \mathbb{R}^{p, n}, x(t) \in \mathbb{R}^{n}$ is the state vector, $u(t) \in \mathbb{R}^{m}$ is the control input, $y(t) \in \mathbb{R}^{p}$ is the output and $x_{0} \in \mathbb{R}^{n}$ is the initial value. The number of state variables $n$ is called the order of system (1). If $I=E$, then (1) is a standard state space system. Otherwise, (1) is a descriptor system or generalized state space system. Such systems arise in a variety of applications including multibody dynamics with constrains, electrical circuit simulation and semidiscretization of partial differential equations, see $[14,16,18,20,39,65]$.

Modeling of complex physical and technical processes such as fluid flow, very large system integrated (VLSI) chip design or mechanical systems simulation, leads to descriptor systems of very large order $n$, while the number $m$ of inputs and the number $p$ of outputs are typically small compared to $n$.

Despite the ever increasing computational speed, simulation, optimization or real time controller design for such large-scale systems is difficult because of storage requirements and expensive computations. In this case model order reduction plays an important role. It consists in approximating the descriptor system (1) by a reduced-order system

$$
\begin{align*}
\widetilde{E} \dot{\tilde{x}}(t) & =\widetilde{A} \widetilde{x}(t)+\widetilde{B} u(t), \quad \widetilde{x}(0)=\widetilde{x}_{0}  \tag{2}\\
\widetilde{y}(t) & =\widetilde{C} \widetilde{x}(t),
\end{align*}
$$

where $\widetilde{E}, \widetilde{A} \in \mathbb{R}^{\ell, \ell}, \widetilde{B} \in \mathbb{R}^{\ell, m}, \widetilde{C} \in \mathbb{R}^{p, \ell}$ and $\ell \ll n$. Note that systems (1) and (2) have the same input $u(t)$. We require for the approximate model (2) to preserve properties of the original system (1) like regularity, stability and passivity. It is also desirable for the approximation error to be small. Moreover, the computation of the reduced-order system should be numerically stable and efficient.

There exist various model reduction approaches for standard state space systems such as balanced truncation [32, 47, 54, 64, 76, 77], moment matching approximation $[6,27,29,30]$, singular perturbation approximation [52] and optimal Hankel norm approximation [32]. Surveys on standard state space system approximation and model reduction can be found in [2, 3, 28].

One of the most popular model reduction techniques for standard state space systems is moment matching approximation considered first in [27, 30]. This approach consists in projecting the dynamical system onto Krylov subspaces computed by Arnoldi or Lanczos process. Krylov subspace methods are attractive for large-scale sparse systems, since only matrix-vector multiplications are required, and they can easily be generalized for descriptor systems, e.g., $[7,29,31,37]$. Drawbacks of this technique are that stability and passivity are not necessarily preserved in the reduced-order system and that there is no global approximation error bound, see[6, 7, 8, 10, 38] for recent contributions on this topic.

Balanced truncation $[47,54,59,64,76,77]$ is another well studied model reduction approach for standard state space systems. The method makes use of the two Lyapunov equations

$$
A \mathcal{P}+\mathcal{P} A^{T}=-B B^{T}, \quad A^{T} \mathcal{Q}+\mathcal{Q} A=-C^{T} C
$$

The solutions $\mathcal{P}$ and $\mathcal{Q}$ of these equations are called the controllability and observability Gramians, respectively. The balanced truncation method consists in transforming the state space system into a balanced form whose controllability and observability Gramians become diagonal and equal, together with a truncation of those states that are both difficult to reach and to observe [54]. An important property of this method is that the asymptotical stability is preserved in the reduced-order system. Moreover, the existence of a priory error bounds [25, 32] allows an adaptive choice of the state space dimension $\ell$ of the reduced model. A disadvantage of balanced truncation is that two matrix Lyapunov equations have to be solved. However, recent results on low rank
approximations to the solutions of Lyapunov equations [4, 36, 50, 56, 58] make the balanced truncation model reduction approach attractive for large-scale systems, see $[48,49,59]$. The extension of balanced truncation model reduction to descriptor systems has only recently been considered in [51, 60, 73, 74].

In this paper we briefly review some basic linear system concepts including fundamental solution matrix, transfer function, realizations, controllability and observability Gramians, Hankel operators as well as Hankel singular values that play a key role in balanced truncation. We also present generalizations of balanced truncation model reduction methods for descriptor systems and discuss their numerical aspects.

Throughout the paper we will denote by $\mathbb{R}^{n, m}$ the spaces of $n \times m$ real matrices. The complex plane is denoted by $\mathbb{C}$, the open left half-plane is denoted by $\mathbb{C}^{-}$, and $i \mathbb{R}$ is the imaginary axis. Furthermore, $\mathbb{R}^{-}=(-\infty, 0)$ and $\mathbb{R}_{0}^{+}=[0, \infty)$. The matrix $A^{T}$ stands for the transpose of $A \in \mathbb{R}^{n, m}$ and $A^{-T}=\left(A^{-1}\right)^{T}$. We will denote by $\operatorname{rank}(A)$ the rank, by $\operatorname{Im}(A)$ the image and by $\operatorname{Ker}(A)$ the null space of a matrix $A$. An identity matrix of order $n$ is denoted by $I_{n}$. We will use $\mathbb{L}_{2}^{m}(\mathbb{I})$ to denote the Hilbert space of vector-valued functions of dimension $m$ whose elements are quadratically integrable on $\mathbb{I}$, where $\mathbb{I} \subseteq \mathbb{R}$ or $\mathbb{I}=\mathrm{i} \mathbb{R}$.

## 2 Descriptor systems

In this section we give a brief overview of linear system concepts and discuss the main differences between standard state space systems and systems in descriptor form.

Consider the continuous-time descriptor system (1). Assume that the pencil $\lambda E-A$ is regular, i.e., $\operatorname{det}(\lambda E-A) \neq 0$ for some $\lambda \in \mathbb{C}$. In this case $\lambda E-A$ can be reduced to the Weierstrass canonical form [68]. There exist nonsingular matrices $W$ and $T$ such that

$$
E=W\left[\begin{array}{cc}
I_{n_{f}} & 0  \tag{3}\\
0 & N
\end{array}\right] T \quad \text { and } \quad A=W\left[\begin{array}{cc}
J & 0 \\
0 & I_{n_{\infty}}
\end{array}\right] T
$$

where $J$ and $N$ are matrices in Jordan canonical form and $N$ is nilpotent with index of nilpotency $\nu$. The numbers $n_{f}$ and $n_{\infty}$ are the dimensions of the deflating subspaces of $\lambda E-A$ corresponding to the finite and infinite eigenvalues, respectively, and $\nu$ is the index of the pencil $\lambda E-A$. The matrices

$$
P_{r}=T^{-1}\left[\begin{array}{cc}
I_{n_{f}} & 0  \tag{4}\\
0 & 0
\end{array}\right] T \quad \text { and } \quad P_{l}=W\left[\begin{array}{cc}
I_{n_{f}} & 0 \\
0 & 0
\end{array}\right] W^{-1}
$$

are the spectral projections onto the right and left deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite eigenvalues.

Using the Weierstrass canonical form (3), we obtain the following Laurent expansion at infinity for the generalized resolvent

$$
\begin{equation*}
(\lambda E-A)^{-1}=\sum_{k=-\infty}^{\infty} F_{k} \lambda^{-k-1} \tag{5}
\end{equation*}
$$

where the coefficients $F_{k}$ have the form

$$
F_{k}=\left\{\begin{array}{l}
T^{-1}\left[\begin{array}{cc}
J^{k} & 0 \\
0 & 0
\end{array}\right] W^{-1},  \tag{6}\\
T^{-1}\left[\begin{array}{cc}
0 & 0 \\
0 & -N^{-k-1}
\end{array}\right] W^{-1}, k=-1,-2, \ldots
\end{array}\right.
$$

Let the matrices

$$
W^{-1} B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] \quad \text { and } \quad C T^{-1}=\left[C_{1}, C_{2}\right]
$$

be partitioned in blocks conformally to $E$ and $A$ in (3). Under the coordinate transformation

$$
\left[\begin{array}{l}
z_{1}(t) \\
z_{2}(t)
\end{array}\right]=T x(t)
$$

system (1) is decoupled in the slow subsystem

$$
\begin{equation*}
\dot{z}_{1}(t)=J z_{1}(t)+B_{1} u(t), \quad z_{1}(0)=z_{1}^{0} \tag{7}
\end{equation*}
$$

and the fast subsystem

$$
\begin{equation*}
N \dot{z}_{2}(t)=z_{2}(t)+B_{2} u(t), \quad z_{2}(0)=z_{2}^{0} \tag{8}
\end{equation*}
$$

with $y(t)=C_{1} z_{1}(t)+C_{2} z_{2}(t)$ and $T x_{0}=\left[\left(z_{1}^{0}\right)^{T},\left(z_{2}^{0}\right)^{T}\right]^{T}$.
Equation (7) has a unique solution for any integrable input $u(t)$ and any given initial value $z_{1}^{0} \in \mathbb{R}^{n_{f}}$, see [46]. This solution has the form

$$
z_{1}(t)=e^{t J} z_{1}^{0}+\int_{0}^{t} e^{(t-\tau) J} B_{1} u(\tau) d \tau
$$

A unique solution of (8) is given by

$$
\begin{equation*}
z_{2}(t)=-\sum_{k=0}^{\nu-1} N^{k} B_{2} u^{(k)}(t) \tag{9}
\end{equation*}
$$

We see from (9) that for the existence of a classical smooth solution $x(t)$, it is necessary that the input function $u(t)$ is sufficiently smooth. Moreover, (9) shows that not for all initial conditions $x(0)=x_{0}$ system (1) is solvable. Unlike standard state space systems, the initial value $x_{0}$ of the descriptor system has
to be consistent, i.e., it must satisfy the condition

$$
\left(I-P_{r}\right) x_{0}=\sum_{k=0}^{\nu-1} F_{-k-1} B u^{(k)}(0),
$$

where $P_{r}$ is the spectral projector as in (4) and the matrices $F_{k}$ are given in (6).

Thus, if the pencil $\lambda E-A$ is regular, $u(t)$ is $\nu$ times continuously differentiable and the initial value $x_{0}$ is consistent, then system (1) has a unique, continuously differentiable solution $x(t)$ given by

$$
x(t)=\mathcal{F}(t) E x_{0}+\int_{0}^{t} \mathcal{F}(t-\tau) B u(\tau) d \tau+\sum_{k=0}^{\nu-1} F_{-k-1} B u^{(k)}(t),
$$

where

$$
\mathcal{F}(t)=T^{-1}\left[\begin{array}{cc}
\mathrm{e}^{t J} & 0  \tag{10}\\
0 & 0
\end{array}\right] W^{-1}
$$

is a fundamental solution matrix of the descriptor system (1).
If the initial condition $x_{0}$ is inconsistent or the input $u(t)$ is not sufficiently smooth, then the solution of the descriptor system (1) may have impulsive modes [19, 20].

### 2.1 The transfer function

Consider the Laplace transform of a function $f(t), t \in \mathbb{R}$, given by

$$
\begin{equation*}
\mathbf{f}(s)=\mathfrak{L}[f(t)]=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{11}
\end{equation*}
$$

where $s$ is a complex variable called frequency. A discussion of the convergence region of the integral (11) in the complex plane and properties of the Laplace transform may be found in [23]. Applying the Laplace transform to (1), we find that

$$
\begin{equation*}
\mathbf{y}(s)=C(s E-A)^{-1} B \mathbf{u}(s)+C(s E-A)^{-1} E x(0) \tag{12}
\end{equation*}
$$

where $\mathbf{u}(s)$ and $\mathbf{y}(s)$ are the Laplace transforms of $u(t)$ and $y(t)$, respectively. The rational matrix-valued function

$$
\mathbf{G}(s)=C(s E-A)^{-1} B
$$

is called the transfer function of the continuous-time descriptor system (1). Equation (12) shows that if $E x(0)=0$, then $\mathbf{G}(s)$ gives the relation between the Laplace transforms of the input $u(t)$ and the output $y(t)$. In other words, $\mathbf{G}(s)$ describes the input-output behavior of system (1) in the frequency domain.

A frequency response of the descriptor system (1) is given by $\mathbf{G}(\mathrm{i} \omega)$, i.e., the values of the transfer function on the imaginary axis. For an input function $u(t)=\mathrm{e}^{\mathrm{i} \omega t} u_{0}$ with $\omega \in \mathbb{R}$ and $u_{0} \in \mathbb{R}^{m}$, we get from (1) that $y(t)=\mathbf{G}(\mathrm{i} \omega) \mathrm{e}^{\mathrm{i} \omega t} u_{0}$. Thus, the frequency response $\mathbf{G}(\mathrm{i} \omega)$ gives a transfer relation from the periodic input $u(t)=\mathrm{e}^{\mathrm{i} \omega t} u_{0}$ into the output $y(t)$.

Definition 2.1. The transfer function $\mathbf{G}(s)$ is called proper if $\lim _{s \rightarrow \infty} \mathbf{G}(s)<\infty$, and improper otherwise. If $\lim _{s \rightarrow \infty} \mathbf{G}(s)=0$, then $\mathbf{G}(s)$ is called strictly proper.

Using the generalized resolvent equation (5), the transfer function $\mathbf{G}(s)$ can be expanded into a Laurent series at $s=\infty$ as

$$
\mathbf{G}(s)=\sum_{k=-\infty}^{\infty} C F_{k-1} B s^{-k}
$$

where $C F_{k-1} B$ are the Markov parameters of system (1). Note that $C F_{k-1} B=0$ for $k \leq-\nu$, where $\nu$ is the index of the pencil $\lambda E-A$. One can see that the transfer function $\mathbf{G}(s)$ is additively decomposed as $\mathbf{G}(s)=\mathbf{G}_{s p}(s)+\mathbf{P}(s)$, where

$$
\begin{equation*}
\mathbf{G}_{s p}(s)=\sum_{k=1}^{\infty} C F_{k-1} B s^{-k} \quad \text { and } \quad \mathbf{P}(s)=\sum_{k=-\nu+1}^{0} C F_{k-1} B s^{-k} \tag{13}
\end{equation*}
$$

are, respectively, the strictly proper part and the polynomial part of $\mathbf{G}(s)$. The transfer function $\mathbf{G}(s)$ is strictly proper if and only if $C F_{k-1} B=0$ for $k \leq 0$. Moreover, $\mathbf{G}(s)$ is proper if and only if $C F_{k-1} B=0$ for $k<0$. Obviously, if the pencil $\lambda E-A$ is of index at most one, then $\mathbf{G}(s)$ is proper.

Let $\mathbb{H}_{\infty}$ be a space of all proper rational transfer functions that are analytic and bounded in the closed right half-plane. The $\mathbb{H}_{\infty}$-norm of $\mathbf{G}(s) \in \mathbb{H}_{\infty}$ is defined via

$$
\|\mathbf{G}\|_{\mathbb{H}_{\infty}}=\sup _{\mathbf{u} \neq 0} \frac{\|\mathbf{G} \mathbf{u}\|_{\mathbb{L}_{2}^{p}(\mathrm{i} \mathbb{R})}}{\|\mathbf{u}\|_{\mathbb{L}_{2}^{m}(\mathrm{iR})}}=\sup _{\omega \in \mathbb{R}}\|\mathbf{G}(i \omega)\|_{2}
$$

where $\|\cdot\|_{2}$ denotes the spectral matrix norm. By the Parseval identity [61] we have $\|\mathbf{G}\|_{\mathbb{H}_{\infty}}=\sup _{u \neq 0}\|y\|_{\mathbb{L}_{2}^{p}(\mathbb{R})} /\|u\|_{\mathbb{L}_{2}^{m}(\mathbb{R})}$, i.e., the $\mathbb{H}_{\infty}$-norm of $\mathbf{G}(s)$ gives the ratio of the output energy to the input energy of the descriptor system (1).

### 2.2 Controllability and observability

In contrast to standard state space systems, for descriptor systems, there are several different notions of controllability and observability, see [17, 19, 20, 81] and the references therein. We consider here only completely controllability and observability.

Definition 2.2. The descriptor system (1) is called completely controllable (C-controllable) if $\operatorname{rank}[\alpha E-\beta A, B]=n$ for all $(\alpha, \beta) \in(\mathbb{C} \times \mathbb{C}) \backslash\{(0,0)\}$.

C-controllability implies that for any given initial state $x_{0} \in \mathbb{R}^{n}$ and final state $x_{f} \in \mathbb{R}^{n}$, there exists a control input $u(t)$ that transfers the system from $x_{0}$ to $x_{f}$ in finite time. This notion follows $[17,81]$ and is consistent with the definition of controllability given in [20].

Observability is a dual property of controllability.
Definition 2.3. The descriptor system (1) is called completely observable (C-observable) if $\operatorname{rank}\left[\alpha E^{T}-\beta A^{T}, C^{T}\right]=n$ for all $(\alpha, \beta) \in(\mathbb{C} \times \mathbb{C}) \backslash\{(0,0)\}$.

C-observability implies that if the output is zero for all solutions of the descriptor system (1) with a zero input, then this system has only the trivial solution.

The following theorem gives equivalent conditions for system (1) to be C-controllable and C-observable.

Theorem 2.4. [81] Consider a descriptor system (1), where $\lambda E-A$ is regular.

1. System (1) is C-controllable if and only if $\operatorname{rank}[\lambda E-A, B]=n$ for all finite $\lambda \in \mathbb{C}$ and $\operatorname{rank}[E, B]=n$.
2. System (1) is C-observable if and only if $\operatorname{rank}\left[\lambda E^{T}-A^{T}, C^{T}\right]=n$ for all finite $\lambda \in \mathbb{C}$ and $\operatorname{rank}\left[E^{T}, C^{T}\right]=n$.
Other equivalent algebraic and geometric characterizations of controllability and observability for descriptor systems can be found in [19, 20, 81].

### 2.3 Stability

In this subsection we present some results from [20, 71] on stability for the descriptor system (1).
Definition 2.5. The descriptor system (1) is called asymptotically stable if $\lim _{t \rightarrow \infty} x(t)=0$ for all solutions $x(t)$ of the homogeneous system $E \dot{x}(t)=A x(t)$.

The following theorem collects equivalent conditions for system (1) to be asymptotically stable.

Theorem 2.6. $[20,71]$ Consider a descriptor system (1) with a regular pencil $\lambda E-A$. The following statements are equivalent.

1. System (1) is asymptotically stable.
2. All finite eigenvalues of the pencil $\lambda E-A$ lie in the open left half-plane.
3. The projected generalized continuous-time Lyapunov equation

$$
E^{T} X A+A^{T} X E=-P_{r}^{T} Q P_{r}, \quad X=P_{l}^{T} X P_{l}
$$

has a unique Hermitian, positive semidefinite solution $X$ for every Hermitian, positive definite matrix $Q$.
In the sequel, the pencil $\lambda E-A$ will be called $c$-stable if it is regular and all the finite eigenvalues of $\lambda E-A$ have negative real part. Note that the infinite eigenvalues of $\lambda E-A$ do not affect the behavior of the homogeneous system at infinity.

### 2.4 Gramians and Hankel singular values

Assume that the pencil $\lambda E-A$ is c-stable. Then the integrals

$$
\mathcal{G}_{p c}=\int_{0}^{\infty} \mathcal{F}(t) B B^{T} \mathcal{F}^{T}(t) d t \quad \text { and } \quad \mathcal{G}_{p o}=\int_{0}^{\infty} \mathcal{F}^{T}(t) C^{T} C \mathcal{F}(t) d t
$$

exist, where $\mathcal{F}(t)$ is as in (10). The matrix $\mathcal{G}_{p c}$ is called the proper controllability Gramian and the matrix $\mathcal{G}_{p o}$ is called the proper observability Gramian of the continuous-time descriptor system (1), see [12, 69]. The improper controllability Gramian and the improper observability Gramian of system (1) are defined by

$$
\mathcal{G}_{i c}=\sum_{k=-\nu}^{-1} F_{k} B B^{T} F_{k}^{T} \quad \text { and } \quad \mathcal{G}_{i o}=\sum_{k=-\nu}^{-1} F_{k}^{T} C^{T} C F_{k}
$$

respectively. Here the matrices $F_{k}$ are as in (6). If $E=I$, then $\mathcal{G}_{p c}$ and $\mathcal{G}_{p o}$ are the usual controllability and observability Gramians for standard state space systems [32]. Using the Parseval identity [61], the Gramians can be rewritten in frequency domain as

$$
\begin{aligned}
\mathcal{G}_{p c} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty}(\mathrm{i} \omega E-A)^{-1} P_{l} B B^{T} P_{l}^{T}(-\mathrm{i} \omega E-A)^{-T} d t \\
\mathcal{G}_{p o} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty}(-\mathrm{i} \omega E-A)^{-T} P_{r}^{T} C^{T} C P_{r}(\mathrm{i} \omega E-A)^{-1} d t \\
\mathcal{G}_{i c} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(e^{\mathrm{i} \omega} E-A\right)^{-1}\left(I-P_{l}\right) B B^{T}\left(I-P_{l}\right)^{T}\left(e^{-\mathrm{i} \omega} E-A\right)^{-T} d t \\
\mathcal{G}_{i o} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(e^{-\mathrm{i} \omega} E-A\right)^{-T}\left(I-P_{r}\right)^{T} C^{T} C\left(I-P_{r}\right)\left(e^{\mathrm{i} \omega} E-A\right)^{-1} d t
\end{aligned}
$$

It has been proven in [69] that the proper controllability and observability Gramians are the unique symmetric, positive semidefinite solutions of the projected generalized continuous-time Lyapunov equations

$$
\begin{array}{ll}
E \mathcal{G}_{p c} A^{T}+A \mathcal{G}_{p c} E^{T}=-P_{l} B B^{T} P_{l}^{T}, & \mathcal{G}_{p c}=P_{r} \mathcal{G}_{p c} P_{r}^{T}, \\
E^{T} \mathcal{G}_{p o} A+A^{T} \mathcal{G}_{p o} E=-P_{r}^{T} C^{T} C P_{r}, & \mathcal{G}_{p o}=P_{l}^{T} \mathcal{G}_{p o} P_{l} . \tag{15}
\end{array}
$$

Furthermore, the improper controllability and observability Gramians are the unique symmetric, positive semidefinite solutions of the projected generalized discrete-time Lyapunov equations

$$
\begin{array}{ll}
A \mathcal{G}_{i c} A^{T}-E \mathcal{G}_{i c} E^{T}=\left(I-P_{l}\right) B B^{T}\left(I-P_{l}\right)^{T}, & P_{r} \mathcal{G}_{i c} P_{r}^{T}=0, \\
A^{T} \mathcal{G}_{i o} A-E^{T} \mathcal{G}_{i o} E=\left(I-P_{r}\right)^{T} C^{T} C\left(I-P_{r}\right), & P_{l}^{T} \mathcal{G}_{i o} P_{l}=0 . \tag{17}
\end{array}
$$

Similarly to standard state space systems [32], the controllability and observability Gramians can be used to define Hankel singular values for the
descriptor system (1) that are of great importance in model reduction via balanced truncation.

Consider the matrices $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$ and $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A$. These matrices play the same role for descriptor systems as the product of the controllability and observability Gramians for standard state space systems [32, 82]. It has been shown in [74] that all the eigenvalues of $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$ and $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A$ are real and non-negative. The square roots of the largest $n_{f}$ eigenvalues of the matrix $\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E$, denoted by $\varsigma_{j}$, are called the proper Hankel singular values of the continuous-time descriptor system (1). The square roots of the largest $n_{\infty}$ eigenvalues of the matrix $\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A$, denoted by $\theta_{j}$, are called the $i m$ proper Hankel singular values of system (1). Recall that $n_{f}$ and $n_{\infty}$ are the dimensions of the deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite and infinite eigenvalues, respectively.

We will assume that the proper and improper Hankel singular values are ordered decreasingly, i.e., $\varsigma_{1} \geq \varsigma_{2} \geq \ldots \geq \varsigma_{n_{f}} \geq 0$ and $\theta_{1} \geq \theta_{2} \geq \ldots \geq \theta_{n_{\infty}} \geq 0$. For $E=I$, the proper Hankel singular values are the classical Hankel singular values of standard state space systems $[32,54]$.

Since the proper and improper controllability and observability Gramians are symmetric and positive semidefinite, there exist Cholesky factorizations

$$
\begin{array}{ll}
\mathcal{G}_{p c}=R_{p} R_{p}^{T}, & \mathcal{G}_{p o}=L_{p}^{T} L_{p}, \\
\mathcal{G}_{i c}=R_{i} R_{i}^{T}, & \mathcal{G}_{i o}=L_{i}^{T} L_{i}, \tag{18}
\end{array}
$$

where the matrices $R_{p}, L_{p}^{T}, R_{i}, L_{i}^{T} \in \mathbb{R}^{n, n}$ are upper triangular Cholesky factors [33] of the Gramians. In this case the proper Hankel singular values of system (1) can be computed as the $n_{f}$ largest singular values of the matrix $L_{p} E R_{p}$, and the improper Hankel singular values of (1) are the $n_{\infty}$ largest singular values of the matrix $L_{i} A R_{i}$, see [74].

For the descriptor system (1), we consider a proper Hankel operator $\mathcal{H}_{p}$ that transforms the past inputs $u_{-}(t)\left(u_{-}(t)=0\right.$ for $\left.t \geq 0\right)$ into the present and future outputs $y_{+}(t)\left(y_{+}(t)=0\right.$ for $\left.t<0\right)$ through the state $x(0) \in \operatorname{Im}\left(P_{r}\right)$, see [72]. This operator is defined via

$$
\begin{equation*}
y_{+}(t)=\left(\mathcal{H}_{p} u_{-}\right)(t)=\int_{-\infty}^{0} G_{s p}(t-\tau) u_{-}(\tau) d \tau, \quad t \geq 0 \tag{19}
\end{equation*}
$$

where $G_{s p}(t)=C \mathcal{F}(t) B, t \geq 0$. If the pencil $\lambda E-A$ is c-stable, then $\mathcal{H}_{p}$ acts from $\mathbb{L}_{2}^{m}\left(\mathbb{R}^{-}\right)$into $\mathbb{L}_{2}^{p}\left(\mathbb{R}_{0}^{+}\right)$. In this case one can show that $\mathcal{H}_{p}$ is a HilbertSchmidt operator and its non-zero singular values coincide with the non-zero proper Hankel singular values of system (1).

Unfortunately, we do not know a physically meaningful improper Hankel operator. We can only show that the non-zero improper Hankel singular values
of system (1) are the non-zero singular values of the improper Hankel matrix

$$
\mathcal{H}_{i}=\left[\begin{array}{cccc}
C F_{-1} B & C F_{-2} B & \cdots & C F_{-\nu} B \\
C F_{-2} B & & . \cdot & 0 \\
\vdots & . \cdot & . \cdot & \vdots \\
C F_{-\nu} B & 0 & \cdots & 0
\end{array}\right]
$$

with the Markov parameters $C F_{k-1} B$, see [72].

### 2.5 Realizations

For any rational matrix-valued function $\mathbf{G}(s)$, there exist matrices $E, A, B$ and $C$ such that $\mathbf{G}(s)=C(s E-A)^{-1} B$, see [20]. A descriptor system (1) with these matrices is called a realization of $\mathbf{G}(s)$. We will also denote a realization of $\mathbf{G}(s)$ by $\mathbf{G}=[E, A, B, C]$ or by

$$
\mathbf{G}=\left[\begin{array}{c|c}
s E-A & B \\
\hline C &
\end{array}\right] .
$$

Note that the realization of $\mathbf{G}(s)$ is, in general, not unique [20]. Among different realizations of $\mathbf{G}(s)$ we are interested only in particular realizations that are useful for reduced-order modeling.

Definition 2.7. A realization $[E, A, B, C]$ of the transfer function $\mathbf{G}(s)$ is called minimal if the dimension of the matrices $E$ and $A$ is as small as possible.

The following theorem gives necessary and sufficient conditions for a realization of $\mathbf{G}(s)$ to be minimal.

Theorem 2.8. [20, 74] Consider a descriptor system (1), where the pencil $\lambda E-A$ is c-stable. The following statements are equivalent:

1. The realization $[E, A, B, C]$ is minimal.
2. The descriptor system (1) is $C$-controllable and $C$-observable.
3. The rank conditions $\operatorname{rank}\left(\mathcal{G}_{p c}\right)=\operatorname{rank}\left(\mathcal{G}_{p o}\right)=\operatorname{rank}\left(\mathcal{G}_{p c} E^{T} \mathcal{G}_{p o} E\right)=n_{f}$ and $\operatorname{rank}\left(\mathcal{G}_{i c}\right)=\operatorname{rank}\left(\mathcal{G}_{i o}\right)=\operatorname{rank}\left(\mathcal{G}_{i c} A^{T} \mathcal{G}_{\text {io }} A\right)=n_{\infty}$ hold.
4. The proper and improper Hankel singular values of (1) are positive.
5. The rank conditions $\operatorname{rank}\left(\mathcal{H}_{p}\right)=n_{f}$ and $\operatorname{rank}\left(\mathcal{H}_{i}\right)=n_{\infty}$ hold.

Remark 2.9. So far we have considered only descriptor systems without a feedthrough term, i.e., $D=0$ in the output equation $y(t)=C x(t)+D u(t)$. However, if we allow for the matrix $D$ to be non-zero, then the condition for the realization of the transfer function $\mathbf{G}(s)=C(s E-A)^{-1} B+D$ to be minimal should be reformulated as follows: the realization $[E, A, B, C, D]$ is minimal if and only if the descriptor system is C-controllable and C-observable, and $A \operatorname{Ker}(E) \subseteq \operatorname{Im}(E)$, see $[66,79]$. The latter condition implies that the nilpotent matrix $N$ in the Weierstrass canonical form (3) does not have any $1 \times 1$ Jordan blocks.

Definition 2.10. A realization $[E, A, B, C]$ of the transfer function $\mathbf{G}(s)$ is called balanced if

$$
\mathcal{G}_{p c}=\mathcal{G}_{p o}=\left[\begin{array}{ll}
\Sigma & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad \mathcal{G}_{i c}=\mathcal{G}_{i o}=\left[\begin{array}{ll}
0 & 0 \\
0 & \Theta
\end{array}\right],
$$

where $\Sigma=\operatorname{diag}\left(\varsigma_{1}, \ldots, \varsigma_{n_{f}}\right)$ and $\Theta=\operatorname{diag}\left(\theta_{1}, \ldots, \theta_{n_{\infty}}\right)$.
For a minimal realization $[E, A, B, C]$ with a c-stable pencil $\lambda E-A$, it is possible to find nonsingular transformation matrices $W_{b}$ and $T_{b}$ such that the transformed realization [ $W_{b}^{T} E T_{b}, W_{b}^{T} A T_{b}, W_{b}^{T} B, C T_{b}$ ] is balanced, see [73]. These matrices are given by

$$
\begin{align*}
& W_{b}=\left[\begin{array}{ll}
L_{p}^{T} U_{p} \Sigma^{-1 / 2}, & L_{i}^{T} U_{i} \Theta^{-1 / 2}
\end{array}\right] \\
& T_{b}=\left[\begin{array}{ll}
R_{p} V_{p} \Sigma^{-1 / 2}, & R_{i} V_{i} \Theta^{-1 / 2}
\end{array}\right] \tag{20}
\end{align*}
$$

Observe, however, as for standard state space systems [32,54], the balancing transformation for descriptor systems is not unique. It should also be noted that for the matrices $W_{b}$ and $T_{b}$ as in (20), we have

$$
E_{b}=W_{b}^{T} E T_{b}=\left[\begin{array}{cc}
I_{n_{f}} & 0  \tag{21}\\
0 & E_{2}
\end{array}\right], \quad A_{b}=W_{b}^{T} A T_{b}=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & I_{n_{\infty}}
\end{array}\right]
$$

where the matrix $E_{2}=\Theta^{-1 / 2} U_{i}^{T} L_{i} E R_{i} V_{i} \Theta^{-1 / 2}$ is nilpotent and the matrix $A_{1}=\Sigma^{-1 / 2} U_{p}^{T} L_{p} A R_{p} V_{p} \Sigma^{-1 / 2}$ is nonsingular. Thus, the pencil $\lambda E_{b}-A_{b}$ of a balanced descriptor system is in a form that resembles the Weierstrass canonical form.

## 3 Balanced truncation

In this section we present a generalization of balanced truncation model reduction for descriptor systems.

Note that computing the balanced realization may be an ill-conditioned problem if the descriptor system (1) has small proper or improper Hankel singular values. Moreover, if system (1) is not minimal, then it has states that are uncontrollable or/and unobservable. These states correspond to the zero proper and improper Hankel singular values and can be truncated without changing the input-output relation in the system. Note that the number of non-zero improper Hankel singular values of (1) is equal to $\operatorname{rank}\left(\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A\right)$ which can in turn be estimated by

$$
\operatorname{rank}\left(\mathcal{G}_{i c} A^{T} \mathcal{G}_{i o} A\right) \leq \min \left(\nu m, \nu p, n_{\infty}\right)
$$

where $\nu$ is the index of the pencil $\lambda E-A$, $m$ is the number of inputs, $p$ is the number of outputs and $n_{\infty}$ is the dimension of the deflating subspace of
$\lambda E-A$ corresponding to the infinite eigenvalues. This estimate shows that if the number of inputs or outputs multiplied by the index $\nu$ is much smaller than the dimension $n_{\infty}$, then the order of system (1) can be reduced significantly.

Furthermore, we have the following theorem that gives an energy interpretation of the proper controllability and observability Gramians.

Theorem 3.1. [74] Consider a descriptor system (1) that is asymptotically stable and $C$-controllable. Let $\mathcal{G}_{p c}$ and $\mathcal{G}_{p o}$ be the proper controllability and observability Gramians of (1). If $x_{0} \in \operatorname{Im}\left(P_{r}\right)$ and $u(t)=0$ for $t \geq 0$, then

$$
\mathbf{E}_{y}:=\int_{0}^{\infty} y^{T}(t) y(t) d t=x_{0}^{T} E^{T} \mathcal{G}_{p o} E x_{0}
$$

Moreover, for $u_{\min }(t)=B^{T} \mathcal{F}^{T}(-t) \mathcal{G}_{p c}^{-} x_{0}$, we have

$$
\mathbf{E}_{u_{\min }}:=\min _{u \in \mathbb{L}_{2}^{m}\left(\mathbb{R}^{-}\right)} \int_{-\infty}^{0} u^{T}(t) u(t) d t=x_{0}^{T} \mathcal{G}_{p c}^{-} x_{0}
$$

where the matrix $\mathcal{G}_{p c}^{-}$is a solution of the three matrix equations

$$
\mathcal{G}_{p c} \mathcal{G}_{p c}^{-} \mathcal{G}_{p c}=\mathcal{G}_{p c}, \quad \mathcal{G}_{p c}^{-} \mathcal{G}_{p c} \mathcal{G}_{p c}^{-}=\mathcal{G}_{p c}^{-}, \quad\left(\mathcal{G}_{p c}^{-}\right)^{T}=\mathcal{G}_{p c}^{-}
$$

Theorem 3.1 implies that a large past input energy $\mathbf{E}_{u}=\|u\|_{\mathbb{L}_{2}^{m}\left(\mathbb{R}^{-}\right)}^{2}$ is required to reach from $x(-\infty)=0$ the state $x(0)=P_{r} x_{0}$ which lies in an invariant subspace of the proper controllability Gramian $\mathcal{G}_{p c}$ corresponding to its small non-zero eigenvalues. Moreover, if $x_{0}$ is contained in an invariant subspace of the matrix $E^{T} \mathcal{G}_{p o} E$ corresponding to its small non-zero eigenvalues, then the initial state $x(0)=x_{0}$ has a small effect on the future output energy $\mathbf{E}_{y}=\|y\|_{\mathbb{L}_{2}^{p}\left(\mathbb{R}_{0}^{+}\right)}^{2}$. For the balanced system, we have

$$
\mathcal{G}_{p c}=E^{T} \mathcal{G}_{p o} E=\left[\begin{array}{ll}
\Sigma & 0 \\
0 & 0
\end{array}\right]
$$

In this case the states related to the small proper Hankel singular values are difficult to reach and to observe at the same time. The truncation of these states essentially does not change system properties .

Unfortunately, this does not hold for the improper Hankel singular values. If we truncate the states that correspond to the small non-zero improper Hankel singular values, then the pencil of the reduced-order system may get finite eigenvalues in the closed right half-plane, see [51]. In this case the approximation may be inaccurate.

Remark 3.2. The equations associated to the improper Hankel singular values describe constraints of the system, i.e., they define a manifold in which the solution dynamics takes place. For this reason, a truncation of these equations corresponds to ignoring constrains and, hence, physically meaningless results may be expected.

Note that in fact we do not need to transform the descriptor system into a balanced form explicitly. It is sufficient to determine the subspaces associated with dominant proper and non-zero improper Hankel singular values and project the descriptor system on these subspaces. To compute a reduced-order system we can use the following algorithm which is a generalization of the square root balanced truncation method $[47,76]$ for the descriptor system (1).

Algorithm 3.1. Generalized Square Root (GSR) method.
Input: A realization $\mathbf{G}=[E, A, B, C]$ such that $\lambda E-A$ is c-stable.
Output: A reduced-order system $\widetilde{\mathbf{G}}=[\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C}]$.

1. Compute the Cholesky factors $R_{p}$ and $L_{p}$ of the proper Gramians $\mathcal{G}_{p c}=R_{p} R_{p}^{T}$ and $\mathcal{G}_{p o}=L_{p}^{T} L_{p}$ that satisfy (14) and (15), respectively.
2. Compute the Cholesky factors $R_{i}$ and $L_{i}$ of the improper Gramians $\mathcal{G}_{i c}=R_{i} R_{i}^{T}$ and $\mathcal{G}_{i o}=L_{i}^{T} L_{i}$ that satisfy (16) and (17), respectively.
3. Compute the skinny singular value decomposition

$$
L_{p} E R_{p}=\left[U_{1}, U_{2}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0  \tag{22}\\
0 & \Sigma_{2}
\end{array}\right]\left[V_{1}, V_{2}\right]^{T}
$$

where the matrices $\left[U_{1}, U_{2}\right]$ and [ $V_{1}, V_{2}$ ] have orthonormal columns, $\Sigma_{1}=\operatorname{diag}\left(\varsigma_{1}, \ldots, \varsigma_{\ell_{f}}\right), \Sigma_{2}=\operatorname{diag}\left(\varsigma_{\ell_{f}+1}, \ldots, \varsigma_{r_{p}}\right)$ with $r_{p}=\operatorname{rank}\left(L_{p} E R_{p}\right)$.
4. Compute the skinny singular value decomposition

$$
\begin{equation*}
L_{i} A R_{i}=U_{3} \Theta_{3} V_{3}^{T} \tag{23}
\end{equation*}
$$

where $U_{3}$ and $V_{3}$ have orthonormal columns, $\Theta_{3}=\operatorname{diag}\left(\theta_{1}, \ldots, \theta_{\ell_{\infty}}\right)$ with $\ell_{\infty}=\operatorname{rank}\left(L_{i} A R_{i}\right)$.
5 . Compute the projection matrices

$$
W_{\ell}=\left[L_{p}^{T} U_{1} \Sigma_{1}^{-1 / 2}, \quad L_{i}^{T} U_{3} \Theta_{3}^{-1 / 2}\right], \quad T_{\ell}=\left[R_{p} V_{1} \Sigma_{1}^{-1 / 2}, \quad R_{i} V_{3} \Theta_{3}^{-1 / 2}\right]
$$

6. Compute the reduced-order system

$$
[\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C}]=\left[W_{\ell}^{T} E T_{\ell}, W_{\ell}^{T} A T_{\ell}, W_{\ell}^{T} B, C T_{\ell}\right]
$$

This method has to be used with care, since if the original system (1) is highly unbalanced or if the angle between the deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite and infinite eigenvalues is small, then the projection matrices $W_{\ell}$ and $T_{\ell}$ will be ill-conditioned. To avoid accuracy loss in the reduced-order model, a square root balancing free method has been proposed in [77] for standard state space systems. This method can be generalized for descriptor systems as follows.

Algorithm 3.2.Generalized Square Root Balancing Free (GSRBF) method.
Input: A realization $\mathbf{G}=[E, A, B, C]$ such that $\lambda E-A$ is c-stable.
Output: A reduced-order system $\widehat{\mathbf{G}}=[\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C}]$.

1. Compute the Cholesky factors $R_{p}$ and $L_{p}$ of the proper Gramians $\mathcal{G}_{p c}=R_{p} R_{p}^{T}$ and $\mathcal{G}_{p o}=L_{p}^{T} L_{p}$ that satisfy (14) and (15), respectively.
2. Compute the Cholesky factors $R_{i}$ and $L_{i}$ of the improper Gramians $\mathcal{G}_{i c}=R_{i} R_{i}^{T}$ and $\mathcal{G}_{i o}=L_{i}^{T} L_{i}$ that satisfy (16) and (17), respectively.
3 . Compute the skinny singular value decompositions (22).
3. Compute the skinny singular value decomposition (23).
4. Compute the skinny QR decompositions

$$
\left[R_{p} V_{1}, R_{i} V_{3}\right]=Q_{R} R_{0}, \quad\left[L_{p}^{T} U_{1}, L_{i}^{T} U_{3}\right]=Q_{L} L_{0}
$$

where $Q_{R}, Q_{L} \in \mathbb{R}^{n, \ell}$ have orthonormal columns and $R_{0}, L_{0} \in \mathbb{R}^{\ell, \ell}$ are nonsingular.
6. Compute the reduced-order system

$$
[\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C}]=\left[Q_{L}^{T} E Q_{R}, Q_{L}^{T} A Q_{R}, Q_{L}^{T} B, C Q_{R}\right]
$$

The GSR and GSRBF methods are mathematically equivalent in the sense that in exact arithmetic they return reduced systems with the same transfer function. However, since the projection matrices $Q_{L}$ and $Q_{R}$ computed by the GSRBF method have orthonormal columns, they may be significantly less sensitive to perturbations than the projection matrices $W_{\ell}$ and $T_{\ell}$ computed by the GSR method. It should also be noted that the realization $[\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C}]$ is, in general, not balanced and the pencil $\lambda \widehat{E}-\widehat{A}$ is not in the block diagonal form (21).

### 3.1 Stability and approximation error

Computing the reduced-order descriptor system via balanced truncation can be interpreted as transforming at first the asymptotically stable descriptor system (1) to the block diagonal form

$$
\left[\begin{array}{c|cc|c}
\check{W}(s E-A) \check{T} & \check{W} B \\
\hline C \check{T} &
\end{array}\right]=\left[\begin{array}{cc}
s E_{f}-A_{f} & 0 \\
0 & s E_{\infty}-A_{\infty} \\
B_{\infty} \\
\hline C_{f} & C_{\infty}
\end{array}\right]
$$

where $\check{W}$ and $\check{T}$ are nonsingular, the pencil $\lambda E_{f}-A_{f}$ has the finite eigenvalues only, all eigenvalues of $\lambda E_{\infty}-A_{\infty}$ are infinite, and then reducing the order of the subsystems $\left[E_{f}, A_{f}, B_{f}, C_{f}\right.$ ] and [ $E_{\infty}, A_{\infty}, B_{\infty}, C_{\infty}$ ] separately. Clearly, the reduced-order system (2) is asymptotically stable and minimal.

The described decoupling of system matrices is equivalent to the additive decomposition of the transfer function as $\mathbf{G}(s)=\mathbf{G}_{s p}(s)+\mathbf{P}(s)$, where

$$
\mathbf{G}_{s p}(s)=C_{f}\left(s E_{f}-A_{f}\right)^{-1} B_{f} \quad \text { and } \quad \mathbf{P}(s)=C_{\infty}\left(s E_{\infty}-A_{\infty}\right)^{-1} B_{\infty}
$$

are the strictly proper part and the polynomial part of $\mathbf{G}(s)$. The reducedorder system (2) has the transfer function $\widetilde{\mathbf{G}}(s)=\widetilde{\mathbf{G}}_{s p}(s)+\widetilde{\mathbf{P}}(s)$, where

$$
\widetilde{\mathbf{G}}_{s p}(s)=\widetilde{C}_{f}\left(s \widetilde{E}_{f}-\widetilde{A}_{f}\right)^{-1} \widetilde{B}_{f} \quad \text { and } \quad \widetilde{\mathbf{P}}(s)=\widetilde{C}_{\infty}\left(s \widetilde{E}_{\infty}-\widetilde{A}_{\infty}\right)^{-1} \widetilde{B}_{\infty}
$$

are the transfer functions of the reduced-order subsystems. For the subsystem $\mathbf{G}_{s p}=\left[E_{f}, A_{f}, B_{f}, C_{f}\right]$ with nonsingular $E_{f}$, we have the following upper bound on the $\mathbb{H}_{\infty}$-norm of the absolute error

$$
\left\|\mathbf{G}_{s p}-\widetilde{\mathbf{G}}_{s p}\right\|_{\mathbb{H}_{\infty}}=\sup _{\omega \in \mathbb{R}}\left\|\mathbf{G}_{s p}(i \omega)-\widetilde{\mathbf{G}}_{s p}(\mathrm{i} \omega)\right\|_{2} \leq 2\left(\varsigma_{\ell_{f}+1}+\ldots+\varsigma_{n_{f}}\right)
$$

that can be derived similarly as in $[25,32]$ for the standard state space case.
Reducing the order of the subsystem $\mathbf{P}=\left[E_{\infty}, A_{\infty}, B_{\infty}, C_{\infty}\right]$ is equivalent to the balanced model reduction of the discrete-time system

$$
\begin{aligned}
A_{\infty} \xi_{k+1} & =E_{\infty} \xi_{k}+B_{\infty} \eta_{k} \\
w_{k} & =C_{\infty} \xi_{k}
\end{aligned}
$$

with a nonsingular matrix $A_{\infty}$. The Hankel singular values of this system are just the improper Hankel singular values of (1). Since we truncate only the states corresponding to the zero improper Hankel singular values, the equality $\mathbf{P}(s)=\widetilde{\mathbf{P}}(s)$ holds and the index of the reduced-order system is equal to $\operatorname{deg}(\mathbf{P})+1$, where $\operatorname{deg}(\mathbf{P})$ denotes the degree of the polynomial $\mathbf{P}(s)$, or, equivalently, the multiplicity of the pole at infinity of the transfer function $\mathbf{G}(s)$. In this case the error system $\mathbf{G}(s)-\widetilde{\mathbf{G}}(s)=\mathbf{G}_{s p}(s)-\widetilde{\mathbf{G}}_{s p}(s)$ is strictly proper, and we have the following $\mathbb{H}_{\infty}$-norm error bound

$$
\|\mathbf{G}(s)-\widetilde{\mathbf{G}}(s)\|_{\mathbb{H}_{\infty}} \leq 2\left(\varsigma_{\ell_{f}+1}+\ldots+\varsigma_{n_{f}}\right)
$$

Existence of this error bound is an important property of the balanced truncation model reduction approach for descriptor systems. It makes this approach preferable compared, for instance, to moment matching techniques as in [27, 29, 31, 37].

### 3.2 Numerical aspects

To reduce the order of the descriptor system (1) we have to compute the Cholesky factors of the proper and improper controllability and observability Gramians that satisfy the projected generalized Lyapunov equations (14), (15), (16) and (17). These factors can be determined using the generalized Schur-Hammarling method [69, 70] without computing the solutions of Lyapunov equations explicitly. Combining this method with the GSR method we obtain the following algorithm for computing the reduced-order descriptor system (2).

Algorithm 3.3. Generalized Schur-Hammarling square root method.
Input: A realization $\mathbf{G}=[E, A, B, C]$ such that $\lambda E-A$ is c-stable.
Output: A reduced-order realization $\widetilde{\mathbf{G}}=[\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C}]$.

1. Compute the generalized Schur form

$$
E=V\left[\begin{array}{cc}
E_{f} & E_{u}  \tag{24}\\
0 & E_{\infty}
\end{array}\right] U^{T} \quad \text { and } \quad A=V\left[\begin{array}{cc}
A_{f} & A_{u} \\
0 & A_{\infty}
\end{array}\right] U^{T},
$$

where $U$ and $V$ are orthogonal, $E_{f}$ is upper triangular nonsingular, $E_{\infty}$ is upper triangular nilpotent, $A_{f}$ is upper quasi-triangular and $A_{\infty}$ is upper triangular nonsingular.
2. Compute the matrices $V^{T} B=\left[\begin{array}{c}B_{u} \\ B_{\infty}\end{array}\right]$ and $C U=\left[\begin{array}{ll}C_{f}, & C_{u}\end{array}\right]$.
3. Solve the system of generalized Sylvester equations

$$
\begin{align*}
& E_{f} Y-Z E_{\infty}=-E_{u} \\
& A_{f} Y-Z A_{\infty}=-A_{u} \tag{25}
\end{align*}
$$

4. Compute the Cholesky factors $R_{f}, L_{f}, R_{\infty}$ and $L_{\infty}$ of the solutions $X_{p c}=R_{f} R_{f}^{T}, X_{p o}=L_{f}^{T} L_{f}, X_{i c}=R_{\infty} R_{\infty}^{T}$ and $X_{i o}=L_{\infty}^{T} L_{\infty}$ of the generalized Lyapunov equations

$$
\begin{align*}
& E_{f} X_{p c} A_{f}^{T}+A_{f} X_{p c} E_{f}^{T}=-\left(B_{u}-Z B_{\infty}\right)\left(B_{u}-Z B_{\infty}\right)^{T}  \tag{26}\\
& E_{f}^{T} X_{p o} A_{f}+A_{f}^{T} X_{p o} E_{f}=-C_{f}^{T} C_{f}  \tag{27}\\
& A_{\infty} X_{i c} A_{\infty}^{T}-E_{\infty} X_{i c} E_{\infty}^{T}=B_{\infty} B_{\infty}^{T}  \tag{28}\\
& A_{\infty}^{T} X_{i o} A_{\infty}-E_{\infty}^{T} X_{i o} E_{\infty}=\left(C_{f} Y+C_{u}\right)^{T}\left(C_{f} Y+C_{u}\right) \tag{29}
\end{align*}
$$

5 . Compute the skinny singular value decompositions

$$
L_{f} E_{f} R_{f}=\left[U_{1}, U_{2}\right]\left[\begin{array}{cc}
\Sigma_{1} & \\
& \Sigma_{2}
\end{array}\right]\left[V_{1}, V_{2}\right]^{T}, \quad L_{\infty} A_{\infty} R_{\infty}=U_{3} \Theta_{3} V_{3}^{T}
$$

where $\left[U_{1}, U_{2}\right],\left[V_{1}, V_{2}\right], U_{3}$ and $V_{3}$ have orthonormal columns, $\Sigma_{1}=\operatorname{diag}\left(\varsigma_{1}, \ldots, \varsigma_{\ell_{f}}\right), \Sigma_{2}=\operatorname{diag}\left(\varsigma_{\ell_{f}+1}, \ldots, \varsigma_{r}\right), \Theta_{3}=\operatorname{diag}\left(\theta_{1}, \ldots, \theta_{\ell_{\infty}}\right)$ with $r=\operatorname{rank}\left(L_{f} E_{f} R_{f}\right)$ and $\ell_{\infty}=\operatorname{rank}\left(L_{\infty} A_{\infty} R_{\infty}\right)$.
6. Compute $W_{f}=L_{f}^{T} U_{1} \Sigma_{1}^{-1 / 2}, W_{\infty}=L_{\infty}^{T} U_{3} \Theta_{3}^{-1 / 2}, T_{f}=R_{f} V_{1} \Sigma_{1}^{-1 / 2}$ and $T_{\infty}=R_{\infty} V_{3} \Theta_{3}^{-1 / 2}$.
7. Compute the reduced-order system $[\widetilde{E}, \widetilde{A}, \widetilde{B}, \widetilde{C}]$ with

$$
\begin{array}{ll}
\widetilde{E}=\left[\begin{array}{cc}
I_{\ell_{f}} & 0 \\
0 & W_{\infty}^{T} E_{\infty} T_{\infty}
\end{array}\right], & \widetilde{A}=\left[\begin{array}{cc}
W_{f}^{T} A_{f} T_{f} & 0 \\
0 & I_{\ell_{\infty}}
\end{array}\right] \\
\widetilde{B}=\left[\begin{array}{c}
W_{f}^{T}\left(B_{u}-Z B_{\infty}\right) \\
W_{\infty}^{T} B_{\infty}
\end{array}\right], & \widetilde{C}=\left[\begin{array}{ll}
C_{f} T_{f}, & \left(C_{f} Y+C_{u}\right) T_{\infty}
\end{array}\right] .
\end{array}
$$

To compute the generalized Schur form (24) we can use the QZ algorithm $[33,80]$ the GUPTRI algorithm [21, 22], or algorithms proposed in [11, 78]. To solve the generalized Sylvester equation (25) one can use the generalized Schur method [45] or its recursive blocked modification [43] that is more suitable for large problems. The upper triangular Cholesky factors $R_{f}, L_{f}, R_{\infty}$ and $L_{\infty}$ of the solutions of the generalized Lyapunov equations (26)-(29) can be determined without computing the solutions themselves using the generalized Hammarling method [42, 55]. Furthermore, the singular value decomposition of $L_{f} E_{f} R_{f}$ and $L_{\infty} A_{\infty} R_{\infty}$, where all three factors are upper triangular, can be computed without forming these products explicitly, see [15, 24, 34] and references therein.

Since the generalized Schur-Hammarling method is based on computing the generalized Schur form (24), it costs $O\left(n^{3}\right)$ flops and has the memory complexity $O\left(n^{2}\right)$. Thus, this method can be used for problems of small and medium size. Unfortunately, it does not take into account the sparsity or any structure of the system and is not attractive for parallelization. Recently, iterative methods related to the ADI method and the Smith method have been proposed to compute low rank approximations of the solutions of standard large-scale sparse Lyapunov equations $[48,50,56]$. It was observed that the eigenvalues of the symmetric solutions of Lyapunov equations with low rank right-hand side generally decay very rapidly, and such solutions may be well approximated by low rank matrices, see [5,57, 67]. A similar result holds for projected generalized Lyapunov equations. Consider, for example, the projected GCALE (14). If it is possible to find a matrix $X$ with a small number of columns such that $X X^{T}$ is an approximate solution of (14), then $X$ is referred to as the low rank Cholesky factor of the solution $\mathcal{G}_{p c}$ of the projected GCALE (14). It can be computed by the following algorithm that is a generalization of low rank ADI method for standard Lyapunov equation as suggested in $[48,50,56]$.

Algorithm 3.4. Generalized low rank ADI method.
Input: Matrices $E, A \in \mathbb{R}^{n, n}, Q=P_{l} B \in \mathbb{R}^{n, m}$ and shift parameters $\tau_{1}, \ldots, \tau_{q}$. Output: A low rank Cholesky factor $X_{k}$ of the Gramian $\mathcal{G}_{p c} \approx X_{k} X_{k}^{T}$.

1. $X^{(1)}=\sqrt{-2 \operatorname{Re}\left(\tau_{1}\right)}\left(E+\tau_{1} A\right)^{-1} Q$,
2. $X_{1}=X^{(1)}$,
3. FOR $k=2,3, \ldots$
a. $X^{(k)}=\sqrt{\frac{\operatorname{Re}\left(\tau_{k}\right)}{\operatorname{Re}\left(\tau_{k-1}\right)}}\left(I-\left(\bar{\tau}_{k-1}+\tau_{k}\right)\left(E+\tau_{k} A\right)^{-1} A\right) X^{(k-1)}$,
b. $X_{k}=\left[X_{k-1}, X^{(k)}\right]$.

END FOR

If all the finite eigenvalues of the pencil $\lambda E-A$ lie in the open left halfplane, then $X_{k}$ converges to the solution of the projected GCALE (14). The rate of convergence depends strongly on the choice of the shift parameters $\tau_{1}, \ldots, \tau_{q}$. The optimal shift parameters satisfy the generalized ADI minimax problem

$$
\left\{\tau_{1}, \ldots, \tau_{q}\right\}=\max _{\left\{\tau_{1}, \ldots, \tau_{q}\right\} \in \mathbb{C}^{-}}^{\arg \min } \max _{t \in \operatorname{Si}_{f}(E, A)} \frac{\left|\left(1-\bar{\tau}_{1} t\right) \cdot \ldots \cdot\left(1-\bar{\tau}_{q} t\right)\right|}{\left|\left(1+\tau_{1} t\right) \cdot \ldots \cdot\left(1+\tau_{q} t\right)\right|}
$$

where $\operatorname{Sp}_{f}(E, A)$ denotes the finite spectrum of the pencil $\lambda E-A$, see [75]. The computation of the optimal shift parameters is a difficult problem, since the finite eigenvalues of the pencil $\lambda E-A$ (in particular if it is large and sparse) are in general unknown and expensive to compute). Instead, suboptimal ADI shift parameters $\tau_{1}, \ldots, \tau_{q}$ can be determined by a heuristic procedure as in [56, Algorithm 5.1] from a set of largest and smallest (in modulus) approximate finite eigenvalues of $\lambda E-A$ that may be computed by an Arnoldi process.

As a stopping criterion one can use the condition $\left\|X^{(k)}\right\| /\left\|X_{k}\right\| \leq t o l$ with some matrix norm $\|\cdot\|$ and a user-defined tolerance tol. The iteration can also be stopped as soon as a normalized residual norm

$$
\eta\left(E, A, P_{l} B ; X_{k}\right)=\frac{\left\|E X_{k} X_{k}^{T} A^{T}+A X_{k} X_{k}^{T} E^{T}+P_{l} B B^{T} P_{l}^{T}\right\|}{\left\|P_{l} B B^{T} P_{l}^{T}\right\|}
$$

satisfies $\eta\left(E, A, P_{l} B ; X_{k}\right) \leq t o l$ or a stagnation of $\eta\left(E, A, P_{l} B ; X_{k}\right)$ is observed, see [56] for an efficient computation of the Frobenius norm based normalized residuals.

It should be noted that the matrices $\left(E+\tau_{k} A\right)^{-1}$ in Algorithm 3.4 do not have to be computed explicitly. Instead, we solve linear systems $\left(E+\tau_{k} A\right) x=P_{l} b$ either by computing (sparse) LU factorizations and forward/backward substitutions or by using iterative Krylov subspace methods [63]. In the latter case the generalized low rank ADI method has the memory complexity $O\left(k_{A D I} m n\right)$ and costs $O\left(k_{\mathrm{ls}} k_{A D I} m n\right)$ flops, where $k_{\text {ls }}$ is the number of linear solver iterations and $k_{A D I}$ is the number of ADI iterations. This method becomes efficient for large-scale sparse Lyapunov equations only if $k_{\text {ls }} k_{A D I} m$ is much smaller than $n$. Note that if the matrices $E$ and $A$ have a particular structure for which the hierarchical matrix arithmetic can be used, then also the methods proposed in $[40,41]$ can be applied to compute the inverse of $E+\tau_{k} A$.

A major difficulty in the numerical solution of the projected Lyapunov equations by the low rank ADI method is that we need to compute the spectral projections $P_{l}$ and $P_{r}$ onto the left and right deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite eigenvalues. This is in general very difficult, but in many applications, such as control of fluid flow, electrical circuits simulation and constrained multibody systems, the matrices $E$ and $A$ have some special block structure. This structure can be used to construct the projections $P_{l}$ and $P_{r}$ explicitly and cheaply, see $[26,53,65,73]$.

### 3.3 Remarks

We close this section with some concluding remarks.
Remark 3.3. The GSR method and the GSRBF method can also be used to reduce the order of unstable descriptor systems. To do this we first compute the additive decomposition [44] of the transfer function $\mathbf{G}(s)=\mathbf{G}_{-}(s)+\mathbf{G}_{+}(s)$, where $\mathbf{G}_{-}(s)=C_{-}\left(s E_{-}-A_{-}\right)^{-1} B_{-}$and $\mathbf{G}_{+}(s)=C_{+}\left(s E_{+}-A_{+}\right)^{-1} B_{+}$. Here the matrix pencil $\lambda E_{-}-A_{-}$is c-stable and all the eigenvalues of the pencil $\lambda E_{+}-A_{+}$are finite and have non-negative real part. Then we determine the reduced-order system $\widetilde{\mathbf{G}}_{-}(s)=\widetilde{C}_{-}\left(s \widetilde{E}_{-}-\widetilde{A}_{-}\right)^{-1} \widetilde{B}_{-}$by applying the balanced truncation model reduction method to the subsystem $\mathbf{G}_{-}=\left[E_{-}, A_{-}, B_{-}, C_{-}\right]$. Finally, the reduced-order approximation of $\mathbf{G}(s)$ is given by $\widetilde{\mathbf{G}}(s)=\widetilde{\mathbf{G}}-(s)+\mathbf{G}_{+}(s)$, where $\mathbf{G}_{+}(s)$ is included unmodified.

Remark 3.4. The controllability and observability Gramians as well as Hankel singular values can also be generalized for discrete-time descriptor systems, see [72] for details. In this case an extension of balanced truncation model reduction methods for such systems is straightforward.

Remark 3.5. To compute a low order approximation to a large-scale descriptor system of index one with dense matrix coefficients $E$ and $A$ we can apply the spectral projection method [13]. This method is based on the disc and sign functions iterative procedures and can be efficiently implemented on parallel computers.

Remark 3.6. An alternative model reduction approach for descriptor systems is the moment matching approximation which can be formulated as follows. Suppose that $s_{0} \in \mathbb{C}$ is not an eigenvalue of the pencil $\lambda E-A$. Then the transfer function $\mathbf{G}(s)=C(s E-A)^{-1} B$ can be expanded into a Laurent series at $s_{0}$ as

$$
\begin{aligned}
\mathbf{G}(s) & =C\left(I-\left(s-s_{0}\right)\left(s_{0} E-A\right)^{-1} E\right)^{-1}\left(s_{0} E-A\right)^{-1} B \\
& =M_{0}+M_{1}\left(s-s_{0}\right)+M_{2}\left(s-s_{0}\right)^{2}+\ldots
\end{aligned}
$$

where the matrices $M_{j}=-C\left(\left(s_{0} E-A\right)^{-1} E\right)^{j}\left(s_{0} E-A\right)^{-1} B$ are called the moments of system (1) at $s_{0}$. The moment matching approximation problem for the descriptor system (1) consists in determining a rational matrix-valued function $\widetilde{\mathbf{G}}(s)$ such that the Laurent series expansion of $\widetilde{\mathbf{G}}(s)$ at $s_{0}$ has the form

$$
\begin{equation*}
\widetilde{\mathbf{G}}(s)=\widetilde{M}_{0}+\widetilde{M}_{1}\left(s-s_{0}\right)+\widetilde{M}_{2}\left(s-s_{0}\right)^{2}+\ldots \tag{30}
\end{equation*}
$$

where the moments $\widetilde{M}_{j}$ satisfy the moment matching conditions

$$
\begin{equation*}
M_{j}=\widetilde{M}_{j}, \quad j=0,1, \ldots, k \tag{31}
\end{equation*}
$$

If $s_{0}=\infty$, then $M_{j}=C F_{j-1} B$ are the Markov parameters of (1) and the corresponding approximation problem is known as partial realization [35]. Computation of the partial realization for descriptor systems is an open problem. For $s_{0}=0$, the approximation problem (30), (31) reduces to the Padé approximation problem [9]. Efficient algorithms based on Arnoldi and Lanzcos procedures for solving this problem have been presented in [27, 30]. For an arbitrary complex number $s_{0} \neq 0$, the moment matching approximation is the problem of rational interpolation or shifted Padé approximation that has been considered in $[6,7,27,29,31]$. Apart from a single interpolation point one can construct a reduced-order system with the transfer function $\widetilde{\mathbf{G}}(s)$ that matches $\mathbf{G}(s)$ at multiple points $\left\{s_{0}, s_{1}, \ldots, s_{k}\right\}$. Such an approximation is called a multi-point Padé approximation or a rational interpolant [1, 9]. It can be computed efficiently for descriptor systems by the rational Krylov subspace method [31, 37, 62].

## 4 Numerical examples

In this section we give numerical examples to illustrate the effectiveness of the described model reduction methods for descriptor systems. The computations were done on IBM RS 6000 44P Modell 270 with machine precision $\varepsilon=2.22 \times 10^{16}$ using MATLAB 6.5. We apply these methods to two different models: a semidiscretized Stokes equation and a constrained damped mass-spring system.

## Semidiscretized Stokes equation

Consider the instationary Stokes equation describing the flow of an incompressible fluid

$$
\left.\begin{array}{rlrl}
\frac{\partial v}{\partial t} & =\Delta v-\nabla \rho+f, & & (\xi, t) \tag{32}
\end{array}\right) \in \Omega \times\left(0, t_{e}\right), ~ 子 ~ \operatorname{div} v, \quad(\xi, t) \in \Omega \times\left(0, t_{e}\right)
$$

with appropriate initial and boundary conditions. Here $v(\xi, t) \in \mathbb{R}^{d}$ is the velocity vector ( $d=2$ or 3 is the dimension of the spatial domain), $\rho(\xi, t) \in \mathbb{R}$ is the pressure, $f(\xi, t) \in \mathbb{R}^{d}$ is the vector of external forces, $\Omega \subset \mathbb{R}^{d}$ is a bounded open domain and $t_{e}>0$ is the endpoint of the time interval. The spatial discretization of the Stokes equation (32) by the finite difference method on a uniform staggered grid leads to a descriptor system

$$
\begin{align*}
& \dot{\mathbf{v}}_{h}(t)=A_{11} \mathbf{v}_{h}(t)+A_{12} \boldsymbol{\rho}_{h}(t) \\
& 0+B_{1} u(t),  \tag{33}\\
& 0=A_{12}^{T} \mathbf{v}_{h}(t) \\
& y(t)=B_{2} u(t), \\
& C_{1} \mathbf{v}_{h}(t)+C_{2} \boldsymbol{\rho}_{h}(t),
\end{align*}
$$

where $\mathbf{v}_{h}(t) \in \mathbb{R}^{n_{\mathbf{v}}}$ and $\boldsymbol{\rho}_{h}(t) \in \mathbb{R}^{n_{\rho}}$ are the semidiscretized vectors of velocities and pressures, respectively, see [14]. The matrix $A_{11} \in \mathbb{R}^{n_{\mathbf{v}}, n_{\mathbf{v}}}$ is the
discrete Laplace operator, $-A_{12} \in \mathbb{R}^{n_{\mathrm{v}}, n_{\rho}}$ and $-A_{12}^{T} \in \mathbb{R}^{n_{\rho}, n_{\mathrm{v}}}$ are, respectively, the discrete gradient and divergence operators. Due to the non-uniqueness of the pressure, the matrix $A_{12}$ has a rank defect one. In this case instead of $A_{12}$ we can take a full column rank matrix obtained from $A_{12}$ by discarding the last column. Therefore, in the following we will assume without loss of generality that $A_{12}$ has full column rank. In this case system (33) is of index 2. The matrices $B_{1} \in \mathbb{R}^{n_{\mathbf{v}}, m}, B_{2} \in \mathbb{R}^{n_{\rho}, m}$ and the control input $u(t) \in \mathbb{R}^{m}$ are resulting from the boundary conditions and external forces, the output $y(t)$ is the vector of interest. The order $n=n_{\mathbf{v}}+n_{\boldsymbol{\rho}}$ of system (33) depends on the fineness of the discretization and is usually very large, whereas the number $m$ of inputs and the number $p$ of outputs are typically small. Note that the matrix coefficients in (33) given by

$$
E=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{12}^{T} & 0
\end{array}\right]
$$

are sparse and have a special block structure. Using this structure, the projections $P_{l}$ and $P_{r}$ onto the left and right deflating subspaces of the pencil $\lambda E-A$ can be computed as

$$
P_{l}=\left[\begin{array}{cc}
\Pi & -\Pi A_{11} A_{12}\left(A_{12}^{T} A_{12}\right)^{-1} \\
0 & 0
\end{array}\right], \quad P_{r}=\left[\begin{array}{cc}
\Pi & 0 \\
-\left(A_{12}^{T} A_{12}\right)^{-1} A_{12}^{T} A_{11} \Pi & 0
\end{array}\right]
$$

where $\Pi=I-A_{12}\left(A_{12}^{T} A_{12}\right)^{-1} A_{12}^{T}$ is the orthogonal projection onto $\operatorname{Ker}\left(A_{12}^{T}\right)$ along $\operatorname{Im}\left(A_{12}\right)$, see [73].

The spatial discretization of the Stokes equation (32) on a square domain $\Omega=[0,1] \times[0,1]$ by the finite difference method on a uniform staggered $80 \times 80$ grid leads to a problem of order $n=19520$. The dimensions of the deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite and infinite eigenvalues are $n_{f}=6400$ and $n_{\infty}=13120$, respectively. In our experiments $B=\left[B_{1}^{T}, B_{2}^{T}\right]^{T} \in \mathbb{R}^{n, 1}$ is chosen at random and $C=[1,0, \ldots, 0] \in \mathbb{R}^{1, n}$.

To reduce the order of the semidiscretized Stokes equation (33) we use the GSR and the GSRBF methods, where the exact Cholesky factors $R_{p}$ and $L_{p}^{T}$ of the proper Gramians are replaced by low rank Cholesky factors $R_{k}$ and $L_{k}$, respectively, such that $\mathcal{G}_{p c} \approx R_{k} R_{k}^{T}$ and $\mathcal{G}_{p o} \approx L_{k} L_{k}^{T}$. The matrices $R_{k}$ and $L_{k}$ have been computed by the generalized low rank ADI method with 20 shift parameters applied to $\left(E, A, P_{l} B\right)$ and $\left(E^{T}, A^{T}, P_{r}^{T} C^{T}\right)$, respectively.

In Fig. 1 we present the convergence history for the normalized residuals $\eta\left(E, A, P_{l} B ; R_{k}\right)$ and $\eta\left(E^{T}, A^{T}, P_{r}^{T} C^{T} ; L_{k}\right)$ versus the iteration step $k$. Figure 2 shows the approximate dominant proper Hankel singular values $\widetilde{\varsigma}_{j}$ computed from the singular value decomposition of the matrix $L_{70}^{T} E R_{39}$ with $R_{39} \in \mathbb{R}^{n, 39}$ and $L_{70} \in \mathbb{R}^{70, n}$. Note the Cholesky factors $R_{i}$ and $L_{i}$ of the improper Gramians of (33) can be computed in explicit form without solving the generalized Lyapunov equations (16) and (17) numerically, see [73]. System (33) has only one non-zero improper Hankel singular value $\theta_{1}=0.0049743$.

We approximate the semidiscretized Stokes equation (33) by two models of order $\ell=11\left(\ell_{f}=10, \ell_{\infty}=1\right)$ computed by the approximate


Fig. 1. Convergence history for the normalized residuals $\eta\left(R_{k}\right)=\eta\left(E, A, P_{l} B ; R_{k}\right)$ and $\eta\left(L_{k}\right)=\eta\left(E^{T}, A^{T}, P_{r}^{T} C^{T} ; L_{k}\right)$ for the semidiscretized Stokes equation.


Fig. 2. Approximate proper Hankel singular values for the semidiscretized Stokes equation.


Fig. 3. Absolute error plots and error bound for the semidiscretized Stokes equation.

GSR and GSRBF methods. The absolute values of the frequency responses of the full order and the reduced-order systems are not presented, since they were impossible to distinguish. In Fig. 3 we display the absolute errors $\|\mathbf{G}(\mathrm{i} \omega)-\widetilde{\mathbf{G}}(\mathrm{i} \omega)\|_{2}$ and $\|\mathbf{G}(\mathrm{i} \omega)-\widehat{\mathbf{G}}(\mathrm{i} \omega)\|_{2}$ for a frequency range $\omega \in\left[10^{-2}, 10^{6}\right]$ as well as the approximate error bound computed as twice the sum of the truncated approximate Hankel singular values $\widetilde{\varsigma}_{11}, \ldots \widetilde{\varsigma}_{39}$. One can see that over the displayed frequency range the absolute errors are smaller than $2 \cdot 10^{-10}$ which is much smaller than the discretization error.

## Constrained damped mass-spring system

Consider the holonomically constrained damped mass-spring system illustrated in Fig. 4. The $i$ th mass of weight $m_{i}$ is connected to the $(i+1)$ st mass by a spring and a damper with constants $k_{i}$ and $d_{i}$, respectively, and also to the ground by a spring and a damper with constants $\kappa_{i}$ and $\delta_{i}$, respectively. Additionally, the first mass is connected to the last one by a rigid bar and it is controlled. The vibration of this system is described by a descriptor system

$$
\begin{align*}
\dot{\mathbf{p}}(t) & =\quad \mathbf{v}(t), \\
M \dot{\mathbf{v}}(t) & =K \mathbf{p}(t)+D \mathbf{v}(t)-G^{T} \boldsymbol{\lambda}(t)+B_{2} u(t), \\
0 & =G \mathbf{p}(t),  \tag{34}\\
y(t) & =C_{1} \mathbf{p}(t),
\end{align*}
$$



Fig. 4. A damped mass-spring system with a holonomic constraint.
where $\mathbf{p}(t) \in \mathbb{R}^{g}$ is the position vector, $\mathbf{v}(t) \in \mathbb{R}^{g}$ is the velocity vector, $\boldsymbol{\lambda}(t) \in \mathbb{R}^{2}$ is the Lagrange multiplier, $M=\operatorname{diag}\left(m_{1}, \ldots, m_{g}\right)$ is the mass matrix, $D$ and $K$ are the tridiagonal damping and stiffness matrices, $G=[1,0, \ldots, 0,-1] \in \mathbb{R}^{1, g}$ is the constraint matrix, $B_{2}=e_{1}$ and $C_{1}=\left[e_{1}, e_{2}, e_{s-1}\right]^{T}$. Here $e_{i}$ denotes the $i$ th column of the identity matrix $I_{g}$. The descriptor system (34) is of index 3 and the projections $P_{l}$ and $P_{r}$ can be computed as

$$
\begin{aligned}
& P_{l}=\left[\begin{array}{ccc}
\Pi_{1} & 0 & -\Pi_{1} M^{-1} D G_{1} \\
-\Pi_{1}^{T} D\left(I-\Pi_{1}\right) & \Pi_{1}^{T} & -\Pi_{1}^{T}\left(K+D \Pi_{1} M^{-1} D\right) G_{1} \\
0 & 0 & 0
\end{array}\right] \\
& P_{r}=\left[\begin{array}{ccc}
\Pi_{1} & 0 & 0 \\
\Pi_{1}^{T}\left(K \Pi_{1}-D \Pi_{1} M^{-1} D\left(I-\Pi_{1}\right)\right) & G_{1}^{T} D \Pi_{1} & 0
\end{array}\right]
\end{aligned}
$$

where $G_{1}=M^{-1} G^{T}\left(G M^{-1} G^{T}\right)^{-1}$ and $\Pi_{1}=I-G_{1} G$ is a projection onto $\operatorname{Ker}(G)$ along $\operatorname{Im}\left(M^{-1} G^{T}\right)$, see [65].

In our experiments we take $m_{1}=\ldots=m_{g}=100$ and

$$
\begin{array}{cc}
k_{1}=\ldots=k_{g-1}=\kappa_{2}=\ldots=\kappa_{g-1}=2, & \kappa_{1}=\kappa_{g}=4 \\
d_{1}=\ldots=d_{g-1}=\delta_{2}=\ldots=\delta_{g-1}=5, & \delta_{1}=\delta_{g}=10 .
\end{array}
$$

For $g=6000$, we obtain the descriptor system of order $n=12001$ with $m=1$ input and $p=3$ outputs. The dimensions of the deflating subspaces of the pencil corresponding to the finite and infinite eigenvalues are $n_{f}=11998$ and $n_{\infty}=3$, respectively.

Figure 5 shows the normalized residual norms for the low rank Cholesky factors $R_{k}$ and $L_{k}$ of the proper Gramians computed by the generalized ADI method with 20 shift parameters. The approximate dominant proper Hankel singular values presented in Fig. 6 have been determined from the singular value decomposition of the matrix $L_{33}^{T} E R_{31}$ with $L_{33} \in \mathbb{R}^{n, 99}$ and $R_{31} \in \mathbb{R}^{n, 31}$. All improper Hankel singular values are zero. This implies that the transfer


Fig. 5. Convergence history for the normalized residuals $\eta\left(R_{k}\right)=\eta\left(E, A, P_{l} B ; R_{k}\right)$ and $\eta\left(L_{k}\right)=\eta\left(E^{T}, A^{T}, P_{r}^{T} C^{T} ; L_{k}\right)$ for the damped mass-spring system.


Fig. 6. Approximate proper Hankel singular values for the damped mass-spring system.


Fig. 7. Magnitude and phase plots of $G_{31}(\mathrm{i} \omega)$ for the damped mass-spring system.


Fig. 8. Absolute error plot and error bound for the damped mass-spring system.
function $\mathbf{G}(s)$ of (34) is proper. We approximate the descriptor system (34) by a standard state space system of order ell $=\ell_{f}=10$ computed by the approximate GSR method. In Fig. 7 we display the magnitude and phase plots of the $(3,1)$ components of the frequency responses $\mathbf{G}(\mathrm{i} \omega)$ and $\widetilde{\mathbf{G}}(\mathrm{i} \omega)$. Note that there is no visible difference between the magnitude plots for the full order and reduced-order systems. Similar results have been observed for other components of the frequency response. Figure 8 show the absolute error $\|\mathbf{G}(\mathrm{i} \omega)-\widetilde{\mathbf{G}}(\mathrm{i} \omega)\|_{2}$ for a frequency rang $\omega \in\left[10^{-4}, 10^{4}\right]$ and the approximate error bound computed as twice the sum of the truncated approximate proper Hankel singular values. We see that the reduced-order system approximates the original system satisfactorily.
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