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Summary. In this paper we give a survey on balanced truncation model order
reduction for linear time-invariant continuous-time systems in descriptor form. We
first give a brief overview of the basis concepts from linear system theory and then
present balanced truncation model reduction methods for descriptor systems and
discuss their algorithmic aspects. The efficiency of these methods is demonstrated
by numerical experiments.

1 Introduction

We study model order reduction for linear time-invariant continuous-time sys-
tems

E ẋ(t) = A x(t) + B u(t), x(0) = x0,
y(t) = C x(t),

(1)

where E, A ∈ Rn,n, B ∈ Rn,m, C ∈ Rp,n, x(t) ∈ Rn is the state vector,
u(t) ∈ Rm is the control input, y(t) ∈ Rp is the output and x0 ∈ Rn is the
initial value. The number of state variables n is called the order of system
(1). If I = E, then (1) is a standard state space system. Otherwise, (1) is
a descriptor system or generalized state space system. Such systems arise in a
variety of applications including multibody dynamics with constrains, electri-
cal circuit simulation and semidiscretization of partial differential equations,
see [14, 16, 18, 20, 39, 65].

Modeling of complex physical and technical processes such as fluid flow,
very large system integrated (VLSI) chip design or mechanical systems sim-
ulation, leads to descriptor systems of very large order n, while the number
m of inputs and the number p of outputs are typically small compared to n.
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Despite the ever increasing computational speed, simulation, optimization or
real time controller design for such large-scale systems is difficult because of
storage requirements and expensive computations. In this case model order

reduction plays an important role. It consists in approximating the descriptor
system (1) by a reduced-order system

Ẽ ˙̃x(t) = Ã x̃(t) + B̃ u(t), x̃(0) = x̃0,

ỹ(t) = C̃ x̃(t),
(2)

where Ẽ, Ã ∈ R`,`, B̃ ∈ R`,m, C̃ ∈ Rp,` and ` � n. Note that systems (1)
and (2) have the same input u(t). We require for the approximate model (2)
to preserve properties of the original system (1) like regularity, stability and
passivity. It is also desirable for the approximation error to be small. Moreover,
the computation of the reduced-order system should be numerically stable and
efficient.

There exist various model reduction approaches for standard state space
systems such as balanced truncation [32, 47, 54, 64, 76, 77], moment matching
approximation [6, 27, 29, 30], singular perturbation approximation [52] and
optimal Hankel norm approximation [32]. Surveys on standard state space
system approximation and model reduction can be found in [2, 3, 28].

One of the most popular model reduction techniques for standard state
space systems is moment matching approximation considered first in [27, 30].
This approach consists in projecting the dynamical system onto Krylov sub-
spaces computed by Arnoldi or Lanczos process. Krylov subspace methods are
attractive for large-scale sparse systems, since only matrix-vector multiplica-
tions are required, and they can easily be generalized for descriptor systems,
e.g., [7, 29, 31, 37]. Drawbacks of this technique are that stability and passivity
are not necessarily preserved in the reduced-order system and that there is no
global approximation error bound, see[6, 7, 8, 10, 38] for recent contributions
on this topic.

Balanced truncation [47, 54, 59, 64, 76, 77] is another well studied model
reduction approach for standard state space systems. The method makes use
of the two Lyapunov equations

AP + PAT = −BBT , ATQ + QA = −CT C.

The solutions P and Q of these equations are called the controllability and ob-

servability Gramians, respectively. The balanced truncation method consists
in transforming the state space system into a balanced form whose controlla-
bility and observability Gramians become diagonal and equal, together with
a truncation of those states that are both difficult to reach and to observe [54].
An important property of this method is that the asymptotical stability is pre-
served in the reduced-order system. Moreover, the existence of a priory error
bounds [25, 32] allows an adaptive choice of the state space dimension ` of
the reduced model. A disadvantage of balanced truncation is that two matrix
Lyapunov equations have to be solved. However, recent results on low rank
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approximations to the solutions of Lyapunov equations [4, 36, 50, 56, 58] make
the balanced truncation model reduction approach attractive for large-scale
systems, see [48, 49, 59]. The extension of balanced truncation model reduc-
tion to descriptor systems has only recently been considered in [51, 60, 73, 74].

In this paper we briefly review some basic linear system concepts inclu-
ding fundamental solution matrix, transfer function, realizations, controllabi-
lity and observability Gramians, Hankel operators as well as Hankel singular
values that play a key role in balanced truncation. We also present generaliza-
tions of balanced truncation model reduction methods for descriptor systems
and discuss their numerical aspects.

Throughout the paper we will denote by R
n,m the spaces of n × m real

matrices. The complex plane is denoted by C, the open left half-plane is
denoted by C−, and iR is the imaginary axis. Furthermore, R− = (−∞, 0 )
and R

+
0 = [ 0, ∞ ). The matrix AT stands for the transpose of A ∈ Rn,m and

A−T = (A−1)T . We will denote by rank(A) the rank, by Im (A) the image
and by Ker (A) the null space of a matrix A. An identity matrix of order n is
denoted by In. We will use Lm

2 (I) to denote the Hilbert space of vector-valued
functions of dimension m whose elements are quadratically integrable on I,
where I ⊆ R or I = iR.

2 Descriptor systems

In this section we give a brief overview of linear system concepts and discuss
the main differences between standard state space systems and systems in
descriptor form.

Consider the continuous-time descriptor system (1). Assume that the pen-
cil λE − A is regular, i.e., det(λE − A) 6= 0 for some λ ∈ C. In this case
λE − A can be reduced to the Weierstrass canonical form [68]. There exist
nonsingular matrices W and T such that

E = W

[
Inf

0
0 N

]
T and A = W

[
J 0
0 In∞

]
T, (3)

where J and N are matrices in Jordan canonical form and N is nilpotent
with index of nilpotency ν. The numbers nf and n∞ are the dimensions
of the deflating subspaces of λE − A corresponding to the finite and infinite
eigenvalues, respectively, and ν is the index of the pencil λE−A. The matrices

Pr = T−1

[
Inf

0
0 0

]
T and Pl = W

[
Inf

0
0 0

]
W−1 (4)

are the spectral projections onto the right and left deflating subspaces of the
pencil λE − A corresponding to the finite eigenvalues.
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Using the Weierstrass canonical form (3), we obtain the following Laurent
expansion at infinity for the generalized resolvent

(λE − A)−1 =

∞∑

k=−∞

Fkλ−k−1, (5)

where the coefficients Fk have the form

Fk =





T−1

[
Jk 0
0 0

]
W−1, k = 0, 1, 2 . . . ,

T−1

[
0 0
0 −N−k−1

]
W−1, k = −1,−2, . . . .

(6)

Let the matrices

W−1B =

[
B1

B2

]
and CT−1 = [ C1, C2 ]

be partitioned in blocks conformally to E and A in (3). Under the coordinate
transformation [

z1(t)
z2(t)

]
= Tx(t),

system (1) is decoupled in the slow subsystem

ż1(t) = Jz1(t) + B1u(t), z1(0) = z0
1 , (7)

and the fast subsystem

Nż2(t) = z2(t) + B2u(t), z2(0) = z0
2 (8)

with y(t) = C1z1(t) + C2z2(t) and Tx0 =
[
(z0

1)T , (z0
2)T

]T
.

Equation (7) has a unique solution for any integrable input u(t) and any
given initial value z0

1 ∈ R
nf , see [46]. This solution has the form

z1(t) = etJz0
1 +

∫ t

0

e(t−τ)JB1u(τ) dτ.

A unique solution of (8) is given by

z2(t) = −
ν−1∑

k=0

NkB2u
(k)(t). (9)

We see from (9) that for the existence of a classical smooth solution x(t), it
is necessary that the input function u(t) is sufficiently smooth. Moreover, (9)
shows that not for all initial conditions x(0) = x0 system (1) is solvable. Unlike
standard state space systems, the initial value x0 of the descriptor system has
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to be consistent, i.e., it must satisfy the condition

(I − Pr)x0 =

ν−1∑

k=0

F−k−1Bu(k)(0),

where Pr is the spectral projector as in (4) and the matrices Fk are given
in (6).

Thus, if the pencil λE − A is regular, u(t) is ν times continuously differ-
entiable and the initial value x0 is consistent, then system (1) has a unique,
continuously differentiable solution x(t) given by

x(t) = F(t)Ex0 +

∫ t

0

F(t − τ)Bu(τ) dτ +

ν−1∑

k=0

F−k−1Bu(k)(t),

where

F(t) = T−1

[
etJ 0
0 0

]
W−1 (10)

is a fundamental solution matrix of the descriptor system (1).
If the initial condition x0 is inconsistent or the input u(t) is not sufficiently

smooth, then the solution of the descriptor system (1) may have impulsive
modes [19, 20].

2.1 The transfer function

Consider the Laplace transform of a function f(t), t ∈ R, given by

f(s) = L[f(t)] =

∫ ∞

0

e−stf(t) dt, (11)

where s is a complex variable called frequency. A discussion of the convergence
region of the integral (11) in the complex plane and properties of the Laplace
transform may be found in [23]. Applying the Laplace transform to (1), we
find that

y(s) = C(sE − A)−1Bu(s) + C(sE − A)−1Ex(0), (12)

where u(s) and y(s) are the Laplace transforms of u(t) and y(t), respectively.
The rational matrix-valued function

G(s) = C(sE − A)−1B

is called the transfer function of the continuous-time descriptor system (1).
Equation (12) shows that if Ex(0)=0, then G(s) gives the relation between
the Laplace transforms of the input u(t) and the output y(t). In other words,
G(s) describes the input-output behavior of system (1) in the frequency do-
main.
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A frequency response of the descriptor system (1) is given by G(iω),
i.e., the values of the transfer function on the imaginary axis. For an in-
put function u(t) = eiωtu0 with ω ∈ R and u0 ∈ R

m, we get from (1) that
y(t) = G(iω)eiωtu0. Thus, the frequency response G(iω) gives a transfer rela-
tion from the periodic input u(t) = eiωtu0 into the output y(t).

Definition 2.1. The transfer function G(s) is called proper if lim
s→∞

G(s)<∞,

and improper otherwise. If lim
s→∞

G(s) = 0, then G(s) is called strictly proper.

Using the generalized resolvent equation (5), the transfer function G(s)
can be expanded into a Laurent series at s = ∞ as

G(s) =
∞∑

k=−∞

CFk−1Bs−k,

where CFk−1B are the Markov parameters of system (1). Note that CFk−1B=0
for k ≤ −ν, where ν is the index of the pencil λE − A. One can see that the
transfer function G(s) is additively decomposed as G(s) = Gsp(s) + P(s),
where

Gsp(s) =

∞∑

k=1

CFk−1Bs−k and P(s) =

0∑

k=−ν+1

CFk−1Bs−k (13)

are, respectively, the strictly proper part and the polynomial part of G(s). The
transfer function G(s) is strictly proper if and only if CFk−1B = 0 for k ≤ 0.
Moreover, G(s) is proper if and only if CFk−1B = 0 for k < 0. Obviously, if
the pencil λE − A is of index at most one, then G(s) is proper.

Let H∞ be a space of all proper rational transfer functions that are analytic
and bounded in the closed right half-plane. The H∞-norm of G(s) ∈ H∞ is
defined via

‖G‖H∞
= sup

u6=0

‖Gu‖L
p
2
(iR)

‖u‖Lm
2

(iR)
= sup

ω∈R

‖G(iω)‖2,

where ‖·‖2 denotes the spectral matrix norm. By the Parseval identity [61] we
have ‖G‖H∞

= sup
u6=0

‖y‖L
p
2
(R)/‖u‖Lm

2
(R), i.e., the H∞-norm of G(s) gives the

ratio of the output energy to the input energy of the descriptor system (1).

2.2 Controllability and observability

In contrast to standard state space systems, for descriptor systems, there are
several different notions of controllability and observability, see [17, 19, 20, 81]
and the references therein. We consider here only completely controllability
and observability.

Definition 2.2. The descriptor system (1) is called completely controllable
(C-controllable) if rank [ αE −βA, B ] = n for all (α, β) ∈ (C×C) \ {(0, 0)}.
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C-controllability implies that for any given initial state x0 ∈ Rn and final
state xf ∈ Rn, there exists a control input u(t) that transfers the system from
x0 to xf in finite time. This notion follows [17, 81] and is consistent with the
definition of controllability given in [20].

Observability is a dual property of controllability.

Definition 2.3. The descriptor system (1) is called completely observable
(C-observable) if rank [ αET−βAT , CT ] = n for all (α, β) ∈ (C×C)\{(0, 0)}.

C-observability implies that if the output is zero for all solutions of the
descriptor system (1) with a zero input, then this system has only the trivial
solution.

The following theorem gives equivalent conditions for system (1) to be
C-controllable and C-observable.

Theorem 2.4. [81] Consider a descriptor system (1), where λE−A is regular.

1. System (1) is C-controllable if and only if rank [ λE − A, B ] = n for all

finite λ ∈ C and rank [ E, B ] = n.

2. System (1) is C-observable if and only if rank [ λET − AT , CT ] = n for

all finite λ ∈ C and rank [ ET , CT ] = n.

Other equivalent algebraic and geometric characterizations of controllabi-
lity and observability for descriptor systems can be found in [19, 20, 81].

2.3 Stability

In this subsection we present some results from [20, 71] on stability for the
descriptor system (1).

Definition 2.5. The descriptor system (1) is called asymptotically stable if

lim
t→∞

x(t) = 0 for all solutions x(t) of the homogeneous system Eẋ(t) = Ax(t).

The following theorem collects equivalent conditions for system (1) to be
asymptotically stable.

Theorem 2.6. [20, 71] Consider a descriptor system (1) with a regular pencil

λE − A. The following statements are equivalent.

1. System (1) is asymptotically stable.

2. All finite eigenvalues of the pencil λE − A lie in the open left half-plane.

3. The projected generalized continuous-time Lyapunov equation

ET XA + AT XE = −P T
r QPr, X = P T

l XPl

has a unique Hermitian, positive semidefinite solution X for every Her-

mitian, positive definite matrix Q.

In the sequel, the pencil λE −A will be called c-stable if it is regular and
all the finite eigenvalues of λE − A have negative real part. Note that the
infinite eigenvalues of λE −A do not affect the behavior of the homogeneous
system at infinity.
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2.4 Gramians and Hankel singular values

Assume that the pencil λE − A is c-stable. Then the integrals

Gpc =

∫ ∞

0

F(t)BBTFT (t) dt and Gpo =

∫ ∞

0

FT (t)CTCF(t) dt

exist, where F(t) is as in (10). The matrix Gpc is called the proper controlla-

bility Gramian and the matrix Gpo is called the proper observability Gramian

of the continuous-time descriptor system (1), see [12, 69]. The improper cont-

rollability Gramian and the improper observability Gramian of system (1) are
defined by

Gic =

−1∑

k=−ν

FkBBT F T
k and Gio =

−1∑

k=−ν

F T
k CTCFk ,

respectively. Here the matrices Fk are as in (6). If E = I , then Gpc and Gpo are
the usual controllability and observability Gramians for standard state space
systems [32]. Using the Parseval identity [61], the Gramians can be rewritten
in frequency domain as

Gpc =
1

2π

∫ ∞

−∞

(iωE − A)−1PlBBT P T
l (−iωE − A)−T dt,

Gpo =
1

2π

∫ ∞

−∞

(−iωE − A)−T P T
r CTCPr(iωE − A)−1dt,

Gic =
1

2π

∫ 2π

0

(eiωE − A)−1(I − Pl)BBT (I − Pl)
T (e−iωE − A)−T dt,

Gio =
1

2π

∫ 2π

0

(e−iωE − A)−T (I − Pr)
T CTC(I − Pr)(e

iωE − A)−1dt.

It has been proven in [69] that the proper controllability and observability
Gramians are the unique symmetric, positive semidefinite solutions of the
projected generalized continuous-time Lyapunov equations

E GpcA
T + AGpcE

T = −PlBBTP T
l , Gpc = PrGpcP

T
r , (14)

ETGpoA + ATGpoE = −P T
r CTCPr, Gpo = P T

l GpoPl. (15)

Furthermore, the improper controllability and observability Gramians are the
unique symmetric, positive semidefinite solutions of the projected generalized

discrete-time Lyapunov equations

AGicA
T − E GicE

T = (I − Pl)BBT (I − Pl)
T , PrGicP

T
r = 0, (16)

ATGioA − ETGioE = (I − Pr)
T CTC(I − Pr), P T

l GioPl = 0. (17)

Similarly to standard state space systems [32], the controllability and ob-
servability Gramians can be used to define Hankel singular values for the
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descriptor system (1) that are of great importance in model reduction via
balanced truncation.

Consider the matrices GpcE
TGpoE and GicA

TGioA. These matrices play
the same role for descriptor systems as the product of the controllability and
observability Gramians for standard state space systems [32, 82]. It has been
shown in [74] that all the eigenvalues of GpcE

TGpoE and GicA
TGioA are real

and non-negative. The square roots of the largest nf eigenvalues of the ma-
trix GpcE

TGpoE, denoted by ςj , are called the proper Hankel singular values

of the continuous-time descriptor system (1). The square roots of the largest
n∞ eigenvalues of the matrix GicA

TGioA, denoted by θj , are called the im-

proper Hankel singular values of system (1). Recall that nf and n∞ are the
dimensions of the deflating subspaces of the pencil λE − A corresponding to
the finite and infinite eigenvalues, respectively.

We will assume that the proper and improper Hankel singular values are
ordered decreasingly, i.e., ς1 ≥ ς2 ≥ . . .≥ ςnf

≥ 0 and θ1 ≥ θ2 ≥ . . .≥ θn∞
≥ 0.

For E = I , the proper Hankel singular values are the classical Hankel singular
values of standard state space systems [32, 54].

Since the proper and improper controllability and observability Gramians
are symmetric and positive semidefinite, there exist Cholesky factorizations

Gpc = RpR
T
p , Gpo = LT

p Lp,

Gic = RiR
T
i , Gio = LT

i Li,
(18)

where the matrices Rp, LT
p , Ri, LT

i ∈ Rn,n are upper triangular Cholesky
factors [33] of the Gramians. In this case the proper Hankel singular values of
system (1) can be computed as the nf largest singular values of the matrix
LpERp, and the improper Hankel singular values of (1) are the n∞ largest
singular values of the matrix LiARi, see [74].

For the descriptor system (1), we consider a proper Hankel operator Hp

that transforms the past inputs u−(t) (u−(t) = 0 for t ≥ 0) into the present
and future outputs y+(t) (y+(t) = 0 for t < 0) through the state x(0)∈ Im (Pr),
see [72]. This operator is defined via

y+(t) = (Hpu−)(t) =

∫ 0

−∞

Gsp(t − τ)u−(τ) dτ, t ≥ 0, (19)

where Gsp(t) = CF(t)B, t ≥ 0. If the pencil λE −A is c-stable, then Hp acts
from Lm

2 (R−) into L
p
2(R

+
0 ). In this case one can show that Hp is a Hilbert-

Schmidt operator and its non-zero singular values coincide with the non-zero
proper Hankel singular values of system (1).

Unfortunately, we do not know a physically meaningful improper Hankel
operator. We can only show that the non-zero improper Hankel singular values
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of system (1) are the non-zero singular values of the improper Hankel matrix

Hi =




CF−1B CF−2B · · · CF−νB

CF−2B . .
.

0
... . .

.

. .
. ...

CF−νB 0 · · · 0




with the Markov parameters CFk−1B, see [72].

2.5 Realizations

For any rational matrix-valued function G(s), there exist matrices E, A, B
and C such that G(s) = C(sE−A)−1B, see [20]. A descriptor system (1) with
these matrices is called a realization of G(s). We will also denote a realization
of G(s) by G = [ E, A, B, C ] or by

G =

[
sE − A B

C

]
.

Note that the realization of G(s) is, in general, not unique [20]. Among diffe-
rent realizations of G(s) we are interested only in particular realizations that
are useful for reduced-order modeling.

Definition 2.7. A realization [E, A, B, C] of the transfer function G(s) is

called minimal if the dimension of the matrices E and A is as small as possible.

The following theorem gives necessary and sufficient conditions for a reali-
zation of G(s) to be minimal.

Theorem 2.8. [20, 74] Consider a descriptor system (1), where the pencil

λE − A is c-stable. The following statements are equivalent:

1. The realization [ E, A, B, C ] is minimal.

2. The descriptor system (1) is C-controllable and C-observable.

3. The rank conditions rank(Gpc) = rank(Gpo) = rank(GpcE
TGpoE) = nf

and rank(Gic) = rank(Gio) = rank(GicA
TGioA) = n∞ hold.

4. The proper and improper Hankel singular values of (1) are positive.

5. The rank conditions rank(Hp) = nf and rank(Hi) = n∞ hold.

Remark 2.9. So far we have considered only descriptor systems without a feed-
through term, i.e., D = 0 in the output equation y(t) = Cx(t) + Du(t). How-
ever, if we allow for the matrix D to be non-zero, then the condition for the
realization of the transfer function G(s) = C(sE −A)−1B +D to be minimal
should be reformulated as follows: the realization [ E, A, B, C, D ] is minimal
if and only if the descriptor system is C-controllable and C-observable, and
A Ker (E) ⊆ Im (E), see [66, 79]. The latter condition implies that the nilpo-
tent matrix N in the Weierstrass canonical form (3) does not have any 1 × 1
Jordan blocks.
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Definition 2.10. A realization [ E, A, B, C ] of the transfer function G(s) is

called balanced if

Gpc = Gpo =

[
Σ 0
0 0

]
and Gic = Gio =

[
0 0
0 Θ

]
,

where Σ = diag(ς1, . . . , ςnf
) and Θ = diag(θ1, . . . , θn∞

).

For a minimal realization [ E, A, B, C ] with a c-stable pencil λE −A, it is
possible to find nonsingular transformation matrices Wb and Tb such that the
transformed realization [ W T

b ETb, W T
b ATb, W T

b B, CTb ] is balanced, see [73].
These matrices are given by

Wb =
[
LT

p UpΣ
−1/2, LT

i UiΘ
−1/2

]
,

Tb =
[

RpVpΣ
−1/2, RiVi Θ−1/2

]
.

(20)

Observe, however, as for standard state space systems [32, 54], the balancing
transformation for descriptor systems is not unique. It should also be noted
that for the matrices Wb and Tb as in (20), we have

Eb = W T
b ETb =

[
Inf

0
0 E2

]
, Ab = W T

b ATb =

[
A1 0
0 In∞

]
, (21)

where the matrix E2 = Θ−1/2UT
i LiERiViΘ

−1/2 is nilpotent and the matrix
A1 = Σ−1/2UT

p LpARpVpΣ
−1/2 is nonsingular. Thus, the pencil λEb − Ab

of a balanced descriptor system is in a form that resembles the Weierstrass
canonical form.

3 Balanced truncation

In this section we present a generalization of balanced truncation model re-
duction for descriptor systems.

Note that computing the balanced realization may be an ill-conditioned
problem if the descriptor system (1) has small proper or improper Hankel
singular values. Moreover, if system (1) is not minimal, then it has states that
are uncontrollable or/and unobservable. These states correspond to the zero
proper and improper Hankel singular values and can be truncated without
changing the input-output relation in the system. Note that the number of
non-zero improper Hankel singular values of (1) is equal to rank(GicA

TGioA)
which can in turn be estimated by

rank(GicA
TGioA) ≤ min(νm, νp, n∞),

where ν is the index of the pencil λE − A, m is the number of inputs, p is
the number of outputs and n∞ is the dimension of the deflating subspace of
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λE −A corresponding to the infinite eigenvalues. This estimate shows that if
the number of inputs or outputs multiplied by the index ν is much smaller than
the dimension n∞, then the order of system (1) can be reduced significantly.

Furthermore, we have the following theorem that gives an energy interpre-
tation of the proper controllability and observability Gramians.

Theorem 3.1. [74] Consider a descriptor system (1) that is asymptotically

stable and C-controllable. Let Gpc and Gpo be the proper controllability and

observability Gramians of (1). If x0 ∈ Im (Pr) and u(t) = 0 for t ≥ 0, then

Ey :=

∫ ∞

0

yT (t)y(t) dt = xT
0 ETGpoEx0.

Moreover, for umin(t) = BTFT (−t)G−
pcx0, we have

Eumin
:= min

u∈Lm
2

(R−)

∫ 0

−∞

uT (t)u(t) dt = xT
0 G

−
pcx0,

where the matrix G−
pc is a solution of the three matrix equations

GpcG
−
pcGpc = Gpc, G−

pcGpcG
−
pc = G−

pc, (G−
pc)

T = G−
pc.

Theorem 3.1 implies that a large past input energy Eu = ‖u‖2
Lm
2

(R−) is

required to reach from x(−∞) = 0 the state x(0) = Prx0 which lies in an in-
variant subspace of the proper controllability Gramian Gpc corresponding to
its small non-zero eigenvalues. Moreover, if x0 is contained in an invariant
subspace of the matrix ETGpoE corresponding to its small non-zero eigenval-
ues, then the initial state x(0) = x0 has a small effect on the future output
energy Ey = ‖y‖2

L
p
2
(R+

0
)
. For the balanced system, we have

Gpc = ETGpoE =

[
Σ 0
0 0

]

In this case the states related to the small proper Hankel singular values are
difficult to reach and to observe at the same time. The truncation of these
states essentially does not change system properties .

Unfortunately, this does not hold for the improper Hankel singular values.
If we truncate the states that correspond to the small non-zero improper Han-
kel singular values, then the pencil of the reduced-order system may get finite
eigenvalues in the closed right half-plane, see [51]. In this case the approxi-
mation may be inaccurate.

Remark 3.2. The equations associated to the improper Hankel singular values
describe constraints of the system, i.e., they define a manifold in which the
solution dynamics takes place. For this reason, a truncation of these equations
corresponds to ignoring constrains and, hence, physically meaningless results
may be expected.
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Note that in fact we do not need to transform the descriptor system into
a balanced form explicitly. It is sufficient to determine the subspaces associ-
ated with dominant proper and non-zero improper Hankel singular values and
project the descriptor system on these subspaces. To compute a reduced-order
system we can use the following algorithm which is a generalization of the
square root balanced truncation method [47, 76] for the descriptor system (1).

Algorithm 3.1. Generalized Square Root (GSR) method.

Input: A realization G = [ E, A, B, C ] such that λE − A is c-stable.

Output: A reduced-order system G̃ = [ Ẽ, Ã, B̃, C̃ ].

1. Compute the Cholesky factors Rp and Lp of the proper Gramians
Gpc = RpR

T
p and Gpo = LT

p Lp that satisfy (14) and (15), respectively.
2. Compute the Cholesky factors Ri and Li of the improper Gramians

Gic = RiR
T
i and Gio = LT

i Li that satisfy (16) and (17), respectively.
3. Compute the skinny singular value decomposition

LpERp = [ U1, U2 ]

[
Σ1 0
0 Σ2

]
[ V1, V2 ]

T
, (22)

where the matrices [ U1, U2 ] and [ V1, V2 ] have orthonormal columns,
Σ1 = diag(ς1, . . . , ς`f

), Σ2 = diag(ς`f +1, . . . , ςrp
) with rp = rank(LpERp).

4. Compute the skinny singular value decomposition

LiARi = U3Θ3V
T
3 , (23)

where U3 and V3 have orthonormal columns, Θ3 = diag(θ1, . . . , θ`∞)
with `∞ = rank(LiARi).

5. Compute the projection matrices

W` = [ LT
p U1Σ

−1/2
1 , LT

i U3Θ
−1/2
3 ], T` = [ RpV1Σ

−1/2
1 , RiV3Θ

−1/2
3 ].

6. Compute the reduced-order system

[ Ẽ, Ã, B̃, C̃ ] = [ W T
` ET`, W T

` AT`, W T
` B, CT` ].

This method has to be used with care, since if the original system (1)
is highly unbalanced or if the angle between the deflating subspaces of the
pencil λE − A corresponding to the finite and infinite eigenvalues is small,
then the projection matrices W` and T` will be ill-conditioned. To avoid ac-
curacy loss in the reduced-order model, a square root balancing free method

has been proposed in [77] for standard state space systems. This method can
be generalized for descriptor systems as follows.
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Algorithm 3.2.Generalized Square Root Balancing Free (GSRBF)method.

Input: A realization G = [ E, A, B, C ] such that λE − A is c-stable.

Output: A reduced-order system Ĝ = [ Ê, Â, B̂, Ĉ ].

1. Compute the Cholesky factors Rp and Lp of the proper Gramians
Gpc = RpR

T
p and Gpo = LT

p Lp that satisfy (14) and (15), respectively.
2. Compute the Cholesky factors Ri and Li of the improper Gramians

Gic = RiR
T
i and Gio = LT

i Li that satisfy (16) and (17), respectively.
3. Compute the skinny singular value decompositions (22).
4. Compute the skinny singular value decomposition (23).
5. Compute the skinny QR decompositions

[ RpV1, RiV3 ] = QRR0, [ LT
p U1, LT

i U3 ] = QLL0,

where QR, QL ∈ Rn,` have orthonormal columns and R0, L0 ∈ R`,` are
nonsingular.

6. Compute the reduced-order system

[ Ê, Â, B̂, Ĉ ] = [ QT
LEQR, QT

LAQR, QT
LB, CQR ].

The GSR and GSRBF methods are mathematically equivalent in the sense
that in exact arithmetic they return reduced systems with the same transfer
function. However, since the projection matrices QL and QR computed by
the GSRBF method have orthonormal columns, they may be significantly less
sensitive to perturbations than the projection matrices W` and T` computed
by the GSR method. It should also be noted that the realization [ Ê, Â, B̂, Ĉ ]

is, in general, not balanced and the pencil λÊ− Â is not in the block diagonal
form (21).

3.1 Stability and approximation error

Computing the reduced-order descriptor system via balanced truncation can
be interpreted as transforming at first the asymptotically stable descriptor
system (1) to the block diagonal form

[
W̌ (sE − A)Ť W̌B

CŤ

]
=




sEf − Af 0 Bf

0 sE∞ − A∞ B∞

Cf C∞


 ,

where W̌ and Ť are nonsingular, the pencil λEf − Af has the finite eigenva-
lues only, all eigenvalues of λE∞ −A∞ are infinite, and then reducing the or-
der of the subsystems [ Ef , Af , Bf , Cf ] and [ E∞, A∞, B∞, C∞ ] separately.
Clearly, the reduced-order system (2) is asymptotically stable and minimal.
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The described decoupling of system matrices is equivalent to the additive
decomposition of the transfer function as G(s) = Gsp(s) + P(s), where

Gsp(s) = Cf (sEf − Af )−1Bf and P(s) = C∞(sE∞ − A∞)−1B∞

are the strictly proper part and the polynomial part of G(s). The reduced-

order system (2) has the transfer function G̃(s) = G̃sp(s) + P̃(s), where

G̃sp(s) = C̃f (sẼf − Ãf )−1B̃f and P̃(s) = C̃∞(sẼ∞ − Ã∞)−1B̃∞

are the transfer functions of the reduced-order subsystems. For the subsystem
Gsp = [ Ef , Af , Bf , Cf ] with nonsingular Ef , we have the following upper
bound on the H∞-norm of the absolute error

‖Gsp − G̃sp‖H∞
= sup

ω∈R

‖Gsp(iω) − G̃sp(iω)‖2 ≤ 2(ς`f +1 + . . . + ςnf
)

that can be derived similarly as in [25, 32] for the standard state space case.
Reducing the order of the subsystem P = [ E∞, A∞, B∞, C∞ ] is equiva-

lent to the balanced model reduction of the discrete-time system

A∞ξk+1 = E∞ξk + B∞ηk,
wk = C∞ξk

with a nonsingular matrix A∞. The Hankel singular values of this system
are just the improper Hankel singular values of (1). Since we truncate only
the states corresponding to the zero improper Hankel singular values, the
equality P(s) = P̃(s) holds and the index of the reduced-order system is
equal to deg(P)+1, where deg(P) denotes the degree of the polynomial P(s),
or, equivalently, the multiplicity of the pole at infinity of the transfer function
G(s). In this case the error system G(s)− G̃(s) = Gsp(s)− G̃sp(s) is strictly
proper, and we have the following H∞-norm error bound

‖G(s) − G̃(s)‖H∞
≤ 2(ς`f+1 + . . . + ςnf

).

Existence of this error bound is an important property of the balanced trun-
cation model reduction approach for descriptor systems. It makes this ap-
proach preferable compared, for instance, to moment matching techniques as
in [27, 29, 31, 37].

3.2 Numerical aspects

To reduce the order of the descriptor system (1) we have to compute the
Cholesky factors of the proper and improper controllability and observability
Gramians that satisfy the projected generalized Lyapunov equations (14),
(15), (16) and (17). These factors can be determined using the generalized

Schur-Hammarling method [69, 70] without computing the solutions of Lya-
punov equations explicitly. Combining this method with the GSR method
we obtain the following algorithm for computing the reduced-order descriptor
system (2).
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Algorithm 3.3. Generalized Schur-Hammarling square root method.

Input: A realization G = [ E, A, B, C ] such that λE − A is c-stable.

Output: A reduced-order realization G̃ = [ Ẽ, Ã, B̃, C̃ ].
1. Compute the generalized Schur form

E = V

[
Ef Eu

0 E∞

]
UT and A = V

[
Af Au

0 A∞

]
UT , (24)

where U and V are orthogonal, Ef is upper triangular nonsingular, E∞ is
upper triangular nilpotent, Af is upper quasi-triangular and A∞ is upper
triangular nonsingular.

2. Compute the matrices V T B =

[
Bu

B∞

]
and CU = [ Cf , Cu ].

3. Solve the system of generalized Sylvester equations

EfY − ZE∞ = −Eu,
Af Y − ZA∞ = −Au.

(25)

4. Compute the Cholesky factors Rf , Lf , R∞ and L∞ of the solutions
Xpc = RfRT

f , Xpo = LT
f Lf , Xic = R∞RT

∞ and Xio = LT
∞L∞ of the

generalized Lyapunov equations

EfXpcA
T
f + AfXpcE

T
f = −(Bu − ZB∞)(Bu − ZB∞)T , (26)

ET
f XpoAf + AT

f XpoEf = −CT
f Cf , (27)

A∞XicA
T
∞ − E∞XicE

T
∞ = B∞BT

∞, (28)

AT
∞XioA∞ − ET

∞XioE∞ = (Cf Y + Cu)T (Cf Y + Cu). (29)

5. Compute the skinny singular value decompositions

LfEfRf = [ U1, U2 ]

[
Σ1

Σ2

]
[ V1, V2 ]T , L∞A∞R∞ = U3Θ3V

T
3 ,

where [ U1, U2 ], [ V1, V2 ], U3 and V3 have orthonormal columns,
Σ1 = diag(ς1, . . . , ς`f

), Σ2 = diag(ς`f+1, . . . , ςr), Θ3 = diag(θ1, . . . , θ`∞)
with r = rank(LfEfRf ) and `∞ = rank(L∞A∞R∞).

6. Compute Wf = LT
f U1Σ

−1/2
1 , W∞ = LT

∞U3Θ
−1/2
3 , Tf = RfV1Σ

−1/2
1 and

T∞=R∞V3Θ
−1/2
3 .

7. Compute the reduced-order system [ Ẽ, Ã, B̃, C̃ ] with

Ẽ =

[
I`f

0
0 W T

∞E∞T∞

]
, Ã =

[
W T

f AfTf 0

0 I`∞

]
,

B̃ =

[
W T

f (Bu − ZB∞)

W T
∞B∞

]
, C̃ = [ CfTf , (Cf Y + Cu)T∞ ].
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To compute the generalized Schur form (24) we can use the QZ algorithm
[33, 80] the GUPTRI algorithm [21, 22], or algorithms proposed in [11, 78]. To
solve the generalized Sylvester equation (25) one can use the generalized Schur
method [45] or its recursive blocked modification [43] that is more suitable
for large problems. The upper triangular Cholesky factors Rf , Lf , R∞ and
L∞ of the solutions of the generalized Lyapunov equations (26)-(29) can be
determined without computing the solutions themselves using the generalized
Hammarling method [42, 55]. Furthermore, the singular value decomposition
of LfEf Rf and L∞A∞R∞, where all three factors are upper triangular, can
be computed without forming these products explicitly, see [15, 24, 34] and
references therein.

Since the generalized Schur-Hammarling method is based on computing
the generalized Schur form (24), it costs O(n3) flops and has the memory
complexity O(n2). Thus, this method can be used for problems of small and
medium size. Unfortunately, it does not take into account the sparsity or any
structure of the system and is not attractive for parallelization. Recently, ite-
rative methods related to the ADI method and the Smith method have been
proposed to compute low rank approximations of the solutions of standard
large-scale sparse Lyapunov equations [48, 50, 56]. It was observed that the
eigenvalues of the symmetric solutions of Lyapunov equations with low rank
right-hand side generally decay very rapidly, and such solutions may be well
approximated by low rank matrices, see [5, 57, 67]. A similar result holds for
projected generalized Lyapunov equations. Consider, for example, the pro-
jected GCALE (14). If it is possible to find a matrix X with a small number
of columns such that XXT is an approximate solution of (14), then X is
referred to as the low rank Cholesky factor of the solution Gpc of the pro-
jected GCALE (14). It can be computed by the following algorithm that is
a generalization of low rank ADI method for standard Lyapunov equation as
suggested in [48, 50, 56].

Algorithm 3.4. Generalized low rank ADI method.

Input: Matrices E, A ∈ Rn,n, Q=PlB ∈ Rn,m and shift parameters τ1, . . . , τq .
Output: A low rank Cholesky factor Xk of the Gramian Gpc ≈ XkXT

k .

1. X(1) =
√
−2Re(τ1) (E + τ1A)−1Q,

2. X1 = X(1),
3. FOR k = 2, 3, . . .

a. X(k) =

√
Re(τk)

Re(τk−1)

(
I − (τk−1 + τk)(E + τkA)−1A

)
X(k−1),

b. Xk = [ Xk−1, X(k) ].

END FOR
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If all the finite eigenvalues of the pencil λE − A lie in the open left half-
plane, then Xk converges to the solution of the projected GCALE (14). The
rate of convergence depends strongly on the choice of the shift parameters
τ1, . . . , τq . The optimal shift parameters satisfy the generalized ADI minimax
problem

{τ1, . . . , τq} = arg min
{τ1,...,τq}∈C−

max
t∈Sp

f
(E,A)

|(1 − τ1t) · . . . · (1 − τ q t)|

|(1 + τ1t) · . . . · (1 + τq t)|
,

where Spf (E, A) denotes the finite spectrum of the pencil λE−A, see [75].The
computation of the optimal shift parameters is a difficult problem, since the
finite eigenvalues of the pencil λE−A (in particular if it is large and sparse) are
in general unknown and expensive to compute). Instead, suboptimal ADI shift
parameters τ1, . . . , τq can be determined by a heuristic procedure as in [56,
Algorithm 5.1] from a set of largest and smallest (in modulus) approximate
finite eigenvalues of λE − A that may be computed by an Arnoldi process.

As a stopping criterion one can use the condition ‖X (k)‖/‖Xk‖ ≤ tol with
some matrix norm ‖ ·‖ and a user-defined tolerance tol. The iteration can also
be stopped as soon as a normalized residual norm

η(E, A, PlB; Xk) =
‖EXkXT

k AT + AXkXT
k ET + PlBBTP T

l ‖

‖PlBBTP T
l ‖

satisfies η(E, A, PlB; Xk) ≤ tol or a stagnation of η(E, A, PlB; Xk) is ob-
served, see [56] for an efficient computation of the Frobenius norm based
normalized residuals.

It should be noted that the matrices (E + τkA)−1 in Algorithm 3.4
do not have to be computed explicitly. Instead, we solve linear systems
(E + τkA)x = Plb either by computing (sparse) LU factorizations and for-
ward/backward substitutions or by using iterative Krylov subspace methods
[63]. In the latter case the generalized low rank ADI method has the mem-
ory complexity O(kADImn) and costs O(klskADImn) flops, where kls is the
number of linear solver iterations and kADI is the number of ADI iterations.
This method becomes efficient for large-scale sparse Lyapunov equations only
if klskADIm is much smaller than n. Note that if the matrices E and A have
a particular structure for which the hierarchical matrix arithmetic can be
used, then also the methods proposed in [40, 41] can be applied to compute
the inverse of E + τkA.

A major difficulty in the numerical solution of the projected Lyapunov
equations by the low rank ADI method is that we need to compute the spec-
tral projections Pl and Pr onto the left and right deflating subspaces of the
pencil λE −A corresponding to the finite eigenvalues. This is in general very
difficult, but in many applications, such as control of fluid flow, electrical cir-
cuits simulation and constrained multibody systems, the matrices E and A
have some special block structure. This structure can be used to construct the
projections Pl and Pr explicitly and cheaply, see [26, 53, 65, 73].
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3.3 Remarks

We close this section with some concluding remarks.

Remark 3.3. The GSR method and the GSRBF method can also be used to re-
duce the order of unstable descriptor systems. To do this we first compute the
additive decomposition [44] of the transfer function G(s) = G−(s) + G+(s),
where G−(s) = C−(sE− − A−)−1B− and G+(s) = C+(sE+ − A+)−1B+.
Here the matrix pencil λE− − A− is c-stable and all the eigenvalues of the
pencil λE+ − A+ are finite and have non-negative real part. Then we de-

termine the reduced-order system G̃−(s) = C̃−(sẼ− − Ã−)−1B̃− by ap-
plying the balanced truncation model reduction method to the subsystem
G− = [ E−, A−, B−, C− ]. Finally, the reduced-order approximation of G(s)

is given by G̃(s) = G̃−(s) + G+(s), where G+(s) is included unmodified.

Remark 3.4. The controllability and observability Gramians as well as Hankel
singular values can also be generalized for discrete-time descriptor systems,
see [72] for details. In this case an extension of balanced truncation model
reduction methods for such systems is straightforward.

Remark 3.5. To compute a low order approximation to a large-scale descriptor
system of index one with dense matrix coefficients E and A we can apply the
spectral projection method [13]. This method is based on the disc and sign
functions iterative procedures and can be efficiently implemented on parallel
computers.

Remark 3.6. An alternative model reduction approach for descriptor systems
is the moment matching approximation which can be formulated as follows.
Suppose that s0 ∈ C is not an eigenvalue of the pencil λE − A. Then the
transfer function G(s) = C(sE − A)−1B can be expanded into a Laurent
series at s0 as

G(s) = C
(
I − (s − s0)(s0E − A)−1E

)−1
(s0E − A)−1B

= M0 + M1(s − s0) + M2(s − s0)
2 + . . . ,

where the matrices Mj = −C
(
(s0E − A)−1E

)j
(s0E − A)−1B are called the

moments of system (1) at s0. The moment matching approximation problem
for the descriptor system (1) consists in determining a rational matrix-valued

function G̃(s) such that the Laurent series expansion of G̃(s) at s0 has the
form

G̃(s) = M̃0 + M̃1(s − s0) + M̃2(s − s0)
2 + . . . , (30)

where the moments M̃j satisfy the moment matching conditions

Mj = M̃j , j = 0, 1, . . . , k. (31)
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If s0 = ∞, then Mj = CFj−1B are the Markov parameters of (1) and the cor-
responding approximation problem is known as partial realization [35]. Com-
putation of the partial realization for descriptor systems is an open problem.
For s0 = 0, the approximation problem (30), (31) reduces to the Padé ap-

proximation problem [9]. Efficient algorithms based on Arnoldi and Lanzcos
procedures for solving this problem have been presented in [27, 30]. For an
arbitrary complex number s0 6= 0, the moment matching approximation is the
problem of rational interpolation or shifted Padé approximation that has been
considered in [6, 7, 27, 29, 31]. Apart from a single interpolation point one

can construct a reduced-order system with the transfer function G̃(s) that
matches G(s) at multiple points {s0, s1, . . . , sk}. Such an approximation is
called a multi-point Padé approximation or a rational interpolant [1, 9]. It can
be computed efficiently for descriptor systems by the rational Krylov subspace
method [31, 37, 62].

4 Numerical examples

In this section we give numerical examples to illustrate the effectiveness of
the described model reduction methods for descriptor systems. The compu-
tations were done on IBM RS 6000 44P Modell 270 with machine precision
ε = 2.22 × 1016 using MATLAB 6.5. We apply these methods to two dif-
ferent models: a semidiscretized Stokes equation and a constrained damped
mass-spring system.

Semidiscretized Stokes equation

Consider the instationary Stokes equation describing the flow of an incom-
pressible fluid

∂v

∂t
= ∆v −∇ρ + f, (ξ, t) ∈ Ω × (0, te),

0 = div v, (ξ, t) ∈ Ω × (0, te)
(32)

with appropriate initial and boundary conditions. Here v(ξ, t) ∈ Rd is
the velocity vector (d = 2 or 3 is the dimension of the spatial domain),
ρ(ξ, t) ∈ R is the pressure, f(ξ, t) ∈ Rd is the vector of external forces, Ω ⊂ Rd

is a bounded open domain and te > 0 is the endpoint of the time interval.
The spatial discretization of the Stokes equation (32) by the finite difference
method on a uniform staggered grid leads to a descriptor system

v̇h(t) = A11vh(t) + A12ρh(t) + B1u(t),
0 = AT

12vh(t) + B2u(t),
y(t) = C1vh(t) + C2ρh(t),

(33)

where vh(t) ∈ Rnv and ρh(t) ∈ Rnρ are the semidiscretized vectors of ve-
locities and pressures, respectively, see [14]. The matrix A11 ∈ Rnv,nv is the
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discrete Laplace operator, −A12 ∈ Rnv,nρ and −AT
12 ∈ Rnρ,nv are, respectively,

the discrete gradient and divergence operators. Due to the non-uniqueness of
the pressure, the matrix A12 has a rank defect one. In this case instead of A12

we can take a full column rank matrix obtained from A12 by discarding the
last column. Therefore, in the following we will assume without loss of gen-
erality that A12 has full column rank. In this case system (33) is of index 2.
The matrices B1 ∈ Rnv ,m, B2 ∈ Rnρ,m and the control input u(t) ∈ Rm are
resulting from the boundary conditions and external forces, the output y(t) is
the vector of interest. The order n = nv + nρ of system (33) depends on the
fineness of the discretization and is usually very large, whereas the number
m of inputs and the number p of outputs are typically small. Note that the
matrix coefficients in (33) given by

E =

[
I 0
0 0

]
and A =

[
A11 A12

AT
12 0

]

are sparse and have a special block structure. Using this structure, the pro-
jections Pl and Pr onto the left and right deflating subspaces of the pencil
λE − A can be computed as

Pl =

[
Π −ΠA11A12(A

T
12A12)

−1

0 0

]
, Pr =

[
Π 0

−(AT
12A12)

−1AT
12A11Π 0

]
,

where Π = I−A12(A
T
12A12)

−1AT
12 is the orthogonal projection onto Ker (AT

12)
along Im (A12), see [73].

The spatial discretization of the Stokes equation (32) on a square domain
Ω = [0, 1] × [0, 1] by the finite difference method on a uniform staggered
80 × 80 grid leads to a problem of order n = 19520. The dimensions of the
deflating subspaces of the pencil λE−A corresponding to the finite and infinite
eigenvalues are nf = 6400 and n∞ = 13120, respectively. In our experiments
B = [ BT

1 , BT
2 ]T ∈ Rn,1 is chosen at random and C = [ 1, 0, . . . , 0 ] ∈ R1,n.

To reduce the order of the semidiscretized Stokes equation (33) we use the
GSR and the GSRBF methods, where the exact Cholesky factors Rp and LT

p

of the proper Gramians are replaced by low rank Cholesky factors Rk and Lk,
respectively, such that Gpc ≈ RkRT

k and Gpo ≈ LkLT
k . The matrices Rk and

Lk have been computed by the generalized low rank ADI method with 20 shift
parameters applied to (E, A, PlB) and (ET , AT , P T

r CT ), respectively.
In Fig. 1 we present the convergence history for the normalized residuals

η(E, A, PlB; Rk) and η(ET, AT, P T
r CT; Lk) versus the iteration step k. Fig-

ure 2 shows the approximate dominant proper Hankel singular values ς̃j com-
puted from the singular value decomposition of the matrix LT

70ER39 with
R39 ∈ Rn,39 and L70 ∈ R70,n. Note the Cholesky factors Ri and Li of the im-
proper Gramians of (33) can be computed in explicit form without solving the
generalized Lyapunov equations (16) and (17) numerically, see [73]. System
(33) has only one non-zero improper Hankel singular value θ1 = 0.0049743.

We approximate the semidiscretized Stokes equation (33) by two mod-
els of order ` = 11 (`f = 10, `∞ = 1) computed by the approximate
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Fig. 1. Convergence history for the normalized residuals η(Rk) = η(E, A,PlB;Rk)
and η(Lk) = η(ET , AT , P T

r CT ; Lk) for the semidiscretized Stokes equation.
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Fig. 2. Approximate proper Hankel singular values for the semidiscretized Stokes
equation.
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Fig. 3. Absolute error plots and error bound for the semidiscretized Stokes equation.

GSR and GSRBF methods. The absolute values of the frequency responses
of the full order and the reduced-order systems are not presented, since
they were impossible to distinguish. In Fig. 3 we display the absolute errors
‖G(iω)−G̃(iω)‖2 and ‖G(iω)−Ĝ(iω)‖2 for a frequency range ω ∈ [ 10−2, 106 ]
as well as the approximate error bound computed as twice the sum of the trun-
cated approximate Hankel singular values ς̃11, . . . ς̃39. One can see that over
the displayed frequency range the absolute errors are smaller than 2 · 10−10

which is much smaller than the discretization error.

Constrained damped mass-spring system

Consider the holonomically constrained damped mass-spring system illus-
trated in Fig. 4. The ith mass of weight mi is connected to the (i + 1)st
mass by a spring and a damper with constants ki and di, respectively, and
also to the ground by a spring and a damper with constants κi and δi, respec-
tively. Additionally, the first mass is connected to the last one by a rigid bar
and it is controlled. The vibration of this system is described by a descriptor
system

ṗ(t) = v(t),
M v̇(t) = K p(t) + Dv(t) − GT λ(t) + B2u(t),

0 = G p(t),
y(t) = C1p(t),

(34)
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Fig. 4. A damped mass-spring system with a holonomic constraint.

where p(t) ∈ Rg is the position vector, v(t) ∈ Rg is the velocity vec-
tor, λ(t) ∈ R2 is the Lagrange multiplier, M = diag(m1, . . . , mg) is the
mass matrix, D and K are the tridiagonal damping and stiffness matrices,
G = [ 1, 0, . . . , 0, −1 ] ∈ R1,g is the constraint matrix, B2 = e1 and
C1 = [ e1, e2, es−1 ]T . Here ei denotes the ith column of the identity matrix
Ig . The descriptor system (34) is of index 3 and the projections Pl and Pr can
be computed as

Pl =




Π1 0 −Π1M
−1DG1

−ΠT
1 D(I − Π1) ΠT

1 −ΠT
1 (K + DΠ1M

−1D)G1

0 0 0


 ,

Pr =




Π1 0 0
−Π1M

−1D(I − Π1) Π1 0
GT

1 (KΠ1 − DΠ1M
−1D(I − Π1)) GT

1 DΠ1 0


 ,

where G1 = M−1GT (GM−1GT )−1 and Π1 = I − G1G is a projection onto
Ker (G) along Im (M−1GT ), see [65].

In our experiments we take m1 = . . . = mg = 100 and

k1 = . . . = kg−1 = κ2 = . . . = κg−1 = 2, κ1 = κg = 4,
d1 = . . . = dg−1 = δ2 = . . . = δg−1 = 5, δ1 = δg = 10.

For g = 6000, we obtain the descriptor system of order n = 12001 with m = 1
input and p = 3 outputs. The dimensions of the deflating subspaces of the
pencil corresponding to the finite and infinite eigenvalues are nf = 11998 and
n∞ = 3, respectively.

Figure 5 shows the normalized residual norms for the low rank Cholesky
factors Rk and Lk of the proper Gramians computed by the generalized ADI
method with 20 shift parameters. The approximate dominant proper Hankel
singular values presented in Fig. 6 have been determined from the singular
value decomposition of the matrix LT

33ER31 with L33 ∈ Rn,99 and R31 ∈ Rn,31.
All improper Hankel singular values are zero. This implies that the transfer
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Fig. 5. Convergence history for the normalized residuals η(Rk) = η(E, A,PlB;Rk)
and η(Lk) = η(ET , AT , P T

r CT ; Lk) for the damped mass-spring system.
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Fig. 6. Approximate proper Hankel singular values for the damped mass-spring
system.
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Fig. 7. Magnitude and phase plots of G31(iω) for the damped mass-spring system.
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function G(s) of (34) is proper. We approximate the descriptor system (34)
by a standard state space system of order ell = `f = 10 computed by the
approximate GSR method. In Fig. 7 we display the magnitude and phase
plots of the (3, 1) components of the frequency responses G(iω) and G̃(iω).
Note that there is no visible difference between the magnitude plots for the
full order and reduced-order systems. Similar results have been observed for
other components of the frequency response. Figure 8 show the absolute error
‖G(iω)− G̃(iω)‖2 for a frequency rang ω ∈ [ 10−4, 104 ] and the approximate
error bound computed as twice the sum of the truncated approximate proper
Hankel singular values. We see that the reduced-order system approximates
the original system satisfactorily.
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cal matrices. Proceedings of EQUADIFF 10 (Prague, 2001). Math. Bohem.,
127(2):229–241, 2002.

42. S.J. Hammarling. Numerical solution of the stable non-negative definite Lya-
punov equation. IMA J. Numer. Anal., 2:303–323, 1982.

43. I. Jonsson and B. K̊agström. Recursive blocked algorithms for solving triangular
systems – Part I: One-sided and coupled Sylvester-type matrix equations. ACM
Trans. Math. Software, 28(4):392–415, 2002.

44. B. K̊agström and P. Van Dooren. A generalized state-space approach for the
additive decomposition of a transfer function. J. Numer. Linear Algebra Appl.,
1(2):165–181, 1992.

45. B. K̊agström and L. Westin. Generalized Schur methods with condition esti-
mators for solving the generalized Sylvester equation. IEEE Trans. Automat.
Control, 34:745–751, 1989.

46. T. Kailath. Linear Systems. Prentice-Hall Information and System Sciences
Series. Prentice Hall, Englewood Cliffs, NJ, 1980.

47. A.J. Laub, M.T. Heath, C.C. Paige, and R.C. Ward. Computation of system
balancing transformations and other applications of simultaneous diagonaliza-
tion algorithms. IEEE Trans. Automat. Control, AC-32(2):115–122, 1987.

48. J.-R. Li. Model Reduction of Large Linear Systems via Low Rank System Grami-
ans. Ph.D. thesis, Department of Mathematics, Massachusetts Institute of Tech-
nology, 2000.

49. J.-R. Li, F. Wang, and J. White. An efficient Lyapunov equation-based approach
for generating reduced-order models of interconnect. In Proceedings of the 36th
Design Automation Conference (New Orleans, USA, 1999), pages 1–6. IEEE,
1999.

50. J.-R. Li and J. White. Low rank solution of Lyapunov equations. SIAM J.
Matrix Anal. Appl., 24(1):260–280, 2002.



30 Volker Mehrmann and Tatjana Stykel

51. W.Q. Liu and V. Sreeram. Model reduction of singular systems. In Proceedings
of the 39th IEEE Conference on Decision and Control (Sydney, Australia, 2000),
pages 2373–2378. IEEE, 2000.

52. Y. Liu and B.D.O. Anderson. Singular perturbation approximation of balanced
systems. Internat. J. Control, 50:1379–1405, 1989.

53. R. März. Canonical projectors for linear differential algebraic equations. Com-
put. Math. Appl., 31(4-5):121–135, 1996.

54. B.C. Moore. Principal component analysis in linear systems: controllability, ob-
servability, and model reduction. IEEE Trans. Automat. Control, AC-26(1):17–
32, 1981.

55. T. Penzl. Numerical solution of generalized Lyapunov equations. Adv. Comput.
Math., 8(1-2):33–48, 1998.

56. T. Penzl. A cyclic low-rank Smith method for large sparse Lyapunov equations.
SIAM J. Sci. Comput., 21(4):1401–1418, 1999/00.

57. T. Penzl. Eigenvalue decay bounds for solutions of Lyapunov equations: the
symmetric case. Systems Control Lett., 40(2):139–144, 2000.

58. T. Penzl. LYAPACK Users Guide. Preprint SFB393/00-33, Fakultät für Mathe-
matik, Technische Universität Chemnitz, D-09107 Chemnitz, Germany, August
2000. Available from http://www.tu-chemnitz.de/sfb393/sfb00pr.html.

59. T. Penzl. Algorithms for model reduction of large dynamical systems.
Preprint SFB393/99-40, Fakultät für Mathematik, Technische Universität
Chemnitz, D-09107 Chemnitz, Germany, December 1999. Available from
http://www.tu-chemnitz.de/ sfb393/sfb99pr.html.

60. K. Perev and B. Shafai. Balanced realization and model reduction of singular
systems. Internat. J. Systems Sci., 25(6):1039–1052, 1994.

61. W. Rudin. Real and Complex Analysis. McGraw-Hill, New York, 1987.
62. A. Ruhe. Rational Krylov sequence methods for eigenvalue computation. Linear

Algebra Appl., 58:391–405, 1984.
63. Y. Saad. Iterative Methods for Sparse Linear Systems. PWS Publishing Com-

pany, Boston, MA, 1996.
64. M.G. Safonov and R.Y. Chiang. A Schur method for balanced-truncation model

reduction. IEEE Trans. Automat. Control, AC-34(7):729–733, 1989.
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