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#### Abstract

We discuss adaptive numerical methods for the solution of eigenvalue problems arising either from the finite element discretization of a partial differential equation (PDE) or from discrete finite element modeling. When a model is described by a partial differential equation, the adaptive finite element method starts from a coarse finite element mesh which, based on a posteriori error estimators, is adaptively refined to obtain eigenvalue/eigenfunction approximations of prescribed accuracy. This method is well established for classes of elliptic PDEs, but is still in its infancy for more complicated PDE models. For complex technical systems, the typical approach is to directly derive finite element models that are discrete in space and are combined with macroscopic models to describe certain phenomena like damping or friction. In this case one typically starts with a fine uniform mesh and computes eigenvalues and eigenfunctions using projection methods from numerical linear algebra that are often combined with the algebraic multilevel substructuring to achieve an adequate performance. These methods work well in practice but their convergence and error analysis is rather difficult. We analyze the relationship between these two extreme approaches. Both approaches have their pros and cons which are discussed in detail. Our observations are demonstrated with several numerical examples.
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## 1. Introduction

Eigenvalue problems associated with complex mathematical models described by partial differential equations (PDEs) or very large finite element models arise in a number of applications ranging from quantum mechanical models, design of periodic structures for wave-guides, structural mechanics, stability analysis in dynamical systems, as well as model reduction. A typical real world example that was recently considered in [33] is the analysis and treatment of disc brake squeal. This phenomenon arises from self-excited vibrations caused by a flutter-type instability originating from friction forces at the pad-rotor interface [2] of the brake. Since a full atomistic modeling via the Langevin equation [64] is computationally infeasible, a commonly used approach in practice is to employ macro-scale approximations via multibody dynamics and finite element modeling (FEM) with very fine uniform meshes, see e.g. [45, 56]. Using macroscopic models of material damping, and friction forces, one obtains as model equations for the finite element coefficients of the position variables $Q=\sum_{i=1}^{n} Q_{i}(t) \varphi_{i}(x)$, the dynamical system

$$
\begin{equation*}
M \ddot{Q}+C \dot{Q}+K Q=f \tag{1}
\end{equation*}
$$

where $M, C, K \in \mathbb{R}^{n, n}$ are large scale mass, damping and stiffness matrices, respectively, and $f$ is an external force. For finite element (FE) models of rotating machinery, the matrices $C$ and $K$ are typically nonsymmetric to incorporate gyroscopic and circulatory forces, and they depend on various parameters that include model operating conditions, material conditions as well as the rotational speed of the disc. For self-excited vibrations one also includes the excitation force via a nonsymmetric term added to the stiffness matrix. Furthermore, the mass matrix is often singular, often due to mass lumping, or due to the explicit algebraic equations which constrain the dynamics of the system.

System (1) is a (space) discrete FE model and typically, since the macroscopic approximations do not hold in the continuous limit for mesh size equal to zero, a corresponding continuous model in the form of a PDE is not available. If the system would be valid in the limit, then it would be a hyperbolic PDE

$$
\begin{equation*}
\ddot{U}+c \dot{U}+k \Delta U=f \tag{2}
\end{equation*}
$$

in a domain $\Omega \in \mathbb{R}^{d}, d=1,2, \ldots$, with given parameter dependent functions $c, k$, together with boundary conditions. We discuss here Dirichlet conditions $U=0$ on the boundary $\partial \Omega$, the case of general boundary conditions can be reduced to this case [11].

Choosing the ansatz $Q=\exp (\mu t) \mathbf{q}$ or $U=\exp (\mu t) u$, respectively, then yields eigenvalue problems. In the (space) discrete case this is the finite dimensional quadratic eigenvalue problem:

Determine $\mu \in \mathbb{C}$ and a nonzero $\mathbf{q} \in \mathbb{C}^{n}$ such that

$$
\begin{equation*}
L(\mu) \mathbf{q}:=\left(\mu^{2} M+\mu C+K\right) \mathbf{q}=0 . \tag{3}
\end{equation*}
$$

A finite dimensional eigenvector $\mathbf{q}=\left[q_{i}\right]_{i=1}^{n} \in \mathbb{C}^{n}$ associated with an eigenvalue $\mu$ is then the coordinate vector of coefficients for the eigenfunction $q=\sum_{i=1}^{n} q_{i} \psi^{i}(x)$ in the FE basis $\left\{\psi^{i}(x)\right\}_{i=1}^{n}$, which has been used to generate the FE model.

In the (space) continuous case one obtains an infinite dimensional quadratic eigenvalue problem.

Determine $\mu \in \mathbb{C}$ and a nonzero function $u$ in an appropriate function space $V$ such that

$$
\begin{equation*}
\mathcal{L}(\mu) u:=\left(\mu^{2}+c \mu+k \Delta\right) u=0 \text { in } \Omega, \quad u=0 \text { on } \partial \Omega . \tag{4}
\end{equation*}
$$

In order to solve the continuous problem (4) one discretizes the variational form of the problem using a Galerkin approach. If an appropriate $n_{h}$ dimensional FE subspace $V_{h} \subset V$ spanned by a FE basis $\left\{\varphi_{h}^{(i)}(x)\right\}_{i=1}^{n_{h}}$ is chosen, then (4) takes the form of the finite dimensional quadratic eigenvalue problem

$$
\begin{equation*}
\mathcal{L}_{h}(\mu) u_{h}:=\left(\mu_{h}^{2} M_{h}+C_{h} \mu_{h}+K_{h}\right) u_{h}=0 \tag{5}
\end{equation*}
$$

and the eigenfunction $u_{h}$ is represented as $u_{h}=\sum_{i=1}^{n_{h}} u_{h, i} \varphi_{h}^{(i)}(x)$, with a coordinate vector $\mathbf{u}_{h}=\left[u_{h, i}\right]_{i=1}^{n_{h}} \in \mathbb{C}^{n}$.

The two discrete finite dimensional problems (3) and (5) are very similar in nature. If a PDE model is available, then using the same basis functions $\psi^{(i)}=\varphi_{h}^{(i)}$, $i=1,2, \ldots, n_{h}$, on the same uniform grid without exploiting any macroscopic model approximations, would result in strongly related or even the same matrix coefficients.

In the continuous case, for some PDE operators, a priori and a posteriori error estimates can be obtained that allow to assess the quality of the solution and allow for adaptive grid refinement. In the discrete case, however, such estimates are typically not available, and error control has to be based on algebraic techniques and comparisons with experiments. However, in both the discrete and continuous case, once approximations $\widetilde{\mu}$ of an eigenvalue $\mu$ and $\widetilde{q}(x)=\sum_{i=1}^{n} \widetilde{q}_{i} \psi^{(i)}(x)$, respectively, $\widetilde{u}_{h}(x)=\sum_{i=1}^{n_{h}} \widetilde{u}_{h, i} \varphi_{h}^{(i)}(x)$ to the associated eigenfunctions have been determined, then eigenvalue residuals can be formed

$$
\begin{align*}
r & :=\left(\widetilde{\mu}^{2} M+\widetilde{\mu} C+K\right) \widetilde{\mathbf{q}}  \tag{6}\\
r_{h}(x) & :=\left(\widetilde{\mu}_{h}^{2} M_{h}+C_{h} \widetilde{\mu}_{h}+K_{h}\right) \widetilde{u}_{h}, \tag{7}
\end{align*}
$$

respectively. Using backward error analysis [53], it follows that if the stability constant of the associated eigenvalue/eigenfunction pair ( $\mu_{h}, u_{h}$ ), respectively the condition number of the eigenvalue/eigenvector pair ( $\mu, \mathbf{q}$ ) are not too large, i.e., small perturbations in the model do not lead to large perturbations in computed eigenvalue/eigenfunction approximations, then these residuals can be used to estimate the associated errors. This analysis will be discussed in Section 4.

There are essentially two extreme approaches to compute a specific eigenvalue/eigenvector or eigenvalue/eigenfunction pair. In the continuous case, when a priori and a posteriori error estimates are available, then one can apply the adaptive finite element method (AFEM), and, at least in some special cases, prove its reliability and efficiency [15]. Starting from a sufficiently fine initial mesh, AFEM uses local error estimates to adaptively refine the mesh, so that the resulting error in the finite element approximation is within a given tolerance. However, the analytic background of AFEM requires the presence of an associated PDE model which, as discussed before, is not always available. Furthermore, the method is currently restricted to some very special problem classes of elliptic problems with real or purely imaginary eigenvalues. Numerical methods that use AFEM for some more complex problems were discussed in $[16,38,61]$, but no detailed analysis is available for problems with complex eigenvalues or eigenvalues with Jordan blocks. For multiple real eigenvalues of symmetric problems recently there has been analysis in [28,

29, 72]. In contrast to this, in (3) the only available data are matrices associated with the fine mesh. A very common method that is frequently used in structural engineering is the automated multilevel substructuring method (AMLS) [9, 42]. Starting from (3) or (5) associated with the fine mesh, AMLS uses an algebraic substructuring technique (component mode synthesis [60]), local computations of eigenvalues and eigenvectors for algebraically constructed substructures in (3), as well as projections, to obtain a small projected eigenvalue problem which then can be solved by standard, dense eigenvalue methods [7, 36]. This algebraic approach is very flexible and can in principle be extended to treat damping terms as well as complex and multiple eigenvalues. However, the theoretical analysis of the method is rather limited $[24,37,71]$, and the results may not always be satisfactory, see Section 6.

In this work we discuss a common basis for both the AFEM and the AMLS method. We compare these concepts and point out their advantages and disadvantages. For a direct analytical comparison, we restrict ourself to consider (3) and (5) with symmetric positive definite mass and definite stiffness matrices and discard damping or other parts of the model, see Section 2. In this situation, setting $\lambda:=-\mu^{2}$, all the eigenvalues are real and there exist orthonormal sets of associated eigenvectors/eigenfunctions. In Section 3 we introduce the automated multilevel substructuring method (AMLS) and discuss its properties and several implementation details. Section 4 is dedicated to the adaptive finite element method (AFEM) and a recently developed variant called AFEMLA. We compare both methods, provide some common ground and discuss some of their advantages and disadvantages in Section 5. Section 6 illustrates our observations with several numerical examples.

## 2. A model problem for comparison

In order to compare and relate the AFEM and the AMLS method, we use a simple elliptic PDE eigenvalue problem.

Determine $\lambda \in \mathbb{R}$ and $u \in V:=H_{0}^{1}(\Omega)$ (the space of functions that vanish on the boundary and have a first derivative that is Lebesgue integrable) such that

$$
\begin{array}{rlll}
\mathcal{L} u & =\lambda u & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega \tag{8}
\end{array}
$$

where $\Omega \in \mathbb{R}^{d}, d=1,2, \ldots$ is a bounded, polyhedral Lipschitz domain and $\partial \Omega$ is its boundary.

Here

$$
\mathcal{L} u(x)=-\operatorname{div}(A(x) \nabla u(x)),
$$

and $A$ is a real symmetric positive definite matrix, so that $\mathcal{L}$ is self-adjoint and elliptic. Introducing the bilinear forms

$$
\begin{array}{ll}
a: V \times V \rightarrow \mathbb{R}, & a(u, v):=\int_{\Omega}(\nabla u)^{T} A(x) \nabla v d x, \\
b: V \times V \rightarrow \mathbb{R}, & b(u, v):=\int_{\Omega} u v d x,
\end{array}
$$

then one has the variational form of problem (8):
Determine $\lambda \in \mathbb{R}$ and $u \in V$ such that

$$
\begin{equation*}
a(u, v)=\lambda b(u, v) \quad \text { for all } v \in V \tag{9}
\end{equation*}
$$

In order to find an approximation to the exact solution of the variational problem (9), we attempt to represent the solution by an element from a given finite dimensional subspace $V_{h} \subset V$. This is known as the Galerkin method (BubnovGalerkin or Ritz-Galerkin method in the self-adjoint case) [18]. For a given finite dimensional subspace $V_{h} \subseteq V$ the variational form of the eigenvalue problem (9) then is the discretized eigenvalue problem:

Determine $\lambda_{h} \in \mathbb{R}$ and $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=\lambda_{h} b\left(u_{h}, v_{h}\right) \quad \text { for all } \quad v_{h} \in V_{h} . \tag{10}
\end{equation*}
$$

Since $A$ is symmetric positive definite, it follows that $a(\cdot, \cdot)$ defines an inner product on $V$, and $b(\cdot, \cdot)$ is also an inner product on $V$.

There are many possible choices for the space $V_{h}$, see e.g., [11, 18]. For simplicity we discuss only the 2D case and let $\mathcal{T}_{h}$ be a partition (triangulation) of the domain $\Omega$ into elements (triangles) $T$, such that

$$
\bigcup_{T \in \mathcal{T}_{h}}=\bar{\Omega}
$$

any two distinct elements in $\mathcal{T}_{h}$ share at most a common edge or a common vertex. For each element $T \in \mathcal{T}_{h}$ by $\mathcal{E}(T)$ and $\mathcal{N}(T)$ we denote the set of corresponding edges and vertices, respectively, and $\mathcal{E}_{h}$ and $\mathcal{N}_{h}$ denotes all edges and vertices in $\mathcal{T}_{h}$. Likewise, we define $h_{T}$ as the diameter (the length of the longest edge) of an element. For each edge $E$ we denote its length by $h_{E}$ and the unit normal vector by $\vec{n}_{E}$. We set $h:=\max _{T \in \mathcal{T}_{h}} h_{T}$. We say that the triangulation is regular, see [18], if there exists a positive constant $\rho$ such that

$$
\frac{h_{T}}{d_{T}}<\rho
$$

with $d_{T}$ being the diameter of the largest ball that may be inscribed in element $T$, i.e., the minimal angle of all triangles in $\mathcal{T}_{h}$ is bounded away from zero.

Consider a regular triangulation $\mathcal{T}_{h}$ of $\Omega$ and the set of polynomials $\mathbb{P}_{p}$ of total degree $p \geq 1$ on $\mathcal{T}_{h}$, which vanish on the boundary of $\Omega$, see, e.g., [11]. Then the Galerkin discretization of (10) with $V_{h}^{p} \subset V, \operatorname{dim} V_{h}^{p}=n_{h}$, chosen as

$$
V_{h}^{p}(\Omega):=\left\{v_{h} \in C^{0}(\bar{\Omega}):\left.v_{h}\right|_{T} \in \mathbb{P}_{p} \text { for all } T \in \mathcal{T}_{h} \text { and } v_{h}=0 \text { on } \partial \Omega\right\}
$$

is called finite element discretization. The Finite Element Method (FEM) [18] is a Galerkin method where $V_{h}$ is the subspace of piecewise polynomial functions, i.e., functions that are continuous in $\Omega$ and that are polynomial on each $T \in \mathcal{T}_{h}$. To simplify the presentation, here we only consider $\mathbb{P}_{1}$ finite elements, i.e., $p=1$, and use $V_{h}:=V_{h}^{1}$. The motivation to use piecewise polynomials is that in this case the computational work in generating the system matrices is small and they are sparse, since the space $V_{h}$ then has a canonical basis of functions with small support. The basis $\left\{\varphi_{h}^{(1)}, \ldots, \varphi_{h}^{\left(n_{h}\right)}\right\}$ is then a Lagrange or nodal basis [18] and an eigenfunction $u_{h}$ is determined by its values at the $n_{h}$ grid points of $\mathcal{T}_{h}$ and it can be written as

$$
u_{h}=\sum_{i=1}^{n_{h}} u_{h, i} \varphi_{h}^{(i)}
$$

and the discretized problem (10) reduces to a generalized algebraic eigenvalue problem of the form

$$
\begin{equation*}
K_{h} \mathbf{u}_{h}=\lambda_{h} M_{h} \mathbf{u}_{h} \tag{11}
\end{equation*}
$$

where the matrices

$$
K_{h}:=\left[a\left(\varphi_{h}^{(j)}, \varphi_{h}^{(i)}\right)\right]_{1 \leq i, j \leq n_{h}}, \quad M_{h}:=\left[b\left(\varphi_{h}^{(j)}, \varphi_{h}^{(i)}\right)\right]_{1 \leq i, j \leq n_{h}}
$$

are called stiffness and mass matrix, respectively. The coordinate vector $\mathbf{u}_{h}$ associated with the eigenfunction $u_{h}$ is defined as

$$
\mathbf{u}_{h}:=\left[u_{h, i}\right]_{1 \leq i \leq n_{h}}
$$

Since $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ are bounded and symmetric and associated with scalar products, the resulting matrices $K_{h}, M_{h}$ are symmetric and positive definite. Thus, see e.g. $[57, \S 15.3]$, for the discrete eigenvalue problem (11) there is a full set of real $M_{h}$-orthogonal eigenvectors given by the columns of a matrix $\mathbf{U}_{h} \in \mathbb{R}^{n_{h}, n_{h}}$, and all eigenvalues $\lambda_{h}^{(i)}, i=1,2, \ldots, n_{h}$, are real and positive, i.e., we have

$$
\mathbf{U}_{h}^{T} K_{h} \mathbf{U}_{h}=\operatorname{diag}\left(\lambda_{h}^{(1)}, \ldots, \lambda_{h}^{\left(n_{h}\right)}\right), \quad \mathbf{U}_{h}^{T} M_{h} \mathbf{U}_{h}=I_{n}
$$

Furthermore, it is well-known, e.g. [4, Equation (8.42), p. 699], [66, equation (23), p. 223] or [19, 70], that for conforming approximations, i.e., if $V_{h} \subset V$, then the Courant-Fischer min-max characterization implies that the exact eigenvalues are approximated from above, i.e.,

$$
\lambda^{(i)} \leq \lambda_{h}^{(i)}, \quad i=1,2, \ldots, n_{h}
$$

For the comparison of the pros and cons in AFEM and AMLS we restrict ourselves to the computation of a few of the smallest eigenvalues and their corresponding eigenvectors/eigenfunctions.

## 3. Automated Multilevel Substructuring

In this section we briefly review the Automated Multilevel Substructuring method (AMLS) [9, 42], including some small improvements of its original formulation. For simplicity of presentation we consider a problem of the form (11) which either arises from discrete FE modeling or from the FE discretization of a 2D elliptic PDE problem. The AMLS method needs as an input just the two matrices $K_{h}$ and $M_{h}$ and a user-supplied cutoff value $\lambda_{c}>0$ and then works purely algebraically to determine all approximate eigenvalue/eigenvector pairs $\left(\lambda_{h}^{(i)}, \mathbf{u}_{h}^{(i)}\right)$ associated with eigenvalues $0<\lambda_{h}^{(i)} \leq \lambda_{c}$. The AMLS method can be viewed as an enhancement of the well-established component mode synthesis method of [60].

The first step in AMLS is to compute a nested dissection reordering [30], based on the computation of a set of vertex separators in the unweighted graph induced by the stiffness matrix and apply it to both stiffness and mass matrix. Formally this reordering yields a permutation matrix $P \in \mathbb{R}^{n_{h}, n_{h}}$, such that $K:=P^{T} K_{h} P, M:=$ $P^{T} K_{h} P$ are block-structured, as illustrated in Figure 1. In the FE setting one obtains the same block structure in both matrices. Setting $w=P^{T} \mathbf{u}_{h}$, we then have the block-structured (sparse) generalized eigenvalue problem

$$
\begin{equation*}
K w=\lambda_{h} M w \tag{12}
\end{equation*}
$$

Note that in practice one does not apply a permutation matrix, but just relabels the indices in the eigenvectors and undoes this relabeling when the eigenvectors


Figure 1. Symmetric stiffness matrix $K$ with two levels of nested dissection reordering. The blocks $K_{1,1}, K_{2,2}, K_{4,4}, K_{5,5}$, and $K_{6,6}$ are substructure blocks, the blocks $K_{3,3}, K_{7,7}, K_{8,8}$ are coupling blocks. The first level of substructuring consists of the blocks $K_{1: 3,1: 3}, K_{4: 7,4: 7}$, and $K_{8,8}$.
$\mathbf{u}_{h}$ of the original problem are needed. The exact choice and number of partitions in the nested dissection reordering is irrelevant for the following description of the AMLS algorithm, but the structure is used heavily to improve the performance of the method when it is applied to a concrete eigenvalue problem. The resulting matrices are sparse block matrices with the diagonal blocks called substructure blocks and coupling blocks. Coupling blocks correspond to the vertex separators in the graph described by the stiffness matrix, whereas the substructure blocks correspond to substructures in the graph. Since the mass and stiffness matrices arise from the assembly of the inner products between the locally (via the mesh structure) defined basis functions, the resulting block structure partitioning can be viewed as a subdivision of the continuous domain [9]. However, since the method works in a completely algebraic fashion, it can also be applied if the matrices $K, M$ are not associated with any finite element model if the graph partitioning software is applied to the combined graph of both matrices.

The second step in AMLS is to compute a block Cholesky decomposition [21, 27] $K=L D L^{T}$ of the reordered stiffness matrix, so that $L$ is a block lower triangular and $D$ is a block diagonal matrix. Since $K$ is positive definite, this block Cholesky decomposition exists without employing any pivoting strategy.

Remark 3.1. The second step of AMLS may be infeasible when $K$ or some of the diagonal blocks are singular or close to being singular. Moreover, since this is a direct factorization there will be a non-negligible fill-in which may necessitate out-of-core algorithms in the implementation. It is possible to also include singular $K_{j, j}$ matrices and then using pivoting move singular blocks of $K$ to the bottom of the matrix. This will, however, partially destroy the sparsity and increase the size of the final block. For the comparison of the two methods we restrict ourselves to the case of invertible $K_{j, j}$.

Using the block Cholesky factors, another change of basis is performed. Setting $M_{L}:=L^{-1} M L^{-T}, w_{L}:=L^{T} w$ yields the transformed problem

$$
\begin{equation*}
K_{L} w_{L}=\lambda_{h} M_{L} w_{L} \tag{13}
\end{equation*}
$$

with block diagonal matrix $K_{L}=\operatorname{diag}\left(K_{1,1}, \ldots, K_{\ell, \ell}\right)$ and blocks $K_{j, j}, j=1, \ldots, \ell$, of sizes $n_{1}, \ldots, n_{\ell}$. Due to the structure of $L, L^{-1}$, it follows that $M_{L}=\left[M_{i, j}\right]$ retains the nested dissection reordering block structure if it is partitioned analogously. Furthermore, since the transformation is a congruence transformation, $K_{L}$ and $M_{L}$ are still symmetric positive definite due to Sylvester's law of inertia [27, Theorem 8.1.17].

In the third step of the AMLS algorithm one solves the local eigenvalue problems

$$
K_{j, j} \widetilde{w}_{j}=\widetilde{\lambda}_{j} M_{j, j} \widetilde{w}_{j}, \quad j=1, \ldots, \ell
$$

associated with the diagonal blocks of $K_{L}, M_{L}$, using any of the well-established methods for small dense eigenvalue problems $[3,10]$. Let $\widetilde{\Lambda}=\operatorname{diag}\left(\widetilde{\Lambda}_{1}, \ldots, \widetilde{\Lambda}_{\ell}\right)$ be the block matrix with diagonal blocks containing all the computed eigenvalues $\widetilde{\lambda}_{j}^{(k)}$, $j=1, \ldots, \ell, k=1, \ldots, n_{j}$, of these subproblems, and let $\widetilde{W}=\operatorname{diag}\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{\ell}\right) \in$ $\mathbb{R}^{n_{h}, n_{h}}$ be the corresponding block diagonal matrix of computed eigenvectors, i.e., $\widetilde{W}_{j}=\left[w_{j}^{(1)}, \ldots, w_{j}^{\left(n_{j}\right)}\right], j=1, \ldots, \ell$.

The fourth step in the AMLS method is to perform a modal truncation in the sub-blocks, i.e., with the given cutoff value $\lambda_{c}$, we select the subset of eigenvalues in the blocks $\widetilde{\Lambda}_{j}$ that fall below the cutoff $\lambda_{c}$, and set $\widehat{\Lambda}_{j}, j=1, \ldots, \ell$, as the corresponding submatrices of $\widetilde{\Lambda}_{j}$. Moreover, we define $\widehat{\Lambda}=\operatorname{diag}\left(\widehat{\Lambda}_{1}, \ldots, \widehat{\Lambda}_{\ell}\right)$. Analogously, we define the block diagonal matrix $\widehat{W}=\operatorname{diag}\left(\widehat{W}_{1}, \ldots, \widehat{W}_{\ell}\right)$, where each block $\widehat{W}_{j}$ contains only those eigenvectors from $\widetilde{W}_{j}$ which correspond to the eigenvalues in $\widehat{\Lambda}_{j}$.

REMARK 3.2. Note that here we use the fact that the smallest values of $\tilde{\lambda}_{j}^{(k)}$ are reasonable approximations of the smallest exact eigenvalues $\lambda_{h}$ of (12), which follows from the Cauchy interlacing theorem, [27]. For more general problems this may not justified.

The fifth step in the AMLS method is to project the matrix pencil $\left(K_{L}, M_{L}\right)$ onto the space spanned by the columns of $\widehat{W}$. Let $\widehat{W}^{\dagger}$ be the Moore-Penrose pseudoinverse of $\widehat{W}$ [27, p. 290], then we consider the projected eigenvalue problem

$$
\begin{equation*}
\left(\widehat{W}^{T} K_{L} \widehat{W}\right) \widehat{W}^{\dagger} w_{L}=\lambda_{S}\left(\widehat{W}^{T} M_{L} \widehat{W}\right) \widehat{W}^{\dagger} w_{L} \tag{14}
\end{equation*}
$$

and we set $K_{S}:=\widehat{W^{T}} K_{L} \widehat{W}, M_{S}:=\widehat{W}{ }^{T} M_{L} \widehat{W}, w_{S}:=\widehat{W}^{\dagger} w_{L}$. Then the projected eigenvalue problem (14) has the form $K_{S} w_{S}=\lambda_{S} M_{S} w_{S}$. Note that the MoorePenrose pseudo-inverse $\widehat{W}^{\dagger}$ does not have to be computed explicitly if we want to determine the eigenvectors of (13), since $w_{L}=\widehat{W} w_{S}$. Note further, that we can exchange the fourth and the fifth step in the AMLS method. Let $Z$ be a matrix containing a subset of the columns of the identity matrix, then we can choose it such that

$$
\widehat{W}=\widetilde{W} Z \text { and } \widehat{\Lambda}=Z^{T} \widetilde{\Lambda} Z
$$

Accordingly, $K_{S}=Z^{T} \widetilde{W}^{T} K_{L} \widetilde{W}_{d} Z$ and we reversed the order of steps four and five. Moreover, notice that $K_{S}=\widehat{\Lambda}$.

The sixth step of the AMLS algorithm is to solve the projected eigenvalue problem (14), again with appropriate solvers from [3, 10] and to use the obtained $m$ smallest eigenvalues $\widetilde{\lambda}_{S}^{(i)}, i=1, \ldots, m$, as approximations to the smallest $m$ eigenvalues $\lambda_{h}^{(i)}, i=1, \ldots, m$, of the problem (12). The corresponding eigenvector approximations $\widetilde{w}^{(i)}, i=1, \ldots, m$, of the exact eigenvectors $w^{(i)}$ of (12) are then obtained from

$$
\widetilde{w}^{(i)}=L^{-T} \widehat{W} \widetilde{w}_{S}^{(i)}, \quad i=1, \ldots, m
$$

If the FE matrices are of a recursive multilevel structure, then the described approach can be carried out in a multilevel fashion, i.e., if the discussed diagonal blocks $K_{j j}, M_{j j}$ again have the structure of a FE matrix, which is typically the case, then we can apply the same idea recursively for several levels.

The AMLS method contains several tuning parameters that are typically chosen based on heuristics, e.g., in the choice of the cutoff criterion in step four, quite often, a tolerance $\theta$ is added, see [42], to select all eigenvalues $\widetilde{\lambda}_{j}^{(k)}$ below $\theta \lambda_{c}$. The default value $\theta=8.4^{2}$ is experimentally determined and we can confirm it as good choice in our experiments. One can justify this heuristic choice using the eigenvalue error bounds of [50]. Let us, for simplicity, consider a single level of substructuring and partition the transformed matrices $K_{S}, M_{S}$ conformably as

$$
K_{S}=\left[\begin{array}{cc}
K_{S}^{11} & \\
& K_{S}^{22}
\end{array}\right], \quad M_{S}=\left[\begin{array}{cc}
M_{S}^{11} & M_{S}^{12} \\
M_{S}^{12^{T}} & M_{S}^{22}
\end{array}\right]
$$

where $M_{S}^{11}$ and $M_{S}^{22}$ are identity matrices. Then $K_{S}^{11}, M_{S}^{11}$ contain the substructure blocks, and $K_{S}^{22}, M_{S}^{22}$ the coupling blocks. Theorem 2.5 in [50, p. 651] bounds the maximum difference between an exact eigenvalue $\lambda_{h}^{(i)}$ and an eigenvalue approximation $\widetilde{\lambda}_{j}^{(k)}$ that was computed by ignoring the off-diagonal blocks. If we assume that the modal truncation $\widetilde{\lambda}_{j}^{(k)} \leq \theta \lambda_{c}$ found all eigenvalue approximations corresponding to exact eigenvalues $\lambda_{h}^{(i)} \leq \lambda_{c}$, then we are implicitly assuming that $\left\|M_{S}^{12}\right\|_{2} \leq \frac{\theta-1}{\theta}$ which for $\theta=8.4^{2}$ yields $\left\|M_{S}^{12}\right\|_{2} \leq 0.9858$. Since $M_{S}$ contains identity matrices on its block diagonal, there is only one level of substructuring, and $M_{S}$ is symmetric positive definite, $\left\|M_{S}^{12}\right\|_{2}<1$ holds and hence the choice of $\theta$ fits well.

It should be noted further, that making an efficient use of the extracted substructures in the eigenvalue problem (12) is an important part of the practical implementation of an AMLS method, since this will significantly reduce the fill-in in the off-diagonal blocks of the block Cholesky factorization.

## 4. The Adaptive Finite Element Method (AFEM)

The standard finite element method proceeds from the selection of a mesh and basis to the computation of a solution. However, it is well-known that the overall accuracy of the numerical approximation is determined by several factors: the regularity of the solution (smoothness of the eigenfunctions), the approximation properties of the finite element spaces, i.e., the search and test space, the accuracy of the eigenvalue solver and its influence on the total error. The most efficient approximations of smooth functions can be obtained using large higher-order finite elements ( $p$-FEM), where the local singularities, arising e.g. from re-entrant corners, interior or boundary layers, can be captured by small low-order elements
( $h$-FEM) [17]. Unfortunately, in real-world applications, these phenomena are typically not known a priori. Therefore, constructing an optimal finite dimensional space to improve the accuracy of the solution requires refining the mesh and (or) basis and performing the computations again. A more efficient procedure tries to decrease the mesh size ( $h$-adaptivity) or (and) to increase the polynomial degree of the basis ( $p$-refinement) automatically such that the accurate approximation can be obtained at a lower computational cost, retaining the overall efficiency. This adaptation is based on the local contributions of global a posteriori error estimates, the so-called refinement indicators, extracted from the numerical approximation. This algorithmic idea is called Adaptive Finite Element Method (AFEM) and can be described via the following loop

$$
\text { SOLVE } \longrightarrow \text { ESTIMATE } \longrightarrow \text { MARK } \longrightarrow \text { REFINE }
$$

The number of manuscripts addressing adaptive finite element methods is constantly growing, and its importance cannot be underestimated. On the other hand mostly the publications do not deal with PDE eigenvalue problems but rather treat PDE boundary value problems. In the following sections we present a small fraction of material presented in $[1,4,5,6,11,13,18,23,25,26,32,31,34,35,40,44,46$, $47,54,55,58,59,62,63,65,66,68]$.

The AFEM formulation that we will employ is based on the ansatz for the standard finite element method in Section 2. Since the AFEM will involve several levels of discretization with different mesh sizes $h$, we address this issue by slight modification of the notation introduced in Section 2. The label $\ell$ associated with the triangulation $\mathcal{T}_{\ell}$ indicates the refinement level of the mesh in the refinement hierarchy obtained by the adaptive FEM. We will assume that $\mathcal{T}_{\ell} \subset \mathcal{T}_{\ell+1}$, i.e., no coarsening is performed, and denote by $N_{\ell}$ and $n_{\ell}$ the maximal refinement level and the number of degrees of freedom associated with $\mathcal{T}_{\ell}$, respectively. We will denote the finite dimensional space over the partition $\mathcal{T}_{\ell}$ as $V_{\ell}$ and the associated Galerkin approximation as $\left(\lambda_{\ell}, u_{\ell}\right)$. All other quantities are defined analogously as in Section 2 by the index $h$ with $\ell$.

The application of the adaptive FEM to the variationally stated eigenvalue problem (9) yields the following scheme: first the eigenvalue problem is solved on some initial mesh $\mathcal{T}_{0}$ to provide a finite element approximation $\left(\lambda_{\ell}, u_{\ell}\right)$ of the continuous eigenpair $(\lambda, u)$. Afterwards, the total error in the computed solution is estimated by some error estimator $\eta_{\ell}$.

If the estimate for the global error is sufficiently small, then the adaptive algorithm terminates and returns $\left(\lambda_{\ell}, u_{\ell}\right)$ as a final approximation, otherwise, the local contributions of the error are estimated on each element. A local error indicator (refinement indicator) for an element $T \in \mathcal{T}_{\ell}$ is usually denoted by $\eta_{T}$ and related to a global error estimator $\eta_{\ell}$ through

$$
\eta_{\ell}=\left(\sum_{T \in \mathcal{T}_{\ell}} \eta_{T}^{2}\right)^{1 / 2}
$$

Based on these estimators, the elements for refinement are selected and form the set $\mathcal{M}_{\ell} \subset \mathcal{T}_{\ell}$ of marked elements.

The process of selecting the elements of $\mathcal{M}_{\ell}$ is called the marking strategy, and typical heuristic choices based on numerical experiments are discussed in $[12,13$, 20]. It should be noted that marking an element actually means marking all its edges. The refinement of the finite element space can be performed using various
techniques like moving grid points (r-refinement), subdividing elements of a fixed grid ( $h$-refinement), applying locally higher-order basis functions ( $p$-refinement) or any combinations of those [17]. For the sake of exposition, we discuss only the $h$-refinement of the elements, namely the longest-edge bisection [54, §4], and we do not discuss coarsening.

As we mentioned before, applying these refinement procedures may lead to nonconforming meshes with the so-called hanging nodes. Therefore, a closure algorithm [14] is applied to overcome this drawback and get a regular triangulation. For more details about adaptive refinement strategies see, e.g., [1, 17, 69].

In order to prove convergence of the AFEM one has to assume that the mesh refinement is done in such a way that a saturation property holds, as it has been proved for the Laplace eigenvalue problem in [15].

Theorem 4.1 (Saturation property [15, Theorem 4.2]). Let $h_{\ell}$ be the maximum mesh size on the $\ell-$ th mesh and let $\|\cdot\|_{A}:=\sqrt{a(\cdot, \cdot)}$ denote the energy norm. Consider the adaptive FEM with sufficiently small maximal initial mesh size $h_{0}$ applied to the model problem (11). Then, there exists $0 \leq \rho<1$ such that for all $\ell=0,1, \ldots, n_{\ell}-1$ the following inequalities hold:

$$
\begin{aligned}
\left\|u-u_{\ell+1}\right\|_{A}^{2} & \leq \rho\left\|u-u_{\ell}\right\|_{A}^{2}+\lambda_{\ell+1}^{3} h_{\ell}^{4} \\
\left|\lambda-\lambda_{\ell+1}\right| & \leq \rho\left\|\lambda-\lambda_{\ell}\right\|+\lambda_{\ell+1}^{3} h_{\ell}^{4}
\end{aligned}
$$

where $(\lambda, u)$ is an exact eigenpair of $\mathcal{L}, \lambda_{\ell}$ is an approximation of the eigenvalue $\lambda$ on $\mathcal{T}_{\ell}$ and $u_{\ell}$ is the corresponding approximate eigenfunction.

With the saturation property given, a convergence proof for a specific AFEM in the computation of the smallest eigenvalues of (11) have been given in [15].

Remark 4.2. Unfortunately, even the most accurate global error estimator itself does not guarantee the accuracy and efficiency of an adaptive algorithm. This can only be guaranteed if the desired eigenfunction has an approximate sparse representation in the used FE space, i.e., if they can be represented well by a small number of ansatz functions. This may, in particular, not be the case if several eigenfunctions are sought, which have singularities or oscillations in different regions of the spacial domain. Often the argument used in practice is that nothing is better than a uniform mesh and brute force linear algebra when studying eigenvalue problems. It should also be noted that almost all error estimators use inequalities that only hold up to an unknown constant and thus may lead to strong overor underestimates of the true error. Finally, if the problem is sensitive to small perturbations (as it may be for non-self-adjoint non-normal problems), then even a very good and efficient error estimator may lead to large errors in eigenvalues and eigenfunctions. To include sensitivity of eigenvalues and eigenfunctions into the AFEM is currently a very important open problem.

The 'SOLVE step' in every step of the standard AFEM approach for eigenvalue problems (at least for reasonably fine levels) uses an iterative algebraic eigensolver, like an Arnoldi method [48]. Based on the computed eigenvalues/eigenvectors, then the a posteriori error estimates are determined and used to refine the grid. This approach, however, does not consider any influence of the errors in the algebraic eigensolver on the algorithm and most convergence or optimality results require that the eigenvalues and eigenvectors are computed exactly. Furthermore, since one may
have to solve many algebraic eigenvalue problems related to finer and finer grids and information from the previous steps of the adaptive procedure, like previously well approximated eigenvalues, is not used on the next level, computational costs for the algebraic eigenvalue problem often dominate the total computational cost.

A more efficient approach is an AFEM variant called AFEMLA [14, 15, 51], which incorporates the information obtained during the iterative solving of algebraic eigenvalue problems into the error estimation and the refinement process. Since the accuracy of the computed eigenvalue approximation cannot be better than the quality of the discretization, there is no need to solve the intermediate algebraic eigenvalue problems (that are used to compute the error estimates) up to very high precision if the discretization scheme guarantees only small precision. And even in the final step it is enough to solve the problem within an accuracy that fits to the discretized system. Also nested iterations, i.e., using actual eigenvector approximation as a starting vector for the eigenvalue computation on the refined grid, reduce the total cost significantly. AFEMLA therefore follows exactly the idea of adaptive methods to achieve a desired accuracy with the minimal computational effort.

An additional advantage of the AFEMLA algorithm over the standard AFEM is that it can be applied even without any knowledge of the underlying PDE problem and even if one is not able to construct an appropriate a posteriori error estimator. AFEMLA allows to construct an adaptive algorithm nevertheless, since it can be based on the algebraic residual, provided the problem is such that the residual information is sufficient to characterize the error. We are not addressing this problem here, however, also in this case, performing the subspace adaptation requires information about underlying meshes and matrices obtained at different discretization levels [51, 52, 53]

Let us now consider two consecutive partitions $\mathcal{T}_{\ell} \subset \mathcal{T}_{\ell+1}$ and associated finite element spaces $V_{\ell} \subset V_{\ell+1}$ with a finite element basis $\left\{\varphi_{\ell}^{(1)}, \ldots, \varphi_{\ell}^{\left(n_{\ell}\right)}\right\}$ for $V_{\ell}$ and $\left\{\varphi_{\ell+1}^{(1)}, \ldots, \varphi_{\ell+1}^{\left(n_{\ell+1}\right)}\right\}$ for $V_{\ell+1}$. Let us assume for simplicity, that the mesh $\mathcal{T}_{\ell+1}$ is obtained by a uniform refinement of $\mathcal{T}_{\ell}$.

With the Galerkin discretization followed by applying the Arnoldi process to the generalized eigenvalue problem

$$
\begin{equation*}
K_{\ell} \mathbf{u}_{\ell}=\lambda_{\ell} M_{\ell} \mathbf{u}_{\ell} \tag{15}
\end{equation*}
$$

we get approximations $\widetilde{\lambda}_{\ell}$ of the exact eigenvalues $\lambda_{\ell}$ on $V_{\ell}$. With the approximation $\widetilde{\mathbf{u}}_{\ell}$ to the corresponding eigenvector $\mathbf{u}_{\ell}$, it follows that the corresponding approximate eigenfunction is given by

$$
\widetilde{u}_{\ell}=\sum_{i=1}^{n_{\ell}} \widetilde{u}_{\ell, i} \varphi_{\ell}^{(i)},
$$

where $\widetilde{u}_{\ell, i}$ are the coefficients of the eigenvector $\widetilde{\mathbf{u}}_{\ell}$, i.e., $\widetilde{\mathbf{u}}_{\ell}:=\left[\widetilde{u}_{\ell, i}\right]_{i=1, \ldots, n_{\ell}}$. We can compute the residual for this approximation and use this information for adaptation.

From a geometric point of view, it is our goal to enrich the space $V_{\ell}$ corresponding to the coarse mesh $\mathcal{T}_{\ell}$ by some further functions. Since $V_{\ell}$ is a subspace of $V_{\ell+1}$ corresponding to the mesh $\mathcal{T}_{\ell+1}$, every function from $V_{\ell}$ can be expressed
as a linear combination of functions from $V_{\ell+1}$. Thus,

$$
\widetilde{u}_{\ell}=\sum_{i=1}^{n_{\ell}} \widetilde{u}_{\ell, i} \varphi_{\ell}^{(i)}=\sum_{i=1}^{n_{\ell+1}} \widehat{u}_{\ell+1, i} \varphi_{\ell+1}^{(i)},
$$

with an appropriate coefficient vector $\widehat{\mathbf{u}}_{\ell+1}=\left[\widehat{u}_{\ell+1, i}\right]_{i=1, \ldots, n_{\ell+1}}$. The relationship between coefficient vectors $\widehat{\mathbf{u}}_{\ell+1}$ and $\widetilde{\mathbf{u}}_{\ell}$ can be described by multiplication with an easily constructed prolongation matrix $P_{\ell}$. Therefore, the corresponding prolongated coordinate vector in the fine space $V_{\ell+1}$ associated with the computed eigenvector $\widetilde{u}_{\ell}$ is given as

$$
\widehat{\mathbf{u}}_{\ell+1}=P_{\ell} \widetilde{\mathbf{u}}_{\ell}
$$

Let us denote by $\left(\widehat{\lambda}_{\ell+1}, \widehat{\mathbf{u}}_{\ell+1}\right)$ an approximate eigenpair obtained from the prolongation of the eigenvector $\widetilde{\mathbf{u}}_{\ell}$ on the finite space $V_{\ell+1}$, where $\widehat{\lambda}_{\ell+1}$ is a generalized Rayleigh quotient corresponding to $\widehat{\mathbf{u}}_{\ell+1}$.

REMARK 4.3. If the algebraic eigenvalue problem could be solved exactly, then $\tilde{\lambda}_{\ell}$ and $\widehat{\lambda}_{\ell+1}$ would be equal. But, since eigenvalues usually cannot be computed exactly and since we work in finite precision arithmetic, roundoff errors, although not discussed here, have to be taken into account as well as an early termination of the iteration and therefore it is important to distinguish these values.

Based on $\left(\widehat{\lambda}_{\ell+1}, \widehat{\mathbf{u}}_{\ell+1}\right)$ we can compute the corresponding algebraic residual associated with the Galerkin discretization of the original problem on the fine mesh $\mathcal{T}_{\ell+1}$, i.e.,

$$
\begin{equation*}
\widehat{\mathbf{r}}_{\ell+1}=K_{\ell+1} \widehat{\mathbf{u}}_{\ell+1}-\widehat{\lambda}_{\ell+1} M_{\ell+1} \widehat{\mathbf{u}}_{\ell+1} \tag{16}
\end{equation*}
$$

This gives us a natural way of estimating the error in the computed eigenfunction using the coarse grid solution combined with the fine grid information, namely we can prolongate the already computed approximation $\widetilde{\mathbf{u}}_{\ell}$ from $V_{\ell}$ to $V_{\ell+1}$. Then every entry in the residual vector $\widehat{\mathbf{r}}_{\ell+1}$ in (16) corresponds to the appropriate basis function from the fine space. Furthermore, we know that if the $i$-th entry in the vector $\widehat{\mathbf{r}}_{\ell+1}$ is large, then the $i$-th basis function has a large influence on the solution, namely its support should be further investigated [41]. All these basis functions with large entries in the vector $\widehat{\mathbf{r}}_{\ell+1}$ together with all basis functions from the coarse space $V_{\ell}$ form a basis for the new refined space. The decision on whether an entry in the residual vector is small or large may again be based on different criteria, see [20]. When we identified the basis functions that should be added to enrich our trial space, we start the marking procedure. Since every FEM basis function is associated with a specific node in the mesh, enriching the space by new basis function means marking the edge corresponding to its node. In order to avoid hanging nodes or irregular triangulations, we again mark some additional edges using a closure algorithm, i.e., if edge is marked and is not a reference edge (the longest edge) of the element, then we add the reference edge to the set of marked edges. After that we can perform the actual refinement to obtain a new mesh which will be an initial mesh for the next loop of our adaptive algorithm.

For more details on the AFEMLA algorithm and, in particular, for the error estimates involving the algebraic error for elliptic self-adjoint eigenvalue problems, we refer to [51, 53].

## 5. Comparison of AMLS and AFEM

In this section we compare the discussed AMLS and AFEM methods. For this we consider the case, where the mass and stiffness matrices $K_{\ell}, M_{\ell}$ resulting from the finest AFEM mesh $\mathcal{T}_{N_{\ell}}$ are given as input to the AMLS method. Let $\varphi_{\ell}^{(1)}, \varphi_{\ell}^{(2)}, \ldots, \varphi_{\ell}^{\left(n_{\ell}\right)}, \ell \in\left\{0,1, \ldots, N_{\ell}\right\}$, denote the ansatz functions after the $\ell$-th refinement. Moreover, since we do not perform a coarsening, we let

$$
\varphi_{\ell}^{(i)}=\varphi_{\ell^{\prime}}^{(i)}, \quad i=1,2, \ldots, n_{\ell}, \ell^{\prime}>\ell
$$

We know that all eigenfunction approximations $\widetilde{u}_{\ell}$ computed by the AFEM will be linear combinations of the ansatz functions $\varphi_{\ell}^{(i)}, i=1,2, \ldots, n_{\ell}$, such that

$$
\widetilde{u}_{\ell}=\sum_{i=1}^{n_{\ell}} \widetilde{u}_{\ell, i} \varphi_{\ell}^{(i)}, \quad \widetilde{u}_{\ell, i} \in \mathbb{R} .
$$

Since $\mathcal{T}_{\ell} \subset \mathcal{T}_{\ell+1}$, we may as well write $\widetilde{u}_{\ell}, \ell=0,1, \ldots, N_{\ell-1}$, as

$$
\widetilde{u}_{\ell}=\sum_{i=1}^{n_{\ell}} \widetilde{u}_{\ell, i} \varphi_{\ell^{\prime}}^{(i)}, \ell^{\prime}>\ell .
$$

Since we have assumed linear ansatz functions, there will be one degree of freedom in the algebraic problem for every basis function $\varphi_{\ell}^{(i)}$ and hence $K_{\ell}, M_{\ell} \in \mathbb{R}^{n_{\ell}, n_{\ell}}$. For simplicity, let us order the degrees of freedom such that the $i$-th algebraic variable belongs to the ansatz function $\varphi_{\ell}^{(i)}$. Because there is no coarsening, we can compute the matrices associated to the coarser grids by either removing (in the case of a hierarchical FE method) the last rows and columns of matrices $K_{\ell}$ and $M_{\ell}$ or (in a more general FE method) by appropriate linear combinations.

If we apply the AMLS method to compute a set of eigenpairs of the matrix pencil ( $K_{N_{\ell}}, M_{N_{\ell}}$ ), then as described before, this means the following steps:
(1) the computation of a nested dissection reordering,
(2) a congruence transformation using the block $L D L^{T}$ decomposition,
(3) the computation of the eigenpairs of the diagonal pencils $\left(K_{j, j}, M_{j, j}\right)$,
(4) modal truncation.

The first two steps are changes of basis in the algebraic problem, while the last two steps are the selection of a suitable linear combination of degrees of freedom such that the desired eigenspace is spanned. Since every degree of freedom corresponds to the coefficient of one basis function in the continuous problem, we can express aforementioned operations also in the continuous setting. Thus, the AFEM repeatedly refines the mesh only to assure that the algebraic eigensolver can discard certain linear combinations of ansatz functions.

To analyze the space of functions that is removed during the modal truncation and to analyze the relationship of AMLS and AFEM, we first have to keep in mind that the AMLS method does not have a direct access to the operator $\mathcal{L}$ that was discretized and sometimes, as we discussed in the introduction, there even is no such operator $\mathcal{L}$. Nevertheless, we know that the ansatz functions $\varphi_{\ell}^{(i)}$ exist and if we were to increase the number of degrees of freedom to infinity, the mass and stiffness matrices would be the exact representation of an (unknown) differential operator $\mathcal{L}$ associated with the limiting PDE, and for this operator AMLS is a method that computes approximate eigenvalues and eigenfunctions on a given mesh.

Within the AMLS method we repeatedly change bases in the coordinate vector spaces. If we assume that the 0 -th level ansatz functions $\psi_{0}^{(i)}:=\psi^{(i)}, i=1,2, \ldots, n$ are either arising from some FE or AFEM discretization with $\mathbb{P}_{1}$ ansatz functions $\psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(n)}$ of the continuous problem associated with a PDE, then the algebraic changes of basis can be expressed via these ansatz functions. In the AFEM case we could start with some refinement level $\ell$ and set

$$
\psi^{(i)}=\varphi_{\ell}^{(i)}, \quad i=1,2, \ldots, n_{\ell}
$$

But any other way of constructing the initial basis would be appropriate as well and then lead to an $i$-th basis function $\psi_{k}^{(i)}$ in the $k$-th AMLS step. To see what is happening, assume for simplicity a single level of substructuring with one coupling block of size $n_{2}$ and one substructure block of size $n_{1}$, such that $n=n_{1}+n_{2}$. Let the corresponding index sets be denoted by $\mathcal{I}_{1}:=\left\{1,2, \ldots, n_{1}\right\}$ and $\mathcal{I}_{2}:=\left\{n_{1}+\right.$ $1, \ldots, n\}$, respectively. Note that the AMLS method retains the nested dissection reordering computed in the first step. Thus, there is always one substructure block and one coupling block on the diagonal of the transformed matrices.

In the first step of the AMLS method a nested dissection reordering $\pi$ is computed, such that

$$
\psi_{1}^{(i)}=\psi_{0}^{(\pi(i))}=\psi^{(\pi(i))}
$$

Obviously, reordering the degrees of freedom in the discrete problem corresponds to a renumbering of the ansatz functions.

If in the second step of the AMLS method we denote the entries of the block Cholesky matrix $L^{T}$ as $\left(L^{T}\right)_{i j}$, then

$$
\psi_{2}^{(i)}=\sum_{j=1}^{n}\left(L^{T}\right)_{i j} \psi_{1}^{(j)}, i=1,2, \ldots, n
$$

because we perform congruence transformations $L^{-1}\left(K-\lambda_{h} M\right) L^{-T} L^{T} \psi_{1}=0$, and $\psi_{2}:=L^{T} \psi_{1}$. Due to the block structure, $\psi_{2}^{(i)}=\psi_{1}^{(i)}, i \in \mathcal{I}_{2}$, for all ansatz functions of the coupling block. For the basis functions corresponding to the substructure blocks, we have

$$
\psi_{2}^{(i)}=\psi_{1}^{(i)}+\sum_{j \in \mathcal{I}_{2}}\left(L^{T}\right)_{i j} \psi_{1}^{(j)}, \quad i \in \mathcal{I}_{1}
$$

i.e., the basis functions $\psi_{2}^{(i)}$ corresponding to the substructure block after the $L D L^{T}$ decomposition are linear combinations of the basis functions $\psi_{1}^{(i)}, i \in \mathcal{I}_{1}$, corresponding to the substructure blocks and the basis functions $\psi_{1}^{(i)}, i \in \mathcal{I}_{2}$ corresponding to the coupling blocks.

If one uses an eigenvalue projection method, then the computation of the eigenvectors of the blocks in the third AMLS step corresponds to a change of basis with the new basis being the set of block diagonal eigenvectors contained in the matrix $\widetilde{W}$. Since $\widetilde{W}$ is block diagonal and partitioned conformably, we are computing linear combinations of the $\psi_{2}^{(i)}$ within their respective blocks:

$$
\psi_{3}^{(i)} \in \operatorname{span}\left\{\psi_{2}^{(i)} \mid i \in \mathcal{I}_{k}, k=1,2\right\}, \quad i=1,2, \ldots, n
$$

The modal truncation within the AMLS method corresponds to the selection of transformed functions $\psi_{3}^{(i)}$ :

$$
\psi_{4}^{(i)}= \begin{cases}\psi_{3}^{(i)} & \lambda_{i} \leq \theta \lambda_{c} \\ 0 & \text { otherwise }\end{cases}
$$

Thus whatever the initial set of ansatz function was, we have the following observations:

- Except for the $L D L^{T}$ decomposition, the basis functions corresponding to one block do not appear in the linear combinations of the basis functions corresponding to the other blocks;
- the basis functions $\psi_{\ell}^{(i)}, \ell \geq 2$ corresponding to the substructuring blocks depend on basis functions $\psi_{1}^{(i)}, i \in \mathcal{I}_{1}$ corresponding to the coupling blocks;
- the basis functions $\psi_{\ell}^{(i)}$ corresponding to the coupling blocks depend only on the basis functions corresponding to the coupling blocks.
In any case, the AMLS method is computing linear combinations of the initial ansatz functions that approximate the desired eigenfunctions, by projecting into subspaces which are constructed using linear combinations spanned by global functions, which are still represented in the original basis. Thus all original fine basis functions participate in the representation and the final eigenfunctions are constructed using global functions in algebraically constructed substructures.

In contrast to this, the AFEM is selecting (by a projection with unit vectors), except for the very last step when the mesh refinement is terminated, local basis functions and a globalization is only done in the final eigenvalue/eigenvector computation.

From this point of view, one can say that $A M L S$ starts with a fine mesh and uses globalization in substructures to reduce the system size, while AFEM starts with the same fine mesh but uses selected local basis functions all the way to the final step.
5.1. Analysis of AMLS and AFEM. Suppose that we compute and assemble mass and stiffness matrices using an FE software. Depending on the software, this is done with or without explicitly using an available PDE. Nevertheless, the analytical theory of the finite element method holds as long as the FE software uses conforming finite elements. Therefore, we can apply the standard convergence results, e.g. [66, Theorem 3.7], and for the case of an infinite number of degrees of freedom the solution $u_{h}$ of the discretized problem will be identical to the solution $u$ of the continuous problem. Moreover, the theorem of Necas [54, Theorem 2] guarantees that $u_{h}$ will be the unique solution to some (unknown to us) variationally stated problem. Therefore, we can always apply the finite element convergence theory even if we do not know the underlying PDE.

But these statements are made from a purely mathematical point of view. If we were able to discretize problems with an arbitrary fine step size, we might as well replace all practical models in engineering, physics, and chemistry with a model based on the interaction of elementary particles and thereby avoid the modeling error inherent to macroscopic models.

In practice, there are some other aspects of the AFEM and the AMLS method that are more relevant. At first an AFEM implementation requires knowledge of the
differential operator $\mathcal{L}$. It needs to be able to construct a partition of the domain $\Omega$, discretize a given PDE, solve the algebraic eigenvalue problems, estimate the errors, and refine the mesh. All of these components must be integrated and cannot work independently of each other, but then if the corresponding theory is available, the convergence of the method can be proved. Furthermore, AFEM works with local basis functions until the very last step and thus the matrices stay sparse. However, many levels of refinement may be needed to achieve a desired level of accuracy. This is particularly difficult if several eigenfunctions have to be computed.

On the other hand, the AMLS method requires only the knowledge of the matrix pencil $(K, M)$ and the cutoff parameter $\lambda_{c}$. This considerably simplifies the implementation, since only knowledge of standard black box numerical linear algebra tools is needed. Moreover, the AMLS method does not require the underlying PDE model, which means that the AMLS method is more suitable for an arbitrary generalized eigenvalue problems as long as the corresponding matrices have the required properties, i.e., symmetry and positive (semi-)definiteness. If this is not the case, then the method can still be applied but becomes partially heuristic.

Both methods are fully automatic. The AFEM does not require any user intervention to decide about a good mesh structure or the polynomial degree of the ansatz functions in different subdomains, instead it will infer this information from the problem when needed. The AMLS method requires a matrix pencil as input and determines all necessary information from the input as well. The fully automatic approach, though it may not always be fast, makes eigenvalue computations also accessible to non-experienced users.

It remains an open question how to optimally combine the two methods to obtain the best of both worlds. Both methods are in their current form not suited for more complex eigenvalue problems like the second order problems with damping discussed in the introduction. In AFEM no theory on error estimates is available for complex multiple eigenvalues or Jordan blocks, so even if one would apply the method it would be strongly heuristic. The only practical extension with some kind of error control is to use a homotopy approach as introduced in [16], but even there only very limited partial results are available. AMLS could in principle be applied but with the cutoff value being replaced by some other selection criterion. But there is no theory that this will work in the case of complex eigenvalues or Jordan blocks. See also the experiments in Section 6.

## 6. Numerical Experiments

Since all existing AMLS implementations are closed source, in the remainder of the paper, we consider our own Matlab implementation of the method. In the current version we can treat symmetric generalized eigenvalue problems of the form (12) with positive definite stiffness matrices and positive (semi-)definite mass matrices, thus we can also deal with problems having eigenvalues at or close to infinity. Moreover, we complement the AMLS method with a subspace iteration method (SIM) [8, 73] to turn the subspace generated by the AMLS method into a good approximation of the invariant subspace [73]. Our implementation does not require any additional assumptions on the matrices beyond symmetry and positive (semi-)definiteness, i.e., they do not need to be necessarily finite element matrices. The matrix reorderings are computed with METIS [43] which computes the
vertex separators such that there are exactly two substructures on every level of substructuring.

In this section we will illustrate our AMLS implementation with several numerical examples and present some interesting observations about the method. From now on, we will refer to the original AMLS method described by [42] as the vanilla AMLS method (vAMLS) and our implementation as the subspace improved AMLS (sAMLS). We also investigate possible modifications and improvements which allow to turn AMLS into a stand-alone eigenvalue solver.
6.1. A Quadratic Eigenvalue Problem. Consider the quadratic eigenvalue problem (QEP)

$$
\begin{equation*}
\left(\mu_{h}^{2} M_{h}+\mu_{h} C_{h}+K_{h}\right) \mathbf{v}_{h}=0 \tag{17}
\end{equation*}
$$

$M_{h}$ and $K_{h}$ are real symmetric positive definite mass and stiffness matrices, $C_{h}$ is a real symmetric positive semidefinite structural damping matrix. For a theoretical analysis of quadratic eigenvalue problems, see [67]. Many practitioners stress the ability of the AMLS method to generate from the undamped problem (17), i.e., $C_{h}=0$, a subspace which is close to an invariant subspace associated with certain eigenvalues of the fully damped problem. As much as this statement is true for the case of proportional damping (Rayleigh damping), there is no mathematical reason why it should be true in the general case.

For this example and this example only, we will denote eigenpairs of the generalized eigenvalue problem (GEP) (11) with $\left(\lambda_{h}, \mathbf{u}_{h}\right)$ and the eigenpairs of (17) with $\left(\mu_{h}, \mathbf{v}_{h}\right)$.

In the case of proportional damping, it is assumed that there exist real parameters $\alpha, \beta>0$ such that

$$
C_{h}=\alpha K_{h}+\beta M_{h}
$$

Then the eigenvectors $\mathbf{u}_{h}$ of (11) are also eigenvectors of (17) and only the eigenvalues change, i.e., there exist eigenvalues $\mu_{h} \in \mathbb{C}$ such that

$$
\left(\mu_{h}^{2} M_{h}+\mu_{h} C_{h}+K_{h}\right) \mathbf{u}_{h}=0
$$

Therefore, a good approximation to any invariant subspace of the GEP will also be a good approximation to an invariant subspace of the QEP. With general (real symmetric) damping matrices, this is not necessarily true and we will demonstrate this point using a real-life problem.

To assess the quality of an invariant subspace $\mathcal{S}$, we compute eigenpair approximations within $\mathcal{S}$ and the error of each eigenpair with respect to the whole space $\mathbb{R}^{n_{h}}$. Then we can evaluate the quality of the space by applying statistical measures to the set of errors, e. g., we can calculate minimum, maximum, or arithmetic mean, etc.

Let

$$
P(t):=t^{2} M_{h}+t C_{h}+K_{h} .
$$

The relative backward normwise error for a computed eigenpair ( $\mu_{h}, \mathbf{v}_{h}$ ) can be calculated, see e. g. [67, §4.2.1], via

$$
\eta_{P}\left(\mu_{h}, \mathbf{v}_{h}\right)=\frac{\left\|P\left(\mu_{h}\right) \mathbf{v}_{h}\right\|_{2}}{\left\|\mathbf{v}_{h}\right\|_{2}\left[\left|\mu_{h}\right|^{2}\left\|M_{h}\right\|_{2}+\left|\mu_{h}\right|\left\|C_{h}\right\|_{2}+\left\|K_{h}\right\|_{2}\right]}
$$

It should be noted that an exact eigenpair of the GEP (11) solves the QEP ( $\mu_{h}^{2} M_{h}+$ $\left.K_{h}\right) \mathbf{u}_{h}=0$ if $\mu_{h}= \pm i \sqrt{\lambda_{h}}$, where $i$ is the imaginary unit and we will use this fact

|  | $\\|\cdot\\|_{2}$ | $\kappa_{2}(\cdot)$ |
| :---: | :---: | :---: |
|  |  |  |
| $K_{h}$ | $5.9803 \cdot 10^{7}$ | $2.8114 \cdot 10^{6}$ |
| $M_{h}$ | $7.0909 \cdot 10^{-5}$ | 714.20 |
| $C_{h}$ | 6.8600 | $\infty$ |

TABLE 1. Euclidean norm $\|\cdot\|_{2}$ and condition number $\kappa_{2}(X):=$ $\|X\|_{2}\left\|X^{-1}\right\|_{2}$ for a small brake model, $n_{h}=4669$.
to evaluate eigenpairs of (11). Since we deal with relative errors, a small backward error has the same magnitude as the machine epsilon $\varepsilon$. The forward error can be computed by multiplying the backward error with the condition number and for an eigenvalue of (17), the condition number can be estimated via

$$
\kappa_{P}\left(\mu_{h}, \mathbf{v}_{h}\right)=\frac{\left|\mu_{h}\right|^{2}\left\|M_{h}\right\|_{2}+\left|\mu_{h}\right|\left\|C_{h}\right\|_{2}+\left\|K_{h}\right\|_{2}}{\left|\mu_{h}\right|\left|\mathbf{v}_{h}^{T}\left(2 \mu_{h} M_{h}+C_{h}\right) \mathbf{v}_{h}\right|}
$$

If we consider an exact eigenpair $\left(\lambda_{h}, \mathbf{u}_{h}\right)$ of (11) as an approximate eigenpair for the QEP (17) (with damping) by setting

$$
\widetilde{\mu}_{h}:=i \sqrt{\lambda_{h}}, \widetilde{\mathbf{v}}_{h}:=\mathbf{u}_{h}
$$

then, assuming that we can compute the required matrix 2-norms, we obtain

$$
\eta_{P}\left(\widetilde{\mu}_{h}, \widetilde{\mathbf{v}}_{h}\right)=\frac{\left\|\widetilde{\mu}_{h} C_{h} \widetilde{\mathbf{v}}_{h}\right\|_{2}}{\left\|\widetilde{\mathbf{v}}_{h}\right\|_{2}\left[\left|\widetilde{\mu}_{h}^{2}\right|\left\|M_{h}\right\|_{2}+\left|\widetilde{\mu}_{h}\right|\left\|C_{h}\right\|_{2}+\left\|K_{h}\right\|_{2}\right]}
$$

This illustrates that we can cause a large backward error if $\left\|C_{h} \widetilde{\mathbf{v}}_{h}\right\|_{2}$ and $\left\|C_{h}\right\|_{2}$ are sufficiently large compared to $\left\|M_{h}\right\|$ and $\left\|K_{h}\right\|$, which confirms our claim that eigenspaces of (11) and (17) may be completely different.

Among other examples we consider as set of test matrices the Harwell-Boeing BCS structural engineering matrices which are a collection of real-world generalized eigenvalue problems [22]. For these problems, the stiffness matrix often has a norm that is several magnitudes larger than the norm of the mass matrix. If the damping matrix is small in norm compared to the stiffness matrix, then it does not have much influence on the backward error. To illustrate this, consider the FE model of an industrial disk brake with an external load from a brake pad [33]. Here, the matrices were obtained with the FEM software Intes Permas [39] and their properties are listed in Table 1. The damping matrix has only 342 columns and rows with nonzero entries and according to the MATLAB rank function, the damping matrix has numerical rank 50 .

In the following we show how well different invariant subspaces calculated based on (11) approximate invariant subspaces of (17) using the brake model matrices. Specifically, we will compare

- the subspace $\mathcal{S}_{e}$ spanned by the eigenvectors corresponding to the $k=554$ smallest eigenvalues of (11),
- the subspace $\mathcal{S}_{s}$ calculated by the AMLS implementation (sAMLS, dimension 352),
- and the subspace $\mathcal{S}_{v}$ computed by vanilla AMLS (vAMLS, dimension 554).

The eigenvectors corresponding to the smallest eigenvalues of (11) were computed using the Matlab function eigs. As a starting vector, opts.v0 in eigs,

| Space | Minimum | Maximum | Mean | Median |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\mathcal{S}_{e}$ | $1.3 \cdot 10^{-17}$ | $6.4 \cdot 10^{-16}$ | $1.4 \cdot 10^{-16}$ | $9.8 \cdot 10^{-17}$ |
| $\mathcal{S}_{s}$ | $1.5 \cdot 10^{-15}$ | $3.1 \cdot 10^{-9}$ | $1.2 \cdot 10^{-10}$ | $3.3 \cdot 10^{-11}$ |
| $\mathcal{S}_{v}$ | $6.5 \cdot 10^{-7}$ | $3.2 \cdot 10^{-2}$ | $1.5 \cdot 10^{-3}$ | $4.8 \cdot 10^{-4}$ |

TABLE 2. Relative normwise backward error with respect to the GEP (11) for eigenpairs computed on different subspaces.
we used in all cases the vector of all ones in order to have reproducible results. In both AMLS variants, we used four levels of substructuring, i. e., there are 16 substructure blocks, and the cutoff $\lambda_{c}=10^{10}$. sAMLS was run with the default settings whereas for vAMLS we we set $\theta=2.1^{2}$ (this value is used during modal truncation). Note that the default value for $\theta$ is $8.4^{2}$ for both AMLS variants. By changing $\theta$ for vAMLS, we wanted to reduce the excessive dimension of the vAMLS subspace when run with the default settings (3419). All computations were performed in double precision $\varepsilon=2.2 \cdot 10^{-16}$. For every subspace, we will compare minimum, maximum, arithmetic mean, and median of the errors of all calculated eigenpairs within a given subspace.

REmARK 6.1. The size of the subspace returned by vanilla AMLS is determined during the modal truncation step. Here, every eigenvalue $\tilde{\lambda}_{j}, j=1, \ldots, \ell$, of every diagonal block is compared individually to the cutoff $\lambda_{c}$. Clearly, the worst possible case is that all comparisons have the same result because then either all or no vectors are selected. As an example, consider a matrix pencil, for which for all $j_{1}, j_{2}, k_{1}, k_{2}$,

$$
\tilde{\lambda}_{j_{1}}^{\left(k_{1}\right)}=\widetilde{\lambda}_{j_{2}}^{\left(k_{2}\right)}
$$

i.e., all diagonal blocks have only one eigenvalue (with corresponding algebraic multiplicity) and for all diagonal blocks it is the same value.

The disk brake problem is close to such a worst-case matrix pencil since 3116 out of $n_{h}=4669$ possible distinct eigenvalues of the diagonal blocks are in the interval $\left[10^{11}, 10^{12}\right]$. Note that the largest generalized eigenvalue of (11) in this case is $\lambda_{h, \max } \approx 2 \cdot 10^{13}$, and the smallest eigenvalue is $\lambda_{h, \text { min }} \approx 2 \cdot 10^{6}$.

In Table 2, we display the backward errors of the different spaces with respect to the GEP (11), i. e., we measure how well each subspace approximates an invariant subspace of (11). As expected, $\mathcal{S}_{e}$ is a very good approximation to an invariant subspace, the maximal relative backward error is comparable to the machine epsilon $\varepsilon$. The vAMLS subspace is a noticeably worse approximation to an invariant subspace than $\mathcal{S}_{e}$ but the subspace iterations of sAMLS make a real difference here, and decrease the mean and median backward error compared to $\mathcal{S}_{v}$ significantly. For completeness, we also list the relative forward errors for (11) in Table 3.

In Table 4, we display the relative normwise backward errore with respect to (17). The presence of the damping matrix leads to large changes and increases the backward error by several orders of magnitude for $\mathcal{S}_{e}$ and $\mathcal{S}_{s}$. For the minimum and maximum backward error, $\mathcal{S}_{e}$ contains considerably better eigenpair approximations but on average (mean, median), there is a hardly any difference between $\mathcal{S}_{e}$ and $\mathcal{S}_{s}$ with respect to our quantitative measures. Interestingly, the damping has hardly an impact on the vAMLS space; consequently, the average backward

| Space | Minimum | Maximum | Mean | Median |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\mathcal{S}_{e}$ | $3.2 \cdot 10^{-14}$ | $1.2 \cdot 10^{-10}$ | $4.8 \cdot 10^{-13}$ | $1.3 \cdot 10^{-13}$ |
| $\mathcal{S}_{s}$ | $8.1 \cdot 10^{-11}$ | $1.1 \cdot 10^{-6}$ | $1.6 \cdot 10^{-7}$ | $8.3 \cdot 10^{-8}$ |
| $\mathcal{S}_{v}$ | $8.4 \cdot 10^{-2}$ | $1.4 \cdot 10^{0}$ | $5.2 \cdot 10^{-1}$ | $4.5 \cdot 10^{-1}$ |

TABLE 3. Relative normwise forward error with respect to the GEP (11) for eigenpairs computed on different subspaces.

| Space | Minimum | Maximum | Mean | Median |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\mathcal{S}_{e}$ | $3.5 \cdot 10^{-15}$ | $5.8 \cdot 10^{-3}$ | $2.6 \cdot 10^{-4}$ | $8.5 \cdot 10^{-5}$ |
| $\mathcal{S}_{s}$ | $9.2 \cdot 10^{-13}$ | $7.7 \cdot 10^{-3}$ | $2.7 \cdot 10^{-4}$ | $7.0 \cdot 10^{-5}$ |
| $\mathcal{S}_{v}$ | $7.1 \cdot 10^{-7}$ | $3.1 \cdot 10^{-2}$ | $1.6 \cdot 10^{-3}$ | $5.8 \cdot 10^{-4}$ |

TABLE 4. Relative normwise backward error with respect to the QEP (17) for eigenpairs computed on different subspaces.

| Space | Minimum | Maximum | Mean | Median |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\mathcal{S}_{e}$ | $4.2 \cdot 10^{-10}$ | $4.4 \cdot 10^{0}$ | $2.0 \cdot 10^{-1}$ | $1.2 \cdot 10^{-1}$ |
| $\mathcal{S}_{s}$ | $1.1 \cdot 10^{-7}$ | $4.7 \cdot 10^{0}$ | $3.5 \cdot 10^{-1}$ | $2.1 \cdot 10^{-1}$ |
| $\mathcal{S}_{v}$ | $7.7 \cdot 10^{-2}$ | $6.9 \cdot 10^{0}$ | $5.9 \cdot 10^{-1}$ | $4.8 \cdot 10^{-1}$ |

Table 5. Relative normwise forward error with respect to the QEP (17) for eigenpairs computed on different subspaces.
error difference to the other spaces shrinks from several magnitudes to a factor less than 10. Note that the backward errors of $\mathcal{S}_{v}$ are comparable for GEP and QEP.

Since we have used the invariant subspaces of (11) to find approximate invariant subspaces for (17), apparently a small backward error is not as important as other factors. To see whether we are least close to an exact solution, we also analyzed the forward error for (17), the results are shown in Table 5.

We see that on average, the spaces are hardly distinguishable using our measures. Especially surprising is the fact that the backward and the forward errors of $\mathcal{S}_{v}$ have the same order of magnitude with respect to (11) and (17).

From a mathematical point of view, there is no reason why an invariant subspace for equation (11) should resemble an invariant subspace for (17) and in large scale problems it has been observed that indeed this may not be the case [33]. Nevertheless, the projection of quadratic eigenvalue problems via AMLS subspaces is a standard procedure in engineering practice. Surprisingly, in many cases, the quantitative differences between the three spaces vanish when computing errors with respect to (17). In practice, AMLS seems to be able to handle larger problems than a standard Arnoldi-eigensolver and in conjunction with our examples, one can see why AMLS subspaces are so popular for dimensional reduction in mechanical engineering applications.


Figure 2. A grid over the rectangle $(0,2) \times(0,1)$ with $n=4$ points on each axis. The inner nodes marked with black dots (•) are the degrees of freedom of the discrete problem.
6.2. Isospectral Domains and AMLS. In this section we demonstrate a difficulty of the AMLS approach when dealing with isospectral domains. As a model problem we will use the simple Laplace eigenvalue problem (8) defined over the rectangular domain $\Omega=(0, \alpha) \times(0, \beta)$. For this choice the exact eigenpairs are known [19, Chapter VI, §4.1] and explicitly given as

$$
\left(\lambda_{i, j}, u_{i, j}\right)=\left(\left(\frac{i^{2}}{\alpha^{2}}+\frac{j^{2}}{\beta^{2}}\right) \pi^{2}, \frac{2}{\sqrt{\alpha \beta}} \sin \frac{i \pi x}{\alpha} \sin \frac{j \pi y}{\beta}\right), \quad i, j=1,2, \ldots
$$

Obviously, the problems with domains $(0, \alpha) \times(0, \beta)$ and $(0, \beta) \times(0, \alpha)$ possess the same set of eigenvalues.

Let us discretize the problem with axis parallel quadrilateral elements and piecewise linear ansatz functions over $n$ inner nodes on each axis with the boundary points given by $(x, y)$ with $x \in\{0, \alpha\}$ or $y \in\{0, \beta\}$ and step sizes $h_{x}:=\alpha(n+1)^{-1}$ and $h_{y}:=\beta(n+1)^{-1}$ in $x$ - and $y$-direction, respectively. For this discretization the eigenvectors will be pointwise exact in the grid nodes. In Figure 2 we show the domain $(0, \alpha) \times(0, \beta)$ with $\alpha=2, \beta=1$ and the associated mesh.

For the following experiments we chose $n_{h}=32, \lambda_{c}=100, \theta=8.4^{2}, \alpha=1, \beta=$ 32 , and $\alpha=32, \beta=1$, respectively. The analyzed problem has $n_{c}=91$ eigenvalues $\lambda_{h} \leq \lambda_{c}$. Let us now investigate the properties of the subspace generated by the vAMLS method. At first, we notice that the matrix substructures obtained with Metis [43] for both domains are the same. Since, in both cases, the sparsity pattern of the stiffness matrix is the same and Metis graph partitioner works with the unweighted induced graph, the fact of different directional scaling is not taken into account.

Figure 3 shows the cosines of the angles between the subspace generated by the vAMLS method and the set of exact eigenvectors. The eigenvectors are sorted according to their corresponding eigenvalues in ascending order. Ideally, the vAMLS method computes the subspace spanned by the first $n_{c}=91$ eigenvectors, i.e., for $i=1,2, \ldots, n_{c}$, the cosine of the angles is one and zero otherwise. As we can see in Figure 3, the vAMLS method does not compute the desired eigenspace in the
second case and moreover, it clearly does not recognize the isospectral property of the two domains. Although the presented example can be handled through a special discretization or directly by the AFEM, the purpose of our investigation was different. In engineering problems the most efficient algorithms strongly benefit from exploiting symmetries which allow to reduce significantly the overall computational complexity. Since the AMLS method is a commonly used approach in structural mechanics, we were interested how the AMLS method deals with present symmetries. Furthermore, independent of modeling, both algebraic problems have the same eigenvalues and this should be visible in the results.

##  <br> $i$ th exact eigenvector (eigenvalues ascending) <br> (A) $\alpha=32, \beta=1$ <br>  <br> (в) $\alpha=1, \beta=32$

Figure 3. Subspace generated by vanilla AMLS with $n_{h}=32, \lambda_{c}=100$, and one level of substructuring with two substructure blocks.

## 7. Conclusion

We have discussed two of the most widely used methods for the solution of PDE eigenvalue problems as well as their advantages and disadvantages. The adaptive finite element method AFEM and its variant AFEMLA are provably efficient for standard elliptic problems. The automated multilevel substructuring method (AMLS) is widely used in practice for problems that require only approximate solutions. Since it does not compute a space with prescribed properties, its success is partially heuristic. In principle, both methods work with approximations of fine grid solutions. The difference is that in AFEM the approximation is an approximation on a coarse mesh that is obtained by leaving out nodes in the fine mesh and the associated basis functions, while in AMLS the reduction is achieved by choosing a basis of local eigenfunctions (which are represented by the fine mesh basis functions). Both methods work well on elliptic problems, but no theory is available for damped problems. AMLS is fast compared to standard eigensolvers and it is applicable to very large scale problems, and if often gives surprisingly good results even for damped problems. However, what is needed is a major research effort to study AFEM or AMLS methods for practical PDE eigenvalue problems, with or without the given PDE model.
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