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Leiba Rodman‖

July 9, 2014

Abstract

An eigenvalue perturbation theory under rank-one perturbations is developed
for classes of real matrices that are symmetric with respect to a non-degenerate
bilinear form, or Hamiltonian with respect to a non-degenerate skew-symmetric
form. In contrast to the case of complex matrices, the sign characteristic is a cru-
cial feature of matrices in these classes. The behavior of the sign characteristic
under generic rank-one perturbations is analyzed in each of these two classes of
matrices. Partial results are presented, but some questions remain open. Appli-
cations include boundedness and robust boundedness for solutions of structured
systems of linear differential equations with respect to general perturbations as
well as with respect to structured rank perturbations of the coefficients.
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1 Introduction

We consider the perturbation theory for Jordan structures associated with several
classes of structured real matrices under generic perturbations that have rank one and
are structure preserving. We continue the investigations in [25], where the focus was
on general results on classes of structured complex matrices, and in [26], where com-
plex matrices that are selfadjoint in an indefinite inner product were studied. Here, we
mainly focus on the real case, which is the most relevant case in applications, and where
with the sign characteristic of certain eigenvalues an extra invariant is occurring that
plays a crucial role in perturbation theory, as shown in [13, 26] for selfadjoint matrices
with respect to a non-degenerate sesquilinear form.

The structure classes that we consider in this paper are defined as follows. Let F
denote either the field of complex numbers C or the field of real numbers R and let
In denote the n × n identity matrix. The superscript T denotes the transpose and ∗

denotes the conjugate transpose of a matrix or vector; thus X∗ = XT for X ∈ Rn×n.

Definition 1.1 Let J ∈ R2n×2n be a nonsingular skew-symmetric matrix. A matrix
A ∈ R2n×2n is called J-Hamiltonian if JA = (JA)T .

The perturbation analysis for real and complex Hamiltonian matrices has recently been
studied in several sources and contexts, see, e.g., [2, 25, 28, 31]. A detailed motivation
for the analysis of these classes and a review over the literature is given in [25]. The
classical and most important class of J-Hamiltonian matrices is obtained with

J =

[
0 In
−In 0

]
.

Another type of symmetry arises when using a nonsingular symmetric matrix in-
stead of a skew-symmetric matrix J as in Definition 1.1.

Definition 1.2 Let H ∈ Rn×n be an invertible symmetric matrix. A matrix A ∈ Rn×n

is called H-symmetric if HA = (HA)T .

In this paper we focus on real matrices that are J-Hamiltonian or H-symmetric. We
do not consider H-skew-Hermitian and J-skew-Hamiltonian matrices, as there are no
rank-one matrices in these classes.

Besides the introduction and conclusion, the paper consists of eight sections. Sec-
tion 2 contains preliminaries, including the Jordan forms of unstructured matrices un-
der generic rank-one perturbations, and the canonical forms of real J-Hamiltonian and
H-symmetric matrices.

Sections 3, 4, and 5 deal with Jordan forms and the sign characteristic arising in
J-Hamiltonian matrices under rank-one J-Hamiltonian perturbations. The main re-
sults in Sections 4 and 5 are Theorem 3.1, which gives the Jordan canonical form
under generic rank-one perturbations, Corollary 3.2 that provides inequalities of Jor-
dan canonical forms under rank-one perturbations (not necessarily generic), and Theo-
rem 4.7 which presents properties of the sign characteristic related to generic rank-one
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perturbations. In particular, we show that the sign characteristic is constant within
every connected component of the set of generic rank-one J-Hamiltonian perturbations.
The analysis of the sign characteristic is continued in Section 5, where the focus is on
rank-one perturbations with small norm. In this context, Theorems 5.1 and 5.2 es-
tablish the behavior of perturbed eigenvalues with real parts zero, provided that the
generic rank-one J-Hamiltonian perturbations are small in norm, with special emphasis
on the sign characteristics. These results are applied in Section 7 to boundedness and
robust boundedness of solutions to systems of differential equations of the form

A`x
(`) + A`−1x

(`−1) + · · ·+ A1ẋ+ A0x = 0, (1.1)

where x : R → Rn is an unknown `-times continuously differentiable vector function,
and Ak are constant real n×n matrices such that Ak is skew-symmetric if k is odd, Ak
is symmetric if k is even, and A` is invertible. The matrix polynomial

P (λ) =
∑̀
j=0

Ajλ
j

associated with the differential equation (1.1) is called a T-even matrix polynomial,
since P (−λ) = P (λ)T , and is a special case of a so-called alternating matrix polyno-
mial, because its coefficient matrices alternate between symmetric and skew-symmetric
structure. Therefore, we call a differential equation of the form (1.1) a T -even dif-
ferential equation. T -even differential equations and their associated T -even matrix
polynomials have many applications in optimal control and finite element analysis of
structures, see [1, 7, 21, 23, 30].

A similar analysis as the one in Section 5 is given in Section 6 for rank-one per-
turbations of real H-symmetric matrices, and again the sign characteristic plays an
important role. These results are applied in Section 8 to study the boundedness and
robust boundedness of solutions to linear differential equations of the form

i`A`x
(`) + i`−1A`−1x

(`−1) + · · ·+ iA1ẋ+ A0x = 0,

where all coefficients Ak are real symmetric matrices.
Finally, in Section 9 we discuss the existence of invariant Lagrangian subspaces for

J-Hamiltonian matrices under rank one perturbation.
The following notation will be used throughout the paper. C and R stand for the

complex and real field, respectively. We use F to denote either C or R, and N stands
for the set of positive integers. The real, and imaginary parts of a complex number λ
will be denoted by Re(λ) = λ+λ

2
, Im(λ) = λ−λ

2i
, respectively. The vector space of n×m

matrices with entries in F is denoted by Fn×m, and we will frequently identify Fn×1

with Fn.
An m×m upper triangular Jordan block associated with an eigenvalue λ is denoted

by Jm(λ), and by Jm(a ± ib) we denote a quasi-upper triangular m ×m real Jordan
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block with non-real complex conjugate eigenvalues λ = a + ib, λ = a − ib, a, b ∈ R,
b 6= 0, i.e., m is even and the 2 × 2 blocks on the main block diagonal of Jm(a ± ib)
have the form [

a b
−b a

]
.

The spectrum of a matrix A ∈ F2n×2n, i.e., the set of eigenvalues including possibly
non-real eigenvalues of real matrices, is denoted by σ(A). An eigenvalue of A is called
simple if it has algebraic multiplicity one, i.e., it is a simple root of the characteristic
polynomial of A. By

R(A;λ) := Ker (A− λIn)n ⊆ Fn

we denote the root subspace of a matrix A ∈ Fn×n corresponding to an eigenvalue λ ∈ F.
If F = R and λ = a+ ib ∈ C \ R with a, b ∈ R, b > 0, then

R(A; a± ib) := Ker
(
A2 − 2aA+ (a2 + b2)In

)n ⊆ Rn

denotes the real root subspace of A corresponding to the pair of conjugate complex
eigenvalues a± ib of A.

A block diagonal matrix with diagonal blocks X1, . . . , Xq (in that order) is denoted
by X1 ⊕ X2 ⊕ · · · ⊕ Xq; also, X ⊕ · · · ⊕ X (q times) is abbreviated to X⊕q. We also
introduce the anti-diagonal matrices

Σk =


0 · · · 0 (−1)0

... . .
.

(−1)1 0

0 . .
.

. .
. ...

(−1)k−1 0 · · · 0

 = (−1)k−1ΣT
k and Rn =


0 · · · 0 1
... . .

.
1 0

0 . .
.

. .
. ...

1 0 · · · 0

 .
Then Rn is symmetric, Σk is symmetric if k is odd, and skew-symmetric if k is even.
Moreover, we use the skew-symmetric matrices Σk⊗Σk

2, where ⊗ denotes the Kronecker
(tensor) product [aij]⊗B = [aijB]. For example, for k = 1, 2, 3, 4, we have

Σ1 ⊗ Σ1
2 =

[
0 1
−1 0

]
, Σ2 ⊗ Σ2

2 =

[
0 −I2

I2 0

]
,

Σ3 ⊗ Σ3
2 =


0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0

 , Σ4 ⊗ Σ4
2 =


0 0 0 I2

0 0 −I2 0
0 I2 0 0
−I2 0 0 0

 .

We make frequent use of the standard bilinear and in the case F = C sesquilinear form
on Fn given by

〈x, y〉 =
n∑
j=1

xjyj, x = [x1, . . . , xn]T , y = [y1, . . . , yn]T ∈ Fn.
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2 Preliminaries

In this section we recall some preliminary results, beginning with a general result on
unstructured generic rank-one perturbations. We say that a set Ω ⊆ Fn is algebraic if
there exist finitly many polynomials f1(x1, . . . , xn), . . . , fk(x1, . . . , xn) with coefficients
in F such that a vector [a1, . . . , an]T ∈ Fn belongs to Ω if and only if

fj(a1, . . . , an) = 0, j = 1, 2, . . . , k.

In particular, the empty set is algebraic and Fn is algebraic. We say that a set Ω ⊆ Fn
is generic if the complement Fn \ Ω is contained in an algebraic set which is not Fn.
Note that the union of finitely many algebraic sets is again algebraic. Note also that the
genericity of a matrix set Ω ⊆ Fn×n ∼= Fn2

is preserved under similarity X 7→ S−1XS,
where S ∈ Fn is invertible and independent of X ∈ Ω.

The general perturbation analysis for generic low-rank perturbations has been stud-
ied in [16, 32, 36, 37], and specifically for rank-one perturbations in [4, 15, 25]. For the
case of rank-one perturbations we have the following result on the Jordan structure of
generic perturbations of real as well as complex matrices.

Theorem 2.1 Let A ∈ Fn×n be a matrix having pairwise distinct (real and non-real)
eigenvalues λ1, . . . , λp and suppose that the Jordan blocks associated with the eigenvalue

λj in the (complex) Jordan form of A have dimensions n
(j)
1 > n

(j)
2 > · · · > n

(j)
mj repeated

r
(j)
1 , r

(j)
2 , . . . , r

(j)
mj times, respectively, and geometric multiplicity g(j); thus

g(j) = r
(j)
1 + · · ·+ r(j)

mj
, j = 1, 2, . . . , p.

If B = vuT , v, u ∈ Rn \ {0}, is a rank-one matrix, then generically (with respect to the
entries of u and v) the Jordan blocks of A+ B with eigenvalue λj are just the g(j) − 1
smallest Jordan blocks of A with eigenvalue λj, for j = 1, 2, . . . , p, and, moreover, the
eigenvalues of A+B which are distinct from any of λ1, . . . , λp are simple.

More precisely, there is a generic set Ω ⊆ F2n, where F2n is identified with the 2n
independent entries of u and v, such that for every (u, v) ∈ Ω, the Jordan structure of

A+B corresponding to the eigenvalue λj consists of r
(j)
1 − 1 Jordan blocks of size n

(j)
1

and r
(j)
k Jordan blocks of size n

(j)
k for k = 2, . . . ,mj, for j = 1, 2, . . . , p, and moreover,

for every (u, v) ∈ Ω, the eigenvalues of A+B which are distinct from any of λ1, . . . , λp
are simple.

For the complex case, various parts of of Theorem 2.1 were proved in [15, 25, 32, 36],
and for the real case in [27]. Introducing the slightly changed notation that for a matrix
A the values

w
(λ)
1 (A) ≥ w

(λ)
2 (A) ≥ · · · ≥ w

(λ)
k (A) ≥ · · ·

are the partial multiplicities of λ as an eigenvalue of A in non-increasing order, and
by convention w

(λ)
k (A) = 0 if k is greater than the geometric multiplicity of λ, the

following corollary of Theorem 2.1 provides information for the Jordan structure of
matrices perturbed by (a not necessarily generic) rank-one perturbation.
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Corollary 2.2 Let A ∈ Fn×n be given as in Theorem 2.1. Then for all rank-one
matrices B ∈ Fn×n and for j = 1, 2, . . . , p we have

∞∑
i=1

min{k, w(λj)
i (A+B)} ≥

∞∑
i=2

min{k, w(λj)
i (A)}, k = 1, 2, . . . .

(We emphasize that the second sum starts with i = 2.)

Proof. We consider the complex case only; the proof for the real case is analogous.
For a fixed k, consider the set

Ωk :=
{

(u, v) ∈ Cn × Cn
∣∣∣ dim Ker (A+ uvT − λjI)k <

∞∑
i=2

min{k, w(λj)
i (A)}

}
.

Clearly, Ωk is an open set in Cn×Cn, because of the lower semicontinuity of the rank as
a function of matrices. On the other hand, the generic set Ω from Theorem 2.1 satisfies

(u, v) ∈ Ω =⇒ dim Ker (A+ uvT − λjI)k =
∞∑
i=2

min{k, w(λj)
i (A)}

and is thus contained in the complement of Ωk. Therefore, Ωk must be empty and the
proof is complete.

Corollary 2.2 is a generalized version of [27, Theorem 4.3] (stated for the complex
case only).

We will frequently make use of the structured canonical form for H-symmetric
and J-Hamiltonian matrices which is available in many sources, see, e.g., [12, 13] or
[17, 19, 20, 38] in the framework of pairs of symmetric and skew-symmetric matrices.

Theorem 2.3 Let H ∈ Fn×n be symmetric (if F = R) or Hermitian (if F = C) and
invertible, and let A ∈ Fn×n be H-selfadjoint, i.e., HA = A∗H. Then there exists an
invertible matrix P ∈ Fn×n such that P−1AP and P ∗JP are real block diagonal matrices

P−1AP = A1 ⊕ A2, P ∗HP = H1 ⊕H2, (2.1)

where the block structure is partitioned further as

(i) A1 = A1,1 ⊕ · · · ⊕ A1,µ, H1 = H1,1 ⊕ · · · ⊕H1,µ,
where

A1,j =
(
Jn1,j

(λj)
⊕ `1,j

)
⊕
(
Jn2,j

(λj)
⊕ `2,j

)
⊕ · · · ⊕

(
Jnmj,j

(λj)
⊕ `mj,j

)
,

with λj ∈ R pairwise distinct, n1,j > · · · > nmj ,j, j = 1, . . . , µ, and

H1,j =

 `1,j⊕
s=1

σ1,s,jRn1,j

⊕
 `2,j⊕

s=1

σ2,s,jRn2,j

⊕ · · · ⊕
`mj,j⊕

s=1

σmj ,s,jRnmj,j

 ,

where σi,s,j ∈ {+1,−1}, s = 1, . . . , `i,j, i = 1, . . . ,mj, j = 1, . . . , µ;
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(ii)
A2 = A2,1 ⊕ · · · ⊕ A2,ν , H2 = H2,1 ⊕ · · · ⊕H2,ν , (2.2)

where
A2,j = Jrj,1(aj ± ibj)⊕ · · · ⊕ Jrj,qj (aj ± ibj),

H2,j = Rrj,1 ⊕ · · · ⊕Rrj,qj
,

with even integers rj,1 ≥ · · · ≥ rj,qj ∈ N and aj, bj ∈ R with bj > 0 for j = 1, . . . , ν.
Moreover, a1 + ib1, . . . , aν + ibν are pairwise distinct.

The form (2.1) is uniquely determined by the pair (A, J), up to a simultaneous permu-
tation of diagonal blocks in the right hand sides of (2.1).

The signs σi,s,j ∈ {+1,−1} attached to every Jordan block corresponding to a real
eigenvalue in the Jordan form of an H-selfadjoint matrix A form the sign characteristic
of the pair (A,H). The sign characteristic was introduced in [9] in the context of H-
selfadjoint matrices with respect to sesquilinear forms, see also [8, 10, 13, 19, 20] for
variants.

Theorem 2.4 Let J be a real nonsingular skew-symmetric matrix and let A be real
J-Hamiltonian. Then there exists a real, invertible matrix P such that P−1AP and
P TJP are block diagonal matrices

P−1AP = A1 ⊕ · · · ⊕ As, P TJP = J1 ⊕ · · · ⊕ Js, (2.3)

where each diagonal block (Aj, Jj) is of one of the following five types:

(i) Aj = J2n1(0)⊕ · · · ⊕ J2np(0), Jj = κ1Σ2n1 ⊕ · · · ⊕ κpΣ2np,

with κ1, . . . , κp ∈ {+1,−1};

(ii) Aj =

[
J2m1+1(0) 0

0 −J2m1+1(0)T

]
⊕ · · · ⊕

[
J2mq+1(0) 0

0 −J2mq+1(0)T

]
,

Jj =

[
0 I2m1+1

−I2m1+1 0

]
⊕ · · · ⊕

[
0 I2mq+1

−I2mq+1 0

]
;

(iii) Aj =

[
J`1(a) 0

0 −J`1(a)T

]
⊕ · · · ⊕

[
J`r(a) 0

0 −J`r(a)T

]
,

Jj =

[
0 I`1
−I`1 0

]
⊕ · · · ⊕

[
0 I`r
−I`r 0

]
,

where a > 0, and the number a, the total number 2r of Jordan blocks, and the
sizes `1, . . . , `r depend on the particular diagonal block (Aj, Jj);
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(iv) Aj =

[
J2k1(a± ib) 0

0 −J2k1(a± ib)T
]
⊕· · ·⊕

[
J2ks(a± ib) 0

0 −J2ks(a± ib)T
]
,

Jj =

[
0 I2k1

−I2k1 0

]
⊕ · · · ⊕

[
0 I2ks

−I2ks 0

]
,

where a, b > 0, and again the numbers a and b, the total number 2s of Jordan
blocks, and the sizes 2k1, . . . , 2ks depend on (Aj, Jj);

(v) Aj = J2h1(±ib)⊕ · · · ⊕ J2ht(±ib), Jj = η1(Σh1 ⊗ Σh1
2 )⊕ · · · ⊕ ηt(Σht ⊗ Σht

2 ),

where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . , ht,
and η1, . . . , ηt depend on the particular diagonal block (Aj, Jj).

There is at most one block each of type (i) and (ii). Furthermore, two blocks Ai and Aj
of one of the types (iii)–(v) have nonintersecting spectra if i 6= j. Moreover, the form
(2.3) is uniquely determined by the pair (A, J), up to a simultaneous permutation of
diagonal blocks in the right hand sides of (2.3).

The signs κi, ηj ∈ {+1,−1} associated with each even partial multiplicity of the zero
eigenvalue and with each partial multiplicity corresponding to purely imaginary eigen-
values ib of A with b > 0 form the sign characteristic of the pair (A, J).

We indicate a useful property of positive definiteness related to real J-Hamiltonian
matrices to be used in Section 7. For this, we need the following definition.

Definition 2.5 Let H ∈ Rn×n be a symmetric matrix. Then a subspace M ⊆ Rn

is called H-definite if either xTHx > 0 for all x ∈ M \ {0} or xTHx < 0 for all
x ∈M \ {0}, or, equivalently, if |xTHx| > 0 for all x ∈M \ {0}.

Theorem 2.6 Let J ∈ Rn×n be a nonsingular skew-symmetric matrix, let A ∈ Rn×n

be J-Hamiltonian, and let Λ be a set of eigenvalues of A which is closed under complex
conjugation. Denote by MΛ ⊆ Rn the sum of root subspaces of A that correspond to
eigenvalues in Λ. Then the following statements are equivalent.

(1) The subspace MΛ is JA-definite;

(2) Ker (A−λI) is JA-definite for every λ ∈ Λ∩R, and Ker
(
A2− 2λA+ (a2 + b2)I

)
is JA-definite for every pair of non-real complex conjugate eigenvalues a ± ib in
Λ;

(3) All eigenvalues in Λ are nonzero purely imaginary and semisimple (i.e., its alge-
braic multiplicity coincides with its geometric multiplicity), and for every eigen-
value in Λ, the signs in the sign characteristic corresponding to that eigenvalue
are the same. (However, signs corresponding to different eigenvalues may be dif-
ferent.)

8



Proof. Observe that JA is symmetric. The proof of Theorem 2.6 then follows by
inspection, assuming (without loss of generality) that J and A are given by the canonical
form (2.3).

Example 2.7 Let

A =

[
0 1
−1 0

]
⊕
[

0 1
−1 0

]
, J1 = A, J2 =

[
0 1
−1 0

]
⊕
[

0 −1
1 0

]
.

Then A is J1-Hamiltonian as well as J2-Hamiltonian, and the sign characteristic of the
J1-Hamiltonian matrix A consists of two pluses, whereas the sign characteristic of the
J2-Hamiltonian matrix A consists of one plus and one minus. The (only) root subspace
of A is M = R4, and the symmetric matrix JiA is −I4 for i = 1 and (−I2) ⊕ I2 for
i = 2. Thus M is J1A-definite, but not J2A-definite, as predicted by Theorem 2.6.

3 Structure-preserving rank-one perturbations of

real J-Hamiltonian matrices

In this section we address the behavior of the Jordan form under generic rank-one
perturbations. The more subtle question of the behavior of the sign characteristic will
be addressed in Sections 4 and 5. Our first main theorem is the real analogue of [25,
Theorem 4.2].

We only consider J-Hamiltonian rank-one perturbations of the form uuTJ , where
u ∈ Rn \ {0}. The results concerning perturbations of the form −uuTJ are completely
analogous, and can be obtained by applying the results for uuTJ , where J is replaced
with −J .

Theorem 3.1 Let J ∈ Rn×n be skew-symmetric and invertible, and let A ∈ Rn×n be J-
Hamiltonian. Let λ1, λ2, . . . , λp, be the set of pairwise distinct nonzero eigenvalues of A
having nonnegative imaginary parts, and let λp+1 = 0. For every λj, j = 1, 2, . . . , p+1,
let n1,j > n2,j > . . . > nmj ,j be the sizes of Jordan blocks in the real Jordan form of A
associated with the eigenvalue λj and let there be exactly `k,j Jordan blocks of size nk,j
associated with λj in the real Jordan form of A, for k = 1, 2, . . . ,mj.

Consider a J-Hamiltonian rank-one perturbation of the form B = uuTJ ∈ Rn×n.

(1) If for the eigenvalue λp+1 = 0, n1,p+1 is even (in particular, if A is invertible),
then generically with respect to the components of u, the matrix A + B has the
Jordan canonical form

⊕p+1
j=1

((
⊕`1,j−1
s=1 Jn1,j

(λj)
)
⊕
(
⊕`2,js=1Jn2,j

(λj)
)
⊕ · · · ⊕

(
⊕
`mj,j

s=1 Jnmj,j
(λj)

))
⊕ J̃ ,

where Jnj,k
(λj) is replaced with Jnj,k

(Reλj ± i Imλj) if λj is non-real, and where

J̃ contains all the real Jordan blocks of A+B associated with eigenvalues different
from any of λ1, . . . , λp+1.
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(2) If for the eigenvalue λp+1 = 0, n1,p+1 is odd (in this case `1,p+1 is even), then
generically with respect to the components of u, the matrix A+B has the Jordan
canonical form

⊕pj=1

((
⊕`1,j−1
s=1 Jn1,j

(λj)
)
⊕
(
⊕`2,js=1Jn2,j

(λj)
)
⊕ · · · ⊕

(
⊕
`mj,j

s=1 Jnmj,j
(λj)

))
⊕
(
⊕`1,p+1−2
s=1 Jn1,p+1(0)

)
⊕
(
⊕`2,p+1

s=1 Jn2,p+1(0)
)
⊕ · · · ⊕

(
⊕
`mp+1,p+1

s=1 Jnmp+1,p+1(0)
)

⊕ Jn1,p+1+1(0)⊕ J̃ ,

where Jnj,k
(λj) is replaced with Jnj,k

(Reλj ± i Imλj) if λj is non-real, and where

J̃ contains all the real Jordan blocks of A+B associated with eigenvalues different
from any of λ1, . . . , λp+1.

(3) In either case (1) or (2), generically the part J̃ has simple eigenvalues.

Proof. We use the corresponding result for the complex case ([25, Theorem 4.2]).
(A standard transformation to the complex canonical form of the pair (J,A) is used
here; we will not display this transformation explicitly.) Accordingly, there is a generic
set Ω ∈ Cn such that every (complex) matrix of the form A + uuTJ , u ∈ Ω, has the
properties described in Theorem 3.1. Thus, Cn \Ω ⊆ Q, where Q is a proper algebraic
set, i.e., different from Cn. Therefore

Rn \ (Ω ∩ Rn) ⊆ Q ∩ Rn.

By [27, Lemma 2.2], Q∩Rn is a proper algebraic set in Rn. So Theorem 3.1 holds with
the generic set Ω ∩ Rn.

Observe that if A is invertible or if 0 is an eigenvalue of A of geometric multiplicity
one, then for every u ∈ Rn in the generic set such that A + uuTJ has the properties
(1)–(3) of Theorem 3.1, the matrix A + uuTJ is invertible. Indeed, by Theorem 2.4 a
real J-Hamiltonian matrix cannot have a simple eigenvalue at zero.

The analogue of Corollary 2.2 also holds in the context of rank-one perturbations
of J-Hamiltonian matrices.

Corollary 3.2 Let J ∈ Rn×n be skew-symmetric and invertible, and let A ∈ Rn×n be
J-Hamiltonian. Then, for all rank-one J-Hamiltonian matrices B we have

∞∑
i=1

min{k, w(λj)
i (A+B)} ≥

∞∑
i=2

min{k, w(λj)
i (A)}, k = 1, 2, . . . ,

for j = 1, 2, . . . , p + 1 if n1,p+1 is even (in particular, if 0 is not an eigenvalue of A),
and if n1,p+1 is odd then

∞∑
i=1

min{k, w(λj)
i (A+B)} ≥

∞∑
i=2

min{k, w(λj)
i (A)}, k = 1, 2, . . . ,

10



for j = 1, 2, . . . , p and

∞∑
i=1

min{k, w(0)
i (A+B)} ≥ min{k, w(0)

2 (A) + 1}+
∞∑
i=3

min{k, w(0)
i (A)}, k = 1, 2, . . . .

Proof. The proof of Corollary 3.2 is analogous to that of Corollary 2.2, but using
Theorem 3.1 instead of Theorem 2.1.

4 Rank-one perturbations of the sign characteristic

of real J-Hamiltonian matrices

In this section, we study the behavior of the sign characteristic of real J-Hamiltonian
matrices under structure-preserving rank-one perturbations. Note that if a real matrix
A0 is J0-Hamiltonian, where J0 is a real invertible skew-symmetric matrix, then iA0

is iJ0-selfadjoint, where the matrix iJ0 is (complex) Hermitian. As such, there is
the sign characteristic of the pair (iA0, iJ0) that attaches a sign +1 or −1 to every
partial multiplicity of real eigenvalues of iA0 (see, for example, [12, 13, 18]). The sign
characteristic of (iA0, iJ0) relates to the sign characteristic of (A0, J0) as follows.

Theorem 4.1 Let J ∈ Rn×n be skew-symmetric and invertible, and let A ∈ Rn×n be
J-Hamiltonian.

(a) If A0 = J2n0(0), J0 = κΣ2n0, κ = ±1, then the sign characteristic of (iA0, iJ0) is
κ if n0 is odd, and −κ if n0 is even.

(b) If

A0 = J2m0+1(0)⊕ (−J2m0+1(0))T , J0 =

[
0 I2m0+1

−I2m0+1 0

]
and m0 is a nonnegative integer, then the sign characteristic of (iA0, iJ0) consists
of opposite signs attached to the two partial multiplicities 2m0 + 1, 2m0 + 1 of iA.

(c) If
A0 = J2h0(±ib), J0 = η(Σh0 ⊗ Σh0

2 ), (4.1)

where b > 0, η ∈ {+1,−1}, then the sign characteristic of (iA0, iJ0) consists of
−η attached to each of the eigenvalues ±b of iA0 if h0 is even, and consists of η
attached to the eigenvalue ±b of iA0 if h0 is odd.

Theorem 4.1 was proved in [33] (note that in [33] lower triangular Jordan blocks are
used rather than upper triangular ones used here), see also [17, Theorem 3.4.1] and
[34]. In the proof of Theorem 4.1 the following proposition is used, that provides a
convenient alternative description of the sign characteristic for complex H-selfadjoint
matrices, see [12, 13], see Theorem 2.3.
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Let H ∈ Cn×n be an invertible Hermitian matrix, and let X ∈ Cn×n be H-
selfadjoint, i.e., HX = X∗H. Let λ0 be a fixed real eigenvalue of X, and let Ψ1 ⊆ Cn

be the subspace spanned by the eigenvectors of X corresponding to λ0, i.e., Ψ1 =
Ker (X − λ0I). For x ∈ Ψ1 \ {0}, denote by ν(x) the maximal length of a Jordan
chain of X beginning with the eigenvector x, i.e., there exists a chain of ν(x) vectors
y1 = x, y2, . . . , yν(x) such that

(X − λ0I)yj = yj−1 for j = 2, 3, . . . , ν(x) and (X − λ0I)y1 = 0,

and there is no chain of ν(x) + 1 vectors with analogous properties. Let, furthermore,
Ψi, i = 1, 2, . . . , γ (γ = max {ν(x) | x ∈ Ψ1 \ {0}}) be the subspace of Ψ1 spanned
by all x ∈ Ψ1 with ν(x) ≥ i.

Proposition 4.2 Let H ∈ Cn×n be an invertible Hermitian matrix, and let X ∈ Cn×n

be H-selfadjoint. For i = 1, . . . , γ, let

fi(x, y) = 〈x,Hy(i)〉, x ∈ Ψi, y ∈ Ψi \ {0},

where y = y(1), y(2), . . . , y(i) is a Jordan chain of X corresponding to a real eigenvalue
λ0 with eigenvector y, and let fi(x, 0) = 0. Then,

(i) fi(x, y) does not depend on the choice of y(2), . . . , y(i);

(ii) for some selfadjoint linear transformation Gi : Ψi → Ψi,

fi(x, y) = 〈x,Giy〉, x, y ∈ Ψi;

(iii) for the transformation Gi of (ii), Ψi+1 = KerGi (by definition Ψγ+1 = {0});

(iv) the number of positive (negative) eigenvalues of Gi of (ii) counting multiplicities,
coincides with the number of positive (negative) signs in the sign characteristic of
(X,H) corresponding to the Jordan blocks of size i associated with the eigenvalue
λ0 of X.

Note that Proposition 4.2 is also valid for real matrices, with obvious changes (e.g., Ψi

are now subspaces of Rn) and an analogous proof.
In view of Theorem 4.1 many properties of the sign characteristic of perturbed

J-Hamiltonian matrices A will follow from the corresponding results on the sign char-
acteristic of the pair (iA, iJ) studied in [26].

Example 4.3 Let

A =

[
0 0
0 0

]
, J =

[
0 1
−1 0

]
, and u =

[
u1

u2

]
∈ R2.

Then A is clearly J-Hamiltonian and one immediately checks that A±uuTJ = ±uuTJ
has the Jordan form J2(0) if and only if u 6= 0. Furthermore, using Proposition 4.2
and assuming that u 6= 0, one checks easily that the sign characteristic of the iJ-
selfadjoint matrix ±iuuTJ is ±1. Thus, by Theorem 4.1 the sign characteristic of the
J-Hamiltonian matrix ±uuTJ is ±1.

12



Conjecture 4.4 (a) Assume n1,p+1 = 1 in the notation of Theorem 3.1. Then the sign
of the block J2(0) in Theorem 3.1 that arises from the combination of the two largest
odd size blocks corresponding to the eigenvalue 0 of the original matrix coincides with
the sign of rank-one symmetric real matrix ±JuuTJ .

(b) The sign corresponding to the even size block Jn1,p+1+1(0) in Theorem 4.1 of
size at least 4 that arise from the combination of the two largest odd size blocks cor-
responding to the eigenvalue 0 of the original matrix is the same for A + uuTJ and
A− uuTJ for any u, but depends on u.

Testing several examples in Matlab indicate that part (a) of Conjecture 4.4 seems to
be wrong for even sizes bigger than 2. For the 6× 6 example

A = J3(0)⊕−J3(0)T , J =

[
0 I3

−I3 0

]
,

and random choices of u, with B = A + uuTJ as well as C = A − uuTJ , both signs
occurred for the 4×4 nilpotent Jordan block. On the other hand, Example 4.3 indicates
that part (a) may be valid for the even size 2. Part (b) of Conjecture 4.4 is supported
by testing several examples in Matlab.

The following example (cf. [25, Example 4.1]) indicates a potential way to compute
the sign discussed in part (b) of Conjecture 4.4.

Example 4.5 Consider the matrix

Z(w) =

[
J2m+1(0) 0

0 J2m+1(0)

]
+ wwT

[
0 Σ2m+1

−Σ2m+1 0

]
∈ R(4m+2)×(4m+2),

with m > 0, the case m = 0 was considered in Example 4.3. Adopting the notation used
in [25], in particular, making use of the matrix Υ = diag(1,−1, 1, · · · ,±1), Theorem 3.1
shows that generically (with respect to the components of w ∈ C2m+1) Z(w) has the
Jordan from J2m+2(0) ⊕ J1(z1) ⊕ J1(z2) ⊕ · · · ⊕ J1(z2m), where the zj are pairwise
distinct nonzero complex numbers.

We transform Z(w) to the matrix

M :=

[
J2m+1(0) 0

0 −J2m+1(0)T

]
+

[
u
v

] [
−vT uT

]
,

where we introduce

w =

[
u
v

]
, with u =

 u1

...
u2m+1

 , v =

 v1

...
v2m+1

 .
Then M is Hamiltonian with respect to J =

[
0 I2m+1

−I2m+1 0

]
.
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The construction of a Jordan chain x1, . . . , x2m+2 of M is given in [25]. Specifically,
the vectors x1 and x2m+2 are given by

x1 =

[
J 2m

2m+1u

(J 2m
2m+1)Tv

]
=


u2m+1

0
...
0
v1

 , x2m+2 =


a
0
...
0
b

+

[
−(I + Υ)J T

2m+1u

(I + Υ)J2m+1v

]
,

where we used the abbreviation J2m+1 := J2m+1(0) and where a and b are chosen to
satisfy1

−av1 + bu2m+1 + 2uTJ2m+1v = 1.

The sign κ1 corresponding to the nilpotent Jordan block of size 2m + 2 is necessarily
given by the sign of

x∗2m+2Jx1 = x∗2m+2

[
0 I2m+1

−I2m+1 0

]

u2m+1

0
...
0
v1

 = −2(v1u2m + v2u2m+1).

Observing that generically this sign is nonzero, it can be both +1 or −1.
Considering instead of M = A+ wwTJ the matrix M ′ = A− wwTJ , then

M ′ =

[
J2m+1 0

0 −J T
2m+1

]
−
[
u
v

] [
−vT u

]
.

Following the line of argument in Example 4.1 in [25], we obtain that the vectors in a
Jordan chain corresponding to the eigenvalue 0 of M ′ of length 2m+ 2 can be obtained
as follows: the first 2m+ 1 vectors are the same as those for M , whereas the last one,
which we shall denote by y2m+2, is now constructed by choosing α and β such that

αv1 − βu2m+1 − 2uTJ2m+1v = 1,

and setting

y2m+2 =


α
0
...
0
β

+

[
−(I + Υ)J T

2m+1u
(I + Υ)J2m+1v

]
.

1We point out an error in Example 4.1 in [25], namely: the expression uT (I + Υ)J2m+1v + vT (I +
Υ)J T

2m+1u was simplified to 2uT (I + Υ)J2m+1v, which is incorrect as Υ and J2m+1 do not commute
but anti-commute. Nevertheless, the formulas for the sign characteristic in the same example are
correct.
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Then the sign in the sign characteristic of (M ′, J) corresponding to the nilpotent Jordan
block of size 2m+ 2 is given by the sign of the number

y∗2m+2Jx1 = −2(v1u2m + v2u2m+1),

which is the same as the sign in the sign characteristic of (M,J) corresponding to the
nilpotent Jordan block of size 2m+ 2.

This proves part (b) of Conjecture 4.4 for this particular example.

In the next theorem we use the notation introduced in Theorem 3.1 and we assume
that the J-Hamiltonian matrix A has the Jordan form as described in Theorem 3.1.
For the proof we need a version of [26, Theorem 2.3(c)] that does not explicitly involve
a genericity hypothesis.

Theorem 4.6 Let H ∈ Cn×n be Hermitian and invertible and let A ∈ Cn×n be H-self-
adjoint. Suppose that the pair (A,H) has the canonical form (A1 ⊕A2, H1 ⊕H2) as in
Theorem 2.3 and that, furthermore, B = uu∗H ∈ Cn×n has the following properties:

(a) the pair (A+B,H) has the canonical form (A′, H ′), given by

A′ =

µ⊕
j=1

((
Jn1,j

(λj)
⊕ `1,j−1

)
⊕
(
Jn2,j

(λj)
⊕ `2,j

)
⊕ · · · ⊕

(
Jnmj,j

(λj)
⊕ `mj,j

))
⊕

ν⊕
j=1

(
qj⊕
s=2

Jrj,s(aj ± ibj)

)
⊕ A′3,

H ′ =

µ⊕
j=1

`1,j−1⊕
s=1

σ′1,s,jRn1,j

⊕
 `2,j⊕

s=1

σ′2,s,jRn2,j

⊕ · · · ⊕
`mj,j⊕

s=1

σ′mj ,s,j
Rnmj,j


⊕

ν⊕
j=1

(
qj⊕
s=2

Rrj,s

)
⊕H ′3,

where A′3 consists of Jordan blocks with eigenvalues different from the eigenvalues
of A, and σ′i,s,j ∈ {+1,−1};

(b) eigenvalues of A+ uu∗H which are not eigenvalues of A are all simple.

Then
`i,j∑
s=1

σ′i,s,j =

`i,j∑
s=1

σi,s,j, for i = 2, . . . ,mj and j = 1, . . . , µ,

and the list (σ′1,1,j, . . . , σ
′
1,`1,j−1,j) is obtained from (σ1,1,j, . . . , σ1,`1,j ,j) by removing either

exactly one sign +1 or exactly one sign −1.
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Proof. By [26, Theorem 2.3], there is a generic (with respect to the real and imaginary
parts of the components of u) set Ω ⊆ Cn such that the result of Theorem 4.6 holds
under the additional hypothesis that u ∈ Ω. Suppose now that u 6∈ Ω. Then by [34,
Theorem 3.6], there exists δ > 0 such that for every u0 ∈ Cn with ‖u − u0‖ < δ and
with (A+ u0u

∗
0H,H) satisfying properties (a) and (b) (where u is replaced by u0), the

sign characteristic of (A+ u0u
∗
0H,H) coincides with that of (A+ uu∗H,H). It remains

to choose u0 ∈ Ω, which is possible in view of the genericity of Ω.
Thus, in Theorem 4.6, the sign characteristic of the pair (A+B,H) for the eigenvalue

λj is the same as that for (A,H), except that for the set of Jordan blocks with eigenvalue
λj and maximal size, one sign is dropped. We use this result to prove the following
Theorem.

Theorem 4.7 Let Ω be the generic set of all vectors u ∈ Rn for which the Jordan form
of the J-Hamiltonian matrix A+ uuTJ has the properties described in parts (1)–(3) of
Theorem 3.1. Let Λ be the set of those pairwise distinct numbers among {λ1, . . . , λp}
that have zero real parts and include λp+1 = 0 in Λ if 0 ∈ σ(A) and if at least one
partial multiplicity of 0 is even. For j = 1, 2, . . . , p (if 0 6∈ Λ) or for j = 1, 2, . . . , p+ 1

(if 0 ∈ Λ), let ξ
(1)
k,j , . . . , ξ

(`k,j)

k,j be the signs in the sign characteristic of (A, J) associated
with the eigenvalue λj ∈ Λ and the partial multiplicities nk,j repeated `k,j times; if
λp+1 = 0 ∈ Λ we assume in addition that nk,p+1 is even. Then we have the following
properties of the sign characteristic:

(a) Within each connected component Ω0 of Ω, the sign characteristic of the pair
(A + uuTJ, J), u ∈ Ω0, corresponding to those λj’s in Λ that are eigenvalues of
A+uuTJ , is constant, and the sign characteristic of any simple purely imaginary
eigenvalue γ = γ(u) of A + uuTJ which is different from any the λj is also
constant, assuming γ(u) is taken a continuous function of u ∈ Ω0.

(b) Suppose that A satisfies one of the following two mutually exclusive conditions

(b1) A is invertible;

(b2) A is not invertible and n1,p+1 is even.

Then for every u ∈ Ω, the signs in the sign characteristic of (A + uuTJ, J) that
correspond to λj ∈ Λ and partial multiplicities smaller than n1,j, coincide with
the corresponding signs in the sign characteristic of (A, J), whereas the signs

η
(1)
1,j , . . . , η

(`1,j−1)
1,j in the sign characteristic of (A + uuTJ, J) that correspond to

λj ∈ Λ and `1,j − 1 partial multiplicities equal to n1,j, satisfy

η
(1)
1,j + · · ·+ η

(`1,j−1)
1,j =

(
ξ

(1)
1,j + · · ·+ ξ

(`1,j)
1,j

)
− ξ(k0)

1,j

for some k0, 1 ≤ k0 ≤ `1,j.
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Proof. Part (a) follows from [34, Theorem 3.6] (or from [5]) which asserts the persis-
tence of the sign characteristic under suitable structure-preserving small norm pertur-
bations in the context of H-selfadjoint matrices, combined with Theorem 4.1. For part
(b) we can proceed as in part (a) using Theorem 4.6.

Note that for the proof of part (b) of Theorem 4.7 one cannot simply use the
corresponding result for selfadjoint matrices iA with respect to the indefinite inner
product induced by iJ (Theorem 2.3 part (c) of [26]), since the notion of ”generic” is
different in [26, Theorem 2.3(c)] and in Theorem 4.7.

For the missing case in Theorem 4.7 we have the following conjecture.

Conjecture 4.8 Consider the hypotheses and notation of Theorem 4.7, and suppose
that 0 ∈ Λ and that the largest partial multiplicity n1,p+1 corresponding to the zero
eigenvalue is odd. Then the statement in Theorem 4.7(b) holds for every λj ∈ Λ \ {0}.
Moreover, for λp+1 = 0 we have that the signs in the sign characteristic of (A+uuTJ, J)
that correspond to λp+1 and even partial multiplicities smaller than n1,p+1, coincide with
the corresponding signs in the sign characteristic of (A, J).

5 Rank-one perturbations of small norm for real J-

Hamiltonian matrices

We continue our study of the local behavior of the sign characteristic of real J-Hamil-
tonian matrices under generic structure-preserving rank-one perturbations and consider
newly arising purely imaginary eigenvalues in the perturbed matrix, i.e., those that
are not eigenvalues of the original matrix, assuming perturbations of sufficiently small
norm. It will be convenient to distinguish the cases that the unperturbed eigenvalue is
nonzero, and that the unperturbed eigenvalue is zero.

Consider an eigenvalue λ0 = ib of A with b > 0, let n1 > · · · > np be the distinct
partial multiplicities of A corresponding to λ0, and suppose there are `j blocks in the
real Jordan form of A having size 2nj and eigenvalues ±λ0, for j = 1, 2, . . . , p, with
the signs ξj,k = ±1, k = 1, 2, . . . , `j attached to the blocks of size 2nj (repeated `j
times) in the sign characteristic of (A, J) associated with the eigenvalues ±λ0. Recall
from Theorem 2.4 that the signs ξj,k, for every fixed j, are uniquely determined up
to a permutation of the blocks. For the purpose of our analysis, it will convenient to
single out ξ1,1 and to classify the various possibilities according to the value ξ1,1 = 1 or
ξ1,1 = −1.

According to Theorem 4.7, for a generic set (with respect to the components of u) of
vectors u ∈ Rn, we have one of the following four (not necessarily mutually exclusive)
situations.

(E+) n1 is even, ξ1,1 = 1, and for the eigenvalue λ0 the J-Hamiltonian matrix A−uuTJ
has distinct partial multiplicities n1 > · · · > np repeated `1 − 1, `2, . . . , `p times
respectively (if `1 = 1, then n1 is omitted), with signs in the sign characteristic
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ξ1,k, k = 2, . . . , `1 corresponding to the partial multiplicities n1 (repeated `1 − 1
times) and ξj,k, k = 1, 2, . . . , `j corresponding to the partial multiplicities nj
(repeated `j times) for j = 2, 3, . . . , p;

(E−) n1 is even, ξ1,1 = −1, and all other properties as described in (E+);

(O+) n1 is odd, ξ1,1 = 1, and all other properties as described in (E+);

(O−) n1 is odd, ξ1,1 = −1, and all other properties as described in (E+).

We assume in addition that ‖u‖ is sufficiently small, so that A− uuTJ has generically
n1 eigenvalues ν1, . . . , νn1 different from λ0, (which may be purely imaginary or not)
that are clustered around λ0. By Theorem 4.7, we may assume that generically the
eigenvalues ν1, . . . νn1 are all simple. Renumbering these eigenvalues so that ν1, . . . , νm
are purely imaginary and the remaining eigenvalues are non-purely imaginary, we use
the notation νj = irj, j = 1, 2, . . . ,m, where r1 < · · · < rm are real. Note that m may
depend on u, but this dependence is not reflected in the notation. Thus, there is a sign
ηj associated with νj, j = 1, 2, . . . ,m, in the sign characteristic of (A − uuTJ, J), and
obviously, m ≤ n1.

Theorem 5.1 Let J ∈ Rn×n be skew-symmetric and invertible, let A ∈ Rn×n be J-
Hamiltonian, and let Ω be the open generic set of vectors u ∈ Rn, for which one of
the cases (E+), (E−), (O+), (O−) holds and for which the eigenvalues ν1, . . . , νn1 of
A− uuTJ are all distinct, simple, and none of them is equal to λ0.

(a) Suppose that u ∈ Ω and ‖u‖ is sufficiently small (the sufficiency of the smallness
of ‖u‖ is determined by the pair (A, J) only). Then we have that m is even and
η1 + · · ·+ ηm = 0 in cases (E+) and (E−), and m is odd and η1 + · · ·+ ηm = ±1
in cases (O+) and (O−).

(b) Suppose in addition to the assumption in (a) that the geometric multiplicity of λ0

as eigenvalue of A is equal to one. Then we have the following cases.

(b1) If (E+) holds, then m 6= 0 and for some odd k < m, we have

r1 < · · · < rk < i−1λ0 < rk+1 < · · · < rm,

and ηq = (−1)q, for q = 1, 2, . . . ,m.

(b2) If (E−) holds, then none of the new eigenvalues νq, q = 1, 2, . . . ,m, is purely
imaginary, i.e., m = 0.

(b3) If (O+) holds, then i−1λ0 < r1 < · · · < rm, with ηq = (−1)q−1, for q =
1, 2, . . . ,m.

(b4) If (O−) holds, then r1 < · · · < rm < i−1λ0, with ηq = (−1)q, for q =
1, 2, . . . ,m.

18



Proof. The assertion follows from Theorem 5.3 of [26] applied to the iJ-selfadjoint
matrix iA, and taking into account Theorem 4.1.

Finally, we consider perturbations of the eigenvalue zero. Let n1 > · · · > np be the
pairwise distinct partial multiplicities of A corresponding to the eigenvalue zero, and
suppose that nj is repeated `j times. Thus, `j is even if nj is odd, and for every j for
which nj is even, there are signs ξk,j = ±1 for k = 1, 2, . . . , `j in the sign characteristic
of (A, J) associated with the `j nilpotent Jordan blocks of the even size nj. As in the
case of nonzero purely imaginary eigenvalues, we distinguish the following cases for ξ1,1

(in case n1 is even).

(E0+) n1 is even, ξ1,1 = 1, and at the eigenvalue zero the J-Hamiltonian matrix A−uuTJ
has distinct partial multiplicities n1 > · · · > np repeated `1 − 1, `2, . . . , `p times
respectively (if `1 = 1, then n1 is omitted), with signs ξ1,k, k = 2, . . . , `1 in the
sign characteristic, corresponding to the partial multiplicities n1 (repeated `1− 1
times), and ξj,k, k = 1, 2, . . . , `j corresponding to the partial multiplicities nj
(repeated `j times) for those indices j, j = 2, 3, . . . , p, for which nj is even.

(E0−) n1 is even, ξ1,1 = −1, and all other properties are as described in (E0+).

(O0) n1 is odd, and at the eigenvalue zero the J-Hamiltonian matrix A−uuTJ has dis-
tinct partial multiplicities n1+1 > n1 > · · · > np repeated 1, `1−2, `2, . . . `p times,
respectively (if `1 = 2, then n1 is omitted), with signs in the sign characteristic
ξ = ±1 corresponding to the partial multiplicity n1 + 1 and ξj,k, k = 1, 2, . . . , `j
corresponding to the partial multiplicities nj (repeated `j times) for those indices
j, j = 2, 3, . . . , p, for which nj is even.

According to Theorem 4.7, for a generic set of vectors u ∈ Rn, one of the cases (E0+),
(E0−), or (O0) occurs. In addition, we assume ‖u‖ is sufficiently small, so that A−uuTJ
has generically n1 eigenvalues ν1, . . . , νn1 different from zero that are clustered around
zero (which may be purely imaginary or not). By Theorem 4.7, we may assume that
generically the eigenvalues ν1, . . . νn1 are all simple. Renumbering these eigenvalues so
that ν1, . . . , νm are purely imaginary with positive imaginary parts and the remaining
eigenvalues are either the negatives of νj’s or non-purely imaginary, we set νj = irj,
j = 1, 2, . . . ,m, where 0 < r1 < · · · < rm are real. Thus, in the sign characteristic of
(A− uuTJ, J) there is a sign ηq associated with νq, q = 1, 2, . . . ,m.

In general, we cannot say anything specific about the number m and the signs ηq
(except the obvious fact that m ≤ n1/2 if n1 is even and m ≤ (n1 − 1)/2 if n1 is odd).
However, in the particular case when the geometric multiplicity of A at zero is equal
to one (in this case n1 is necessarily even), we have additional information.

Theorem 5.2 Let J ∈ Rn×n be skew-symmetric and invertible, and let A ∈ Rn×n be
J-Hamiltonian. Assume that the geometric multiplicity of A at zero is equal to one. Let
Ω be the open generic set of vectors u ∈ Rn, for which one of the cases (E0+) or (E0−)
occurs, and assume ‖u‖ is sufficiently small. Then we have the following statements.
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(1) If (E0+) holds and n1/2 is odd, or if (E0−) holds and n1/2 is even, then A−uuTJ
has no purely imaginary nonzero eigenvalues close to zero.

(2) If (E0+) holds and n1/2 is even, or if (E0−) holds and n1/2 is odd, then m is
odd, and νj = (−1)j−1, for j = 1, 2, . . . ,m.

Proof. The proof follows by combining Theorem 5.3(b) of [26] applied to the iJ-
selfadjoint matrix iA and taking into account Theorem 4.1.

6 Generic structure-preserving rank-one perturba-

tions for real H-symmetric matrices

Let H ∈ Rn×n be symmetric and invertible. A real analogue of [26, Theorem 3.3] that
relates all eigenvalues of an H-selfadjoint matrix to the perturbed eigenvalues under
generic H-selfadjoint rank-one perturbations at once, not just to one of them, and that
describes the behavior of the sign characteristic as well, is given by the following result.

Theorem 6.1 Let H ∈ Rn×n be symmetric and invertible and let A ∈ Rn×n be H-
selfadjoint. Suppose that the pair (A,H) has the canonical form as in Theorem 2.3. If
B = uuTH ∈ Rn×n, then the following statements hold.

(a) Generically (with respect to the components of u) the pair (A + B,H) has the
canonical form (A′, H ′), where

A′ = ⊕µj=1

((
⊕`1,j−1
s=1 Jn1,j

(λj)
)
⊕
(
⊕`2,js=1Jn2,j

(λj)
)
⊕ · · · ⊕

(
⊕
`mj,j

s=1 Jnmj,j
(λj)

))
⊕⊕νj=1

(
⊕qjs=2Jrs,j(aj ± ibj)

)
⊕ A′3,

H ′ = ⊕µj=1

((
⊕`1,j−1
s=1 σ′1,s,jRn1,j

)
⊕
(
⊕`2,js=1σ2,s,jRn2,j

)
⊕ · · · ⊕

(
⊕
`mj,j

s=1 σmj ,s,jRnmj,j

))
⊕⊕νj=1

(
⊕qjs=2Rrs,j

)
⊕H ′3,

where A′3 consists of Jordan blocks with eigenvalues different from the λj’s and
the aj ± ibj’s, and where the list (σ′1,1,j, . . . , σ

′
1,`1,j−1,j) is obtained from the list

(σ1,1,j, . . . , σ1,`1,j ,j) by removing either exactly one sign +1 or exactly one sign
−1.

(b) Generically all eigenvalues of A+ uuTH which are not also eigenvalues of A are
simple.

(c) Let Ω ⊆ Cn be the generic set such that for every u ∈ Ω the properties (a) and (b)
hold. Then, within each connected component Ω0 of Ω, the sign characteristic of
the pair (A + uuTH,H), u ∈ Ω0, corresponding to those among the λj’s that are
eigenvalues of A + uuTH, is constant, and the sign characteristic of any simple
real eigenvalue γ = γ(u) of A + uuTH, which is different from the λj’s is also
constant, assuming that γ(u) is taken a continuous function of u ∈ Ω0.
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Proof. We will employ the corresponding theorem for the complex case, given by [26,
Theorem 3.3]. In this result, however, the result was stated for a slightly different
canonical form of the pair (A,H), where H = H∗ ∈ Cn×n is invertible and A ∈ Cn×n

is H-selfadjoint. Namely, in [26], the pair of blocks[
J 1

2
rj,s

(aj + ibj) 0

0 J 1
2
rj,s

(aj + ibj))
∗

]
,

[
0 I 1

2
rj,s

I 1
2
rj,s

0

]
(6.1)

is used in place of the pair

Jrj,s(aj ± ibj), Rrj,s (6.2)

in (2.2).
Let S ∈ Cn×n be the transformation matrix from the form of (A,H) as given in

Theorem 6.1 to the form as used in [26], so that

A′ = S−1AS, H ′ = S∗HS,

where (A′, H ′) is the canonical form obtained from the canonical form of Theorem 2.3
by using (6.1) in place of (6.2). For any u′ ∈ Cn we have

A′ + u′(u′)∗H ′ = S−1(A+ uu∗H)S,

where u = Su′. Thus, the canonical form of (A+uu∗H,H) coincides with the canonical
form of (A′ + u′(u′)∗H ′, H ′). Clearly, a set Ω′ of vectors in Cn is generic if and only if
the set SΩ′ is. In this way, we can apply [26, Theorem 3,3] to the pair (A,H), although
it is given in a different form. We have that the assertion of Theorem 6.1 holds for
complex rank-one perturbations of the form B = uu∗H, where Ω ⊆ Cn is a generic set.
As in the proof of Theorem 3.1 we conclude that Ω∩Rn is a generic subset of Rn, and
the proof is complete.

The results of [26] for complex matrices, which concern the sign characteristic of
new eigenvalues (i.e., those eigenvalues of the perturbed matrix A+uuTH that are not
eigenvalues of A), in particular Theorem 5.3 there, are valid verbatim, as well as their
proofs, for the real case. We will not reproduce these results here.

We mention also that the analogues of Corollary 2.2 and Theorem 4.6 hold in the
context of real H-symmetric matrices. The statements and proofs are similar to those
of Corollary 2.2 and Theorem 4.6, and are therefore omitted.

7 Application to T -even matrix polynomials

Consider T -even matrix polynomials of the form

L(λ) = A`λ
` + · · ·+ A1λ+ A0, (7.1)
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where A`, . . . , A1, A0 ∈ Rn×n and Ak is skew-symmetric if k is odd, Ak is symmetric if k
is even, and A` is invertible. In this section we consider the application of the previous
results to the structured perturbation theory of these matrix polynomials and we do
this via appropriate structure preserving linearizations [10, 21, 22].

Define the real n`× n` matrices

C :=


0 In 0 . . . 0
0 0 In . . . 0
...

...
...

. . .
...

0 0 0 . . . In
−A−1

` A0 −A−1
` A1 −A−1

` A2 . . . −A−1
` A`−1

 ,

G :=


A1 A2 A3 . . . A`
−A2 −A3 . . . −A` 0

(−1)2A3 . .
.

. .
.

0 0
... . .

.
. .
.

. .
. ...

(−1)`−1A` 0 0 . . . 0

 . (7.2)

We see that G is skew-symmetric and invertible and C is G-Hamiltonian. The matrix C
is known as the companion matrix linearization of the matrix polynomial (7.1), and is
ubiquitous in studies of matrix polynomials, see e.g. [10]; linearizations in the context
of structured matrix polynomials have been studied in [7, 12, 13, 14, 21, 23].

Matrix polynomials arise in the study of systems of differential equations with con-
stant coefficients

A` x
(`) + A`−1x

(`−1) + · · ·+ A1ẋ+ A0x = 0, (7.3)

where x : R→ Rn is an unknown `-times continuously differentiable vector function of
the real independent variable t. If the matrix polynomial (7.3) is T -even then we call
the differential equation T -even as well.

Using the usual transformation to first order form, there is a well-known correspon-
dence between the solutions x of (7.3) and the solutions X of the linear first-order
differential equation

Ẋ = CX; (7.4)

for

X =


x
ẋ
...

x(`−1)

 . (7.5)

We say that system (7.3) is forward, resp., backward bounded, if all solutions are bounded
as t −→ +∞, resp., t −→ −∞. The system (7.3) is said to be bounded if all solutions
are bounded on the real line.
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Theorem 7.1 Consider a T -even system of differential equations (7.3) with constant
coefficients and associated T -even matrix polynomial (7.1), and assume that A` is in-
vertible. Then the following statements are equivalent.

(a) The system is forward bounded.

(b) The system is backward bounded.

(c) The system is bounded.

(d) All eigenvalues of C have zero real parts, and for every eigenvalue the geometric
multiplicity coincides with the algebraic multiplicity.

Proof. Clearly (c) implies both (a) and (b). By the standard theory of systems of
differential equations with constant coefficients, (d) is equivalent to (7.4) having all
solutions bounded, which in turn, by the correspondence (7.5) between the solutions
of (7.4) and those of (7.3), is equivalent to (c). It remains to prove that (a) or (b)
implies (d). We show that (a) implies (d); the proof of the statement that (b) implies
(d) is completely analogous. If (a) holds, then by the standard theory of systems of
differential equations with constant coefficients [6], and in view of the correspondence
(7.5), all eigenvalues of C have non-positive real parts, and for eigenvalues with zero
real parts the geometric and algebraic multiplicities coincide. But then the canonical
form (2.3) shows that the G-skew-symmetric matrix C cannot have eigenvalues with
nonzero real parts.

In many applications it is important to decide if a given system of differential equa-
tions is not only bounded but all nearby systems are also bounded as well. And if
the differential equation is T -even then, because this is a property of the underlying
physical problem, the nearby systems should be also considered to have a similar struc-
ture. This concept of robust boundedness is defined as follows. The T -even system of
differential equations (7.3) is said to be robustly bounded if there exists ε > 0 such that
every T -even system of differential equations

A′` x
(`) + A′`−1x

(`−1) + · · ·+ A′1ẋ+ A′0x = 0, (7.6)

with coefficients that satisfy maxj=0,1,...,` ‖A′j − Aj‖ < ε is bounded as well. Note that
this means that the perturbation is structured and the perturbed polynomial stays
within the set of T -even matrix polynomials. Moreover, we may assume that ε is small
enough such that A′` is invertible if ‖A′` − A`‖ < ε holds.

It is obvious (arguing by contradiction) that if (7.3) is robustly bounded, then there
exists ε > 0 such that all T -even systems (7.6) satisfying maxj=0,1,...,` ‖A′j−Aj‖ < ε are
robustly bounded. This is not necessarily the case for systems that are just bounded.
A sufficient condition for robust boundedness is given in the following theorem.

Theorem 7.2 Consider a T -even differential equation (7.3) with constant coefficients
and suppose that A` is invertible. Assume that every root subspace of the companion
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matrix C corresponding either to a real eigenvalue or to a pair of complex conjugate
non-real eigenvalues is GC-definite. Then the system (7.3) is robustly bounded.

If ` = 1, then the converse also holds, namely, if the T -even first order system

A1ẋ+ A0x = 0, (7.7)

is robustly bounded, then every root subspace for −A−1
1 A0 is A0-definite.

Proof. By combining Theorems 2.6 and 7.1, we see that (7.3) is bounded. Since every
root subspace M of C is GC-definite, it follows by a proof similar to the one in [35,
Section 13.6] that the same property holds for any Hermitian matrix Y sufficiently close
to GC and any subspace X sufficiently close to M in the gap metric

θ(X ,M) := ‖PX − PM‖,

where PX and PM denote the orthogonal projection on X and M, respectively; (for
basic properties of the gap metric, see for example [10]). Indeed, we have |x∗GCx| > 0
for every nonzero x ∈M. Therefore, by compactness of the unit sphere SM in M, we
have the inequality

min
x∈SM

{|x∗GCx|} ≥ ε > 0

for some ε > 0. Now suppose that a subspace X ⊆ Rn is close toM, in the sense that

θ(X ,M) = ‖PX − PM‖ ≤ δ,

where δ > 0 is small. Take x ∈ X , ‖x‖ = 1. Then

‖x− PMx‖ = ‖PXx− PMx‖ ≤ δ, (7.8)

so for y := PMx we have ‖y‖ ≥ 1− δ and

|y∗GCy| = (1− δ)2
∣∣(y/(1− δ))∗GC(y/(1− δ))∣∣ ≥ (1− δ)2ε.

On the other hand,

x∗GCx = (x− y)∗GC(x− y) + y∗GC(x− y) + (x− y)∗GCy + y∗GCy;

and hence,

|x∗GCx− y∗GCy| ≤ δ2‖GC‖+ 2δ‖GC‖‖y‖ ≤ δ2‖GC‖+ 2δ(1 + δ)‖GC‖,

where (7.8) was used. Thus,

|x∗GCx| ≥ (1− δ)2ε−
(
δ2‖GC‖+ 2δ(1 + δ)‖GC‖

)
,

which is greater than ε/2 if δ is sufficiently small. Furthermore,

|x∗Y x− x∗GCx| ≤ ‖Y −GC‖, for all x ∈ X , ‖x‖ = 1,
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and so |x∗Y x| ≥ ε/4 if ‖Y −GC‖ < ε/4.
Now, it is well known that root subspaces are continuous (even Lipschitz continuous)

functions of the entries of a matrix (see, e.g., [3, Section 14.2] for the complex case).
So, for every given root subspace M ⊆ Rn corresponding either to a real eigenvalue
λ or to a pair of non-real complex conjugate eigenvalues λ ± iµ for C, every matrix
C ′ which is sufficiently close to C, has an invariant subspace M′ as close as we wish
to M. Moreover, in fact M′ is the sum of root subspaces for C ′ corresponding to the
eigenvalues which are close to λ or to λ ± iµ, as the case may be. If in addition C ′ is
G′-Hamiltonian for some real skew-symmetric matrix G′ sufficiently close to G, then
M′ is G′C ′-definite by the observation in the preceding paragraph.

It follows that every root subspace of C ′ is G′C ′-definite. Combining Theorems 2.6
and 7.1, we see that the perturbed T -even system (7.6) is bounded provided that the
leading coefficient stays nonsingular, which holds if ε is sufficiently small. This proves
the robust boundedness of (7.3).

Consider now the case ` = 1, namely system (7.7), and assume (7.7) is robustly
bounded. We will prove that every root subspace of −A−1

1 A0 corresponding either to
a real eigenvalue or to a pair of complex conjugate non-real eigenvalues is A0-definite.
Suppose not, and there is a root subspace of −A−1

1 A0 which is not A0-definite. We will
produce an arbitrarily small perturbation of A0 that will result in a system that is not
bounded, thereby obtaining a contradiction with the robust boundedness of (7.7).

Since (7.7) is robustly bounded, it is in particular bounded, and we take advantage
of Theorem 7.1. Since there is a root subspace of −A−1

1 A0 which is not A0-definite, we
can only have two possible situations for the Jordan blocks, when passing to the canon-
ical form of (A1,−A−1

1 A0): either −A−1
1 A0 has at least one purely imaginary eigenvalue

ib, b > 0 with mixed sign characteristic (i.e., the part of the sign characteristic corre-
sponding to ib consists of both pluses and minuses), or −A−1

1 A0 has the eigenvalue zero
(and then with geometric multiplicity larger than two, because Jordan blocks of size
one must occur an even number of times). Thus, without loss of generality, we may
assume that A0 and −A−1

1 A0 take one of the two following forms.

(a)

−A−1
1 A0 =

[
0 b
−b 0

]
⊕
[

0 b
−b 0

]
, A1 =

[
0 1
−1 0

]
⊕
[

0 −1
1 0

]
,

where b > 0, cf. Example 2.7;

(b)

−A−1
1 A0 =

[
0 0
0 0

]
, A1 =

[
0 1
−1 0

]
.

In case (b), by Corollary 3.2, for every rank-one A1-Hamiltonian matrix B we have that
−A−1

1 A0 +B has a Jordan block of size two associated with the eigenvalue zero, so the
system A1ẋ+ (A0 −A1B)x = 0 is not bounded. In case (a), without loss of generality
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we may assume b = 1. Then we will produce a small perturbation of the form uuTA1,
u ∈ R4 and u is close to zero, such that the matrix

D(u) :=

[
0 1
−1 0

]
⊕
[

0 1
−1 0

]
+ uuT

([
0 1
−1 0

]
⊕
[

0 −1
1 0

])
has eigenvalues ±i of geometric multiplicity one and algebraic multiplicity two. This
will again give raise to a perturbed system which is not bounded. By Corollary 3.2, D(u)
will still have the eigenvalues i,−i both with geometric multiplicity at least one, and if
D(u) has eigenvalues different from i,−i for u sufficiently small, then by Theorem 2.4
those must be purely imaginary. Thus, to achieve the desired properties of D(u), we
need that

(1) detD(u) = 1 (to exclude that D(u) has eigenvalues ±ib different from i,−i);

(2) D(u)2 + I 6= 0 (to exclude that the geometric multiplicity of i and −i is two).

A straightforward computation shows that the diagonal entries of D(u)2 + I are given
by −u2

1−u2
2, −u2

1−u2
2, u2

3 +u2
4, and u2

3 +u2
4, since uTA1u = 0. Thus condition (2) boils

down to u 6= 0. Moreover, we have that detD(u) = 1 + u2
1 + u2

2 − u2
3 − u2

4, so we only
need to choose u so that u2

1 + u2
2 = u2

3 + u2
4 to satisfy (1).

We do not know whether or not the converse statement in Theorem 7.2 holds in the
case ` > 1.

For rank-one perturbations of T -even first order system, we have more precise in-
formation.

Theorem 7.3 Suppose that the T -even first order system (7.7) is bounded, but not
robustly bounded. Then the following statements hold.

(1) There exist A1-Hamiltonian matrices B = ±uuTA1 with u ∈ Rn \ {0} arbitrarily
close to zero such that the T -even system

A1ẋ+ (A0 + A1B)x = 0 (7.9)

is not bounded.

(2) If A0 is singular, then generically (with respect to the entries of u ∈ Rn) the
system (7.9) is not bounded, for every generic u with ‖u‖ sufficiently small.

(3) If A0 is nonsingular, then generically (with respect to the entries of u ∈ Rn) the
system (7.9) is bounded, for every generic u with ‖u‖ sufficiently small.

Proof. Part (1) follows from the consideration of case (a) in the proof of Theorem 7.2
if A0 is nonsingular, and from the consideration of case (b) in the proof of Theorem 7.2
if A0 is singular (the perturbations there have rank one).
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For the proof of part (2) note that by Theorem 2.4 and Theorem 7.1, the A1-
Hamiltonian matrix A−1

1 A0 must have the eigenvalue zero with algebraic and geometric
multiplicity both equal to ν, where ν ≥ 2 is even. The result then follows immediately
from Theorem 3.1 as the A1-Hamiltonian matrix A−1

1 A0 + B will have a Jordan block
of size two associated with zero in its Jordan canonical form.

Part (3). The A1-Hamiltonian matrix C := −A−1
1 A0 has only purely imaginary

nonzero eigenvalues, and for every eigenvalue the geometric multiplicity and the alge-
braic multiplicity are the same. Let λ1, . . . , λp be all distinct eigenvalues of C with
positive imaginary parts and multiplicities n1, . . . , np, respectively. By Theorem 3.1,
generically the eigenvalues of C ± uuTA1 are λ1, . . . , λp with algebraic multiplicities
n1 − 1, . . . , np − 1, respectively, and simple eigenvalues µ1, . . . , µp different from any
of the λj. If u is sufficiently small, then exactly one of the µk will be in the vicin-
ity of λj, for every j = 1, 2, . . . , p. Renumbering the µk if necessary, we may assume
that µj is in the vicinity of λj, for j = 1, 2, . . . , p. It is easy to see (because of the
symmetry of σ(C ± uuTA) with respect to the imaginary axis, and because the total
algebraic multiplicity of eigenvalues of C ± uuTA1 which are close to λj is equal to nj,
for j = 1, 2, . . . , p) that µj is purely imaginary. Moreover, by [27, Theorem 4.3], the
eigenvalue λj of C ± uuTA1 has geometric multiplicity equal to nj − 1, for generic u of
sufficiently small norm. Thus, generically and for u sufficiently small in norm, all eigen-
values of C ± uuTA1 are purely imaginary with the geometric multiplicity equal to the
algebraic multiplicity for each one of them. Then the result follows from Theorem 7.1.

8 Application to symmetric matrix polynomials

Similar results as those for T -even matrix polynomials also hold for real symmetric
matrix polynomials of the form

L(λ) = A`λ
` + · · ·+ A1λ+ A0, (8.1)

where the coefficients A`, . . . , A1, A0 ∈ Rn×n are symmetric and A` is invertible, and
the associated symmetric system of differential equations

i`A` x
(`) + i`−1A`−1x

(`−1) + · · ·+ iA1ẋ+ A0x = 0, (8.2)

for which complex valued solution functions x : R → Cn are sought. See [14] and
[13] for background on symmetric matrix polynomials and associated systems of linear
differential equations.

Note that in this case the companion matrix C is G̃-symmetric, where

G̃ :=


A1 A2 A3 . . . A`
A2 A3 . . . A` 0

A3 . .
.

0 0
... . .

.
. .
.
. .
. ...

A` 0 0 . . . 0

 ∈ Rn`×n`. (8.3)
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Systems of the form (8.2) have been studied in [11, 12, 13]. In particular, the analogue
of Theorem 7.1 and the following criterion for robust boundedness hold for (8.2) (the
definitions of boundedness and robust boundedness are completely analogous to those
given in Section 7).

Theorem 8.1 The following statements are equivalent for the system (8.2) and the
associated symmetric matrix polynomial (8.1).

(1) The system is robustly bounded.

(2) Every root subspace for C, corresponding either to a real eigenvalue or to a pair

of non-real complex conjugate eigenvalues, is G̃-definite.

(3) detL(λ0) 6= 0 for all non-real λ0, and for the derivative L′(λ) with respect to λ
of L(λ), the quadratic form x∗L′(λ0)x is positive definite or negative definite on
KerL(λ0) ⊆ Rn, for every real zero λ0 of L(λ).

(4) All eigenvalues of C are real, and for every eigenvalue the geometric multiplicity
is equal to the algebraic multiplicity, and moreover for every eigenvalue the signs
in the sign characteristic of (C, G̃) are the same (but the signs corresponding to
different eigenvalues may be different).

Proof. The equivalence of statements (1), (2), and (3) in Theorem 8.1 for complex
matrices is given in [13, Theorems 13.3.2, 9.2.2], [12, Section III.2.2], and was originally
proved in [9], [10]. In the real case the proof is essentially the same as indicated in [13]
(see Section 9.5 there). The equivalence of (2) and (4) follows from the canonical form

of Theorem 2.3 for the pair (C, G̃).
The analogues of Theorem 7.3, parts (1) and (3), also hold for first order systems

of type (8.2).

Theorem 8.2 Consider a first-order system of the form (8.1) given by the system
iA1ẋ + A0x = 0, where A1 is invertible, and that is bounded but not robustly bounded.
Then the following statements hold.

(1) There exist A1-selfadjoint matrices B of rank one and norm arbitrarily close to
zero such that the system

iA1 + (A0 + A1B)ẋ = 0

is not robustly bounded.

(2) Generically (with respect to the entries of u ∈ Rn) the system iA1ẋ + (A0 +
A1uu

TA1)x = 0 is bounded, for u of sufficiently small norm.
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Proof. The proof follows the same approach as that of Theorem 7.3, using Theorem 8.1
and the analogue of Theorem 7.1. The proof of part (1) reduces to the case that

A1 =

[
1 0
0 −1

]
, A−1

1 A0 =

[
λ0 0
0 λ0

]
, λ0 ∈ R.

Letting

B =

[
u1

u2

]
[u1 u2]A1, u1, u2 ∈ R,

we see that A−1
1 A0 +B has the Jordan form J2(λ0) if u2

1 = u2
2 6= 0 and the Jordan form

λ0 ⊕ (u2
1 − u2

2 − λ0) if u2
1 − u2

2 6= 0. Taking u1, u2 so that u2
1 = u2

2 6= 0 yields (1).
For statement (2) one can argue as in the proof of Theorem 7.3 using the result of

Theorem 6.1.

9 Application to invariant Lagrangian subspaces

Let A be a real J-Hamiltonian matrix of size 2n× 2n. A subspace M⊂ R2n is called
J-Lagrangian when M⊥ = JM (i.e., xTJy = 0 for all x, y ∈ M) and dimM = n.
Such subspaces play an important role in applications, for instance in the study of
linear-quadratic optimal control theory, leading to the algebraic Riccati equation, see,
e.g., [17, 29].

The existence of A-invariant J-Lagrangian subspaces was discussed in [8, 33]. Us-
ing the results of Theorem 3.1 and Section 5 we are able to show that in many cases
existence of invariant Lagrangian subspaces is not persistent under some rank-one per-
turbation of arbitrary small norm.

Theorem 9.1 Let J ∈ R2n×2n be skew-symmetric and invertible and let A ∈ R2n×2n

be a J-Hamiltonian matrix that has an invariant J-Lagrangian subspace. Then the
following statements hold.

1) Assume that A has a nonzero purely imaginary eigenvalue, or zero is the only
purely imaginary eigenvalue of A, and in this case at least one partial multiplicity
of A corresponding to zero is larger than one. Then there exists a rank-one J-
Hamiltonian matrix B of arbitrary small norm such that A+B has no invariant
Lagrangian subspace.

2) Assume that A has no purely imaginary eigenvalues, or zero is the only purely
imaginary eigenvalue and all partial multiplicities of A corresponding to zero are
equal to one. Then for all rank-one J-Hamiltonian matrices of sufficiently small
norm, the matrix A+B will have an invariant Lagrangian subspace.

Proof. In the proof we use the following criterion for existence of Lagrangian invariant
subspaces for a J-Hamiltonian matrix X: for every non-zero purely imaginary eigen-
value the number of odd partial multiplicities is even, and the corresponding signs
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sum to zero [8, 24, 33]. In [24] the statements are made for symplectic rather than
Hamiltonian matrices. It follows from these references that the existence of invariant
Lagrangian subspaces is a local property.

1) In view of the canonical form of J-Hamiltonian matrices, we need to distinguish
several cases.

Case 1. For some purely imaginary nonzero eigenvalue λ the largest partial multi-
plicity is odd. Then by Theorem 5.1 (a) generically for a small rank-one Hamiltonian
B the matrix A + B has at least one purely imaginary eigenvalue, and by item (3)
in Theorem 3.1 generically this eigenvalue is simple. Hence, A + B does not have an
invariant Lagrangian subspace.

Case 2. There exists a purely imaginary nonzero eigenvalue λ such that the largest
partial multiplicity is even. Then without loss of generality we may assume that

A = J2n(±ib), J = ±(Σh ⊗ Σh
2).

Then the result follows by using Theorem 5.1 (b), and replacing B by −B if necessary.
Case 3. The largest partial multiplicity corresponding to zero is odd. So without

loss of generality we may assume that

A =

[
J2k+1(0) 0

0 −J2k+1(0)T

]
, J =

[
0 I2k+1

−I2k+1 0

]
,

with k > 0. We use the computation in Example 4.1 in [25]. Consider

M(u, v) = A+

[
u
v

] [
−vT uT

]
,

with u and v having zero coordinates, except for the first two coordinates v1 and v2 of
v and the last two coordinates u2k and u2k+1 of u. Then

det
(
M(u, v)− λI

)
= λ2k+2

(
λ2k + 2(v1u2k + v2u2k+1)

)
.

Obviously, taking v1u2k+v2u2k+1 > 0, the matrix M(u, v) has a simple purely imaginary
eigenvalue, and hence cannot have an invariant Lagrangian subspace.

Case 4. There exist a partial multiplicity of A corresponding to the zero eigenvalue
that is even. In that case, without loss of generality let

A = J2k(0), J = Σ2k.

Consider the rank-one J-Hamiltonian perturbation A(ε) with −ε in the (2k, 1) position
and all other entries equal to those of A. Then again, A(ε) has a simple purely imaginary
eigenvalue and hence no invariant Lagrangian subspace.

2) First suppose that A has no purely imaginary eigenvalues. In this case the theo-
rem follows from [33, Theorem 3.4]. In fact, in this case sufficiently small perturbations
of any rank will still have an invariant Lagrangian subspace. Next, suppose that zero
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is the only purely imaginary eigenvalue, and all partial multiplicities of A are equal
to one. In this case, any sufficiently small rank-one perturbation will have a Jordan
block of size two corresponding to zero, or the same blocks as the unperturbed case.
Existence of an invariant Lagrangian subspace then follows from the canonical form.

10 Conclusion

We have presented several results on Jordan structures and sign characteristics of real
J-Hamiltonian and real H-symmetric matrices under structured rank-one perturba-
tions. The main new findings include persistence of the sign characteristics within a
connected component of the set of generic real J-Hamiltonian (or H-symmetric) rank-
one perturbations. We also studied behavior of new eigenvalues of particular interest,
namely, real eigenvalues for real H-symmetric matrices and purely imaginary eigenval-
ues for real J-Hamiltonian matrices. The obtained results are applied to the analysis
of the boundedness and robust boundedness of solutions to systems of structured linear
differential equations, and to the existence of invariant Lagrangian subspaces.
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[15] L. Hörmander and A. Melin. A remark on perturbations of compact operators.
Math. Scand., 75:255–262, 1994.

[16] M. Krupnik. Changing the spectrum of an operator by perturbation. Linear
Algebra Appl., 167:113–118, 1992.

[17] P. Lancaster and L. Rodman. The Algebraic Riccati Equation. Oxford University
Press, Oxford, 1995.

[18] P. Lancaster and L. Rodman. Canonical forms for Hermitian matrix pairs under
strict equivalence and congruence. SIAM Review, 47:407–443, 2005.

[19] P. Lancaster and L. Rodman. Canonical forms for symmetric/skew-symmetric
real matrix pairs under strict equivalence and congruence. Linear Algebra Appl.,
406:1–76, 2005.

[20] W.-W. Lin, V. Mehrmann, and H. Xu. Canonical forms for Hamiltonian and
symplectic matrices and pencils. Linear Algebra Appl., 301–303:469–533, 1999.

[21] D.S. Mackey, N. Mackey, C. Mehl, and V. Mehrmann. Structured Polynomial
Eigenvalue Problems: Good Vibrations from Good Linearizations. SIAM J. Matrix
Analysis Appl., 28:1029–1051, 2006.

32



[22] D.S. Mackey, N. Mackey, C. Mehl, and V. Mehrmann. Vector spaces of lineariza-
tions for matrix polynomials. SIAM J. Matrix Analysis Appl., 28:971–1004, 2006.

[23] D.S. Mackey, N. Mackey, C. Mehl and V. Mehrmann. Jordan structures of alter-
nating matrix polynomials. Linear Algebra Appl., 432:867–891, 2010.

[24] C. Mehl, V. Mehrmann, A. C. M. Ran, and L. Rodman. Perturbation analysis
of Lagrangian invariant subspaces of symplectic matrices. Linear and Multilinear
Algebra. 57:141–184, 2009.

[25] C. Mehl, V. Mehrmann, A. C. M. Ran, and L. Rodman. Eigenvalue perturba-
tion theory of classes of structured matrices under generic structured rank one
perturbations, Linear Algebra Appl., 435:687–716, 2011.

[26] C. Mehl, V. Mehrmann, A. C. M. Ran, and L. Rodman. Perturbation theory
of selfadjoint matrices and sign characteristics under generic structured rank one
perturbations. Linear Algebra Appl., 436:4027–4042, 2012.

[27] C. Mehl, V. Mehrmann, A. C. M. Ran, and L. Rodman. Jordan forms of real
and complex matrices under rank one perturbations. Operators and Matrices,
7:381–398, 2013.

[28] C. Mehl, V. Mehrmann, A. C. M. Ran, and L. Rodman. Eigenvalue perturbation
theory under generic rank one perturbations: Symplectic, orthogonal, and unitary
matrices. BIT, 54:219–255, 2014.

[29] V. Mehrmann. The Autonomous Linear Quadratic Control Problem. Theory and
Numerical Solution. Lecture Notes in Control and Information Sciences, 163.
Springer-Verlag, Berlin, 1991.

[30] V. Mehrmann and D. Watkins. Structure-preserving methods for computing eigen-
pairs of large sparse skew-Hamiltonian/Hamiltonian pencils. SIAM J. Scient Com-
puting, 22:1905–1925, 2001.

[31] V. Mehrmann and H. Xu. Perturbation of purely imaginary eigenvalues of Hamilto-
nian matrices under structured perturbations. Electron. J. Linear Algebra, 17:234–
257, 2008.

[32] J. Moro and F. Dopico. Low rank perturbation of Jordan structure. SIAM J.
Matrix Anal. Appl., 25:495–506, 2003.

[33] A.C.M. Ran and L. Rodman. Stability of invariant Lagrangian subspaces. I. Topics
in operator theory. Oper. Theory Adv. Appl., 32:181-218, 1988.

[34] L. Rodman. Similarity vs unitary similarity and perturbation analysis of sign
characteristics: Complex and real indefinite inner products. Linear Algebra Appl.,
416:945–1009, 2006.

33



[35] L. Rodman. Topics in Quaternion Linear Algebra, Princeton University Press,
Princeton, NJ, 2014.

[36] S.V. Savchenko. Typical changes in spectral properties under perturbations by
a rank-one operator. Mat. Zametki, 74:590–602, 2003. (Russian). Translation in
Mathematical Notes, 74:557–568, 2003.

[37] S.V. Savchenko. On the change in the spectral properties of a matrix under a
perturbation of a sufficiently low rank. Funktsional. Anal. i Prilozhen, 38:85–88,
2004. (Russian). Translation in Funct. Anal. Appl., 38:69–71, 2004.

[38] R. C. Thompson. Pencils of complex and real symmetric and skew matrices. Linear
Algebra Appl., 147:323–371, 1991.

34


