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#### Abstract

In this paper a new theorem is formulated which allows a rigorous proof of the shape differentiability without the usage of the material derivative; the domain expression is automatically obtained and the boundary expression is easy to derive. Furthermore, the theorem is applied to a cost function which depends on a quasi-linear transmission problem. Using a Gagliardo penalization the existence of optimal shapes is established.
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1. Introduction. A map defined on a set of subsets of $\mathbf{R}^{d}$ is called shape function. The study of these functions is the main topic of shape optimization. The concept of derivative in Banach spaces does not apply to shape functions since there is no immediate vector space structure on spaces of shapes. Nevertheless, it is possible to introduce a derivative for a shape function called shape derivative. To be more precise, let a shape function $J: \Xi \rightarrow \mathbf{R}$, with $\Xi \subset\left\{\Omega: \Omega \subset \mathbf{R}^{d}\right\}$ be given and assume that it is shape differentiable, i.e., the limit

$$
\begin{equation*}
d J(\Omega)[\theta]=\lim _{t \searrow 0}\left(J\left(\Omega_{t}\right)-J(\Omega)\right) / t, \tag{1.1}
\end{equation*}
$$

exists and $\theta \mapsto d J(\Omega)[\theta]$ is continuous and linear. Here, we defined $\Omega_{t}:=\Phi_{t}(\Omega)$, where the mapping $\Phi_{t}$ is the flow generated by the differentiable vector field $\theta: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ with compact support. The structure theorem for shape functions on open domains $\Omega \subset \mathbf{R}^{d}$ of class $C^{k+1}$ is due to Zolésio [18] in 1979 and not to the Hadamard even if the theorem is often called Hadamard structure theorem. It states that the shape derivative in an open domain $\Omega$ of class $C^{k+1}$ is a distribution on the boundary $\Gamma:=\partial \Omega$ that only depends on the normal part $\theta_{n}:=\theta \cdot n$ of the vector field $\theta$. Moreover, if the boundary $\Gamma$ is smooth enough, the shape derivative can often be written in the form

$$
\begin{equation*}
d J(\Omega)[\theta]=\int_{\Gamma} g \theta_{n} d s, \tag{1.2}
\end{equation*}
$$

where $g \in L_{1}(\Gamma)$ is an integrable function. We call the integral over the boundary $\Gamma$ in (1.2) boundary expression of the shape derivative.

There are at least four ways to prove the existence of (1.1) when the cost function is constrained by a partial differential equation (PDE): material derivative method (also called "chain rule approach") [17], minimax formulation by [9], Céa's Lagrange method introduced in [4] and rearrangement method introduced in [12].

As a byproduct of the proof of the existence of the shape derivative (1.1), one usually gets the following expression

$$
\begin{equation*}
d J(\Omega)[\theta]=\int_{\Omega} F\left(\theta, \partial \theta, \partial^{2} \theta, \ldots\right) d x, \tag{1.3}
\end{equation*}
$$

[^0]where $F$ is some function acting on $\theta$ and its derivatives. Under some smoothness assumptions on the boundary of the domain $\Omega$ and the regularity of the solution of the underlying PDE, this expression can be brought by partial integration into the form (1.2). In most cases, the domain expression (1.3) can be derived without any further regularity assumption on the PDE or the domain. In this sense the domain expression is more general than the boundary expression.

The material derivative method analyzes the differentiability of the PDE with respect to the domain. The material derivative is introduced to derive the shape differentiability, but it is not present in the final formula of the shape derivative.

Céa's Lagrange method incorporates the PDE constraints in a Lagrangian and assumes that the shape derivatives of the PDE and the adjoint equation exist. While the material derivative method gives a rigorous proof of the differentiability of the shape function, this is different for Céa's Lagrange method. There are examples (see [15]), where Céa's Lagrange method fails.

A theorem on the differentiability of a minimax in the infinite dimensional setting was given by [6] and later applied to shape optimization by [8, Theorem 3, p. 842]. This latter theorem provides a rigorous way to prove shape differentiability under the assumption that the corresponding Lagrangian has saddle points. Also in [8] another theorem was proved that requires no saddle point assumption. Nevertheless, this theorem is not directly applicable and one has to go to a dual problem and require a saddle point assumption. We also refer the reader to [7, p. 93, Theorem 3], where a theorem is presented that does not use a saddle point assumption, but which is not applicable for Lagrangian functionals.

Finally, the recently introduced rearrangement method of [12] bypasses the material derivative by some Hölder continuity of the domain-solution mapping plus a first order expansion of the state equation and the cost function, which is assumed to be of order two. This method is applicable to many elliptic partial differential equations.

We would like to have a criterion when the minimax of the Lagrangian is differentiable without going to a dual problem or any saddle point assumption. Moreover, we wish to establish a theorem with very mild and fairly simple assumptions on the cost function and the state equation. This paper presents a novel approach to the differentiability of the minimax of a Lagrangian that is an utility function plus a linear penalization of the state equation. Its originality is to replace the usual adjoint state equation by an averaged adjoint state equation. When compared to the former theorems by [8, Theorem 3, p. 842], [7, Theorem 3, p. 93] and [6], all the hypotheses are now verified for a Lagrangian functional without going to the dual problem and any saddle point assumption. It relaxes the classical continuity assumptions on the derivative of the Lagrangian involving both the state and adjoint state to continuity assumptions that only involve the averaged adjoint state. This result opens new horizons not only for the shape calculus but also probably in mathematical programming and optimal control (the maximum principle). Nevertheless, this is beyond the scope of the present paper.

The main contributions of the paper are:

1. Novel approach to the rigorous computation of first order optimality conditions for equality constrained optimization problems without using the differentiability of the control-solution operator.
2. Application of the theorem to a cost function constrained by a quasi-linear transmission problem. In particular, it is shown:
(a) the existence of optimal shapes by a Gagliardo penalization,
(b) the existence of the shape derivative and a formula for the boundary and domain expression.
The structure of the paper:
Section 2, the material method, a modification of Céa's Lagrange method, the minimax formulation and the rearrangement method are briefly discussed and a motivation for our main result is given. Moreover, the reason why Céa's Lagrange method is not always applicable is explained and a solution is provided.

Section 3, we make some general assumptions and state then the main theorem. We prove that the new theorem allows an efficient computation of the shape derivative without using the material derivative or more generally without differentiating the control-state operator.

Section 4, the results from Section 3 are applied to a non-linear transmission problem. For the presented example an application of the material derivative method (i.e. the strong material derivative) is not possible due to the lack of regularity. Finally, we present a minimization problem with penalization and show that the associated cost function is shape differentiable.
2. Motivation and preliminaries. First we give some basic definitions and introduce notations. Then we give a motivation for the main result, which is proved in the next section.
2.1. Notations and definitions. Let $E$ and $F$ be Banach spaces and $U \subset E$ an open subset. We denote by $C(U ; F)$ the space of all continuous functions $f: U \rightarrow F$. The space $C(\bar{U} ; F)$ comprises all continuous $f: \bar{U} \rightarrow F$ and is endowed with the norm $\|f\|_{C(\bar{U} ; F)}:=\sup _{x \in \bar{U}}\|f(x)\|_{F}<\infty$. We call a function $f: U \rightarrow F$ differentiable in $x \in U$ if it is Fréchet differentiable at $x$ and denote the derivative by $\partial f(x)$. The function is called differentiable if it is differentiable at every point $x \in U$. For $k \geq 1$, the space of all $k$-times continuously differentiable functions $f: U \rightarrow F$ is denoted by $C^{k}(U ; F)$. The Gateàux derivative of $f: U \rightarrow F$ at $x \in U$ in direction $v \in E$ is denoted by $\partial_{v} f(x)$. For a differentiable function $f: U \rightarrow F$, we have $\partial f(x)(v)=$ $\partial_{v} f(x)$ for all $x \in U$ and $v \in E$. If we only consider the directional derivative of $f$, we write $d f(x ; v)$ or $d f(x)(v)$ to indicate the directional derivative at $x$ in direction $v$. For a function $f: E_{1} \times \cdots \times E_{n} \rightarrow F$, where $E_{1}, \ldots, E_{n}$ are Banach spaces, we also write $\partial_{x_{k}} f\left(x_{1}, \ldots, x_{n}\right)\left(\hat{x}_{k}\right):=\partial_{\left(0, \ldots, \hat{x}_{k}, \ldots, 0\right)} f\left(x_{1}, \ldots, x_{n}\right)$, where $k, l \geq 0$ are such that $1 \leq k \leq n<\infty$. In the case $F=\mathbf{R}$ and $E$ being a Hilbert space, we have that $\partial f(x): E \rightarrow \mathbf{R}$ is a continuous, linear mapping and therefore we may write by the Riesz representation theorem $\partial f(x)(v)=v \cdot \tilde{v}$ for some element $\tilde{v} \in E$ (". " being the inner product on $E$ ). The vector $\tilde{v}$ is then called gradient of $f$ at $x$ and denoted by $\nabla f(x)$. For $p \geq 1$, the space of all measurable functions $f: \Omega \rightarrow \mathbf{R}$ for which $\|f\|_{L_{p}(\Omega)}:=\left(\int_{\Omega}|f|^{p} d x\right)^{1 / p}<\infty$ is denoted by $L_{p}(\Omega)$. The space of functions of bounded variations on $D$ are denoted by $B V(D)$. For the right sided limit $\lim _{\substack{t \rightarrow 0 \\ t>0}}$ we write $\lim _{t \searrow 0}$.

Let $d \in \mathbf{N}^{+}$. Assume that $D \subset \mathbf{R}^{d}$ is an bounded domain with Lipschitz boundary. For any $k \geq 1$, we define the space

$$
\mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right):=\left\{\theta \in C^{k}\left(\mathbf{R}^{d} ; \mathbf{R}^{d}\right): \operatorname{supp}(\theta) \subset D\right\}
$$

The flow of a vector field $\theta \in \mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right)$ is defined for each $x_{0} \in D$ by $\Phi_{t}^{\theta}\left(x_{0}\right):=x(t)$, where $x:[0, \tau] \rightarrow \mathbf{R}^{d}$ solves

$$
\dot{x}(t)=\theta(x(t)) \quad \text { in }(0, \tau), \quad x(0)=x_{0} .
$$

In the sequel, we write $\Phi_{t}$ instead of $\Phi_{t}^{\theta}$. For an invertible matrix $L \in \mathbf{R}^{d, d}$, we have $\left(L^{-1}\right)^{T}=\left(L^{T}\right)^{-1}$ and therefore we define $L^{-T}:=\left(L^{-1}\right)^{T}$. Henceforth, the following abbreviations are frequently used in the paper

$$
\begin{equation*}
\xi(t):=\operatorname{det}\left(\partial \Phi_{t}\right), \quad A(t):=\xi(t) \partial \Phi_{t}^{-1} \partial \Phi_{t}^{-T}, \quad B(t):=\partial \Phi_{t}^{-T} \tag{2.1}
\end{equation*}
$$

Note that by the chain rule $\left(\partial\left(\Phi_{t}^{-1}\right)\right) \circ \Phi_{t}=\left(\partial \Phi_{t}\right)^{-1}=: \partial \Phi_{t}^{-1}$. We use the notation $\theta_{n}:=\theta \cdot n$ for the normal component of the vector field $\theta$, where $n \in \mathbf{R}^{d}$ such that $|n|=1$. Let us recall some useful facts about the transformation $\Phi_{t}$ associated with the vector field $\theta \in \mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right)$.

Lemma 2.1. Fix $k \geq 1$. Let $\theta \in \mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right)$ be a given vector field and $\Phi_{t}$ its flow.

1. Assume $p>1$ and $f \in L_{p}\left(\mathbf{R}^{d}\right)$. Then $\lim _{t \searrow 0}\left\|f \circ \Phi_{t}^{-1}-f\right\|_{L_{p}\left(\mathbf{R}^{d}\right)}=$ $\lim _{t \searrow 0}\left\|f \circ \Phi_{t}-f\right\|_{L_{p}\left(\mathbf{R}^{d}\right)}=0$.
2. Let $f \in H^{1}\left(\mathbf{R}^{d}\right)$. Then $\lim _{t \searrow 0}\left\|f \circ \Phi_{t}-f\right\|_{H^{1}\left(\mathbf{R}^{d}\right)}=0$.
3. The jacobian $\xi(t)$ is differentiable from the right side with derivative

$$
\lim _{t \searrow 0}(\xi(t)-1) / t=\operatorname{div}(\theta) \text { in } C(\bar{D})
$$

4. The limit $\lim _{t \searrow 0}(A(t)-A(0)) / t$ exists in $C\left(\bar{D} ; \mathbf{R}^{d, d}\right)$ and is given by

$$
\begin{equation*}
A^{\prime}(0)=\operatorname{div}(\theta) I_{d, d}-\partial \theta-\partial \theta^{T} \tag{2.2}
\end{equation*}
$$

5. The derivative $A^{\prime}$ is continuous, i.e., $A^{\prime}(t) \rightarrow A^{\prime}(0)$ in $C\left(\bar{D} ; \mathbf{R}^{d, d}\right)$.

Proof. See [9, p.527], [17] and [12].
Definition 2.2 (Eulerian semi-derivative). Suppose we are given a shape function $J: \Xi \rightarrow \mathbf{R}$ on the set $\Xi \subset\{\Omega \mid \Omega \subset D\}$. Denote by $\Phi_{t}: \bar{D} \times \mathbf{R} \rightarrow \bar{D}$ the flow generated by the vector field $\theta \in \mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right)$, where $k \geq 1$ and set $\Omega_{t}:=\Phi_{t}(\Omega)$. Then the Eulerian semi-derivative of $J$ at $\Omega \subset D$ in the direction $\theta$ is defined as the limit (if it exists)

$$
d J(\Omega)[\theta]:=\lim _{t \searrow 0} \frac{1}{t}\left(J\left(\Omega_{t}\right)-J(\Omega)\right) .
$$

In general, the derivative $d J(\Omega)[\theta]$ can be non-linear in $\theta$.
Definition 2.3. Let $\Omega \subset D$ and $D \subset \mathbf{R}^{d}$ be open sets. The function $J$ is said to be shape differentiable at $\Omega$ if the Eulerian semi-derivative $d J(\Omega)[\theta]$ exists for all $\theta \in \mathcal{C}_{D}^{\infty}\left(\mathbf{R}^{d}\right)$ and the map $\theta \mapsto d J(\Omega)[\theta]: \mathcal{C}_{D}^{\infty}\left(\mathbf{R}^{d}\right) \rightarrow \mathbf{R}$, is linear and continuous.

Finally, we state the following theorem from [9, pp. 483-484], which will later allow us to calculate the boundary expression of the shape derivative.

THEOREM 2.4. Let $\theta \in \mathcal{C}_{D}^{k}\left(\mathbf{R}^{d}\right)$, where $k \geq 1$. Fix $\tau>0$ and let $\varphi \in$ $C\left(0, \tau ; W_{l o c}^{1,1}\left(\mathbf{R}^{d}\right)\right) \cap C^{1}\left(0, \tau ; L_{l o c}^{1}\left(\mathbf{R}^{d}\right)\right)$ and an bounded domain $\Omega$ with Lipschitz boundary $\Gamma$ be given. The right sided derivative of the function

$$
f(t):=\int_{\Omega_{t}} \varphi(t) d x
$$

at $t=0$ is given by

$$
\frac{d^{+}}{d t} f(0)=\int_{\Omega} \varphi^{\prime}(0) d x+\int_{\Gamma} \varphi(0) \theta_{n} d x
$$

where $\frac{d^{+}}{d t} f(0):=\lim _{t \searrow 0}(f(t)-f(0)) / t$.
2.2. Motivation. In order to motivate the main theorem presented in Section 3, we consider simple model problem. Let $\Omega \subset \mathbf{R}^{d}$ be an open, bounded set with smooth boundary $\partial \Omega$. We consider the state equation

$$
\begin{align*}
-\Delta u=f, & \text { in } \Omega  \tag{2.3}\\
u=0, & \text { on } \partial \Omega
\end{align*}
$$

where $f: \mathbf{R}^{d} \rightarrow \mathbf{R}$ is a smooth function. The function $u: \Omega \rightarrow \mathbf{R}$ is called state. To simplify the exposition, we choose as objective function

$$
\begin{equation*}
J(\Omega):=\int_{\Omega}\left|u-u_{d}\right|^{2} d x \tag{2.4}
\end{equation*}
$$

where $u_{d} \in H^{2}\left(\mathbf{R}^{d}\right)$ is given and $\left|\mid\right.$ denotes the absolute value. We call $u \in H_{0}^{1}(\Omega)$ a weak solution of (2.3) if

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \psi d x=\int_{\Omega} f \psi d x, \quad \text { for all } \psi \in H_{0}^{1}(\Omega) \tag{2.5}
\end{equation*}
$$

We aim to calculate the shape derivative of (2.4). For this purpose, we consider the perturbed cost function and apply a change of variables to obtain

$$
\begin{equation*}
J\left(\Omega_{t}\right)=\int_{\Omega} \xi(t)\left|u^{t}-u_{d} \circ \Phi_{t}\right|^{2} d x \tag{2.6}
\end{equation*}
$$

where $u^{t}:=u_{t} \circ \Phi_{t}$ and $u_{t}$ denotes the weak solution of (2.5) on the domain $\Omega_{t}:=$ $\Phi_{t}(\Omega)$. To study the differentiability of (2.6), we can study the function $t \mapsto u^{t}$. The limit $\dot{u}:=\lim _{t \searrow 0} \frac{u^{t}-u}{t}$ is called strong material derivative if we consider this limit in the norm convergence in $H_{0}^{1}(\Omega)$ and weak material derivative if we consider the weak convergence in $H_{0}^{1}(\Omega)$.

Henceforth, we make use of the following convention. Whenever a function $f$ : $D \rightarrow \mathbf{R}$ on the hold-all $D$ is given, we denote by $f^{t}:=\Psi_{t}(f):=f \circ \Phi_{t}$ the 'pull-back' of $f$ and define also its inverse $\Psi_{t}^{-1}(\hat{\varphi}):=\Psi^{t}(f):=f \circ \Phi_{t}^{-1}$.

It is readily verified by considering the equation (2.5) on $\Omega_{t}$ and an application of the change variables $\Phi_{t}(x)=y$ that $u^{t}$ satisfies

$$
\begin{equation*}
\int_{\Omega} A(t) \nabla u^{t} \cdot \nabla \psi d x=\int_{\Omega} \xi(t) f^{t} \psi d x, \quad \text { for all } \psi \in H_{0}^{1}(\Omega) \tag{2.7}
\end{equation*}
$$

where we used the notation from (2.1). By standard regularity theory, we may assume that the solution belongs to $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Note that the solution of the previous equation is the unique minimum of the strongly convex energy $\tilde{E}:[0, \tau] \times H_{0}^{1}(\Omega) \rightarrow \mathbf{R}$ with respect to the second argument

$$
\begin{equation*}
\tilde{E}(t, \varphi):=\frac{1}{2} \int_{\Omega} \xi(t)|B(t) \nabla \varphi|^{2} d x-\int_{\Omega} \xi(t) f^{t} \varphi d x \tag{2.8}
\end{equation*}
$$

It can be shown that $t \mapsto u^{t}:[0, \tau] \rightarrow H_{0}^{1}(\Omega)$ is differentiable, see for instance [17].
REMARK 1. We would like to stress that the proof of the differentiability of $t \mapsto u^{t}$ in the appropriate function space is not obvious in general and may involve heavy tools from analysis such as the implicit function theorem. In many situations the implicit function theorem is not applicable. For other non-linear problems such as the Navier-Stokes equations, we refer the reader to the monograph [16].

Without going into further details, we may show by introducing the adjoint equation

$$
\begin{equation*}
\text { Find } p \in H_{0}^{1}(\Omega): \quad \int_{\Omega} \nabla p \cdot \nabla \psi d x=-2 \int_{\Omega}\left(u-u_{d}\right) \psi d x, \quad \text { for all } \psi \in H_{0}^{1}(\Omega) \tag{2.9}
\end{equation*}
$$

and verifying that the material derivative $\dot{u}$ satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla \dot{u} \cdot \nabla \psi d x+\int_{\Omega} A^{\prime}(0) \nabla u \cdot \nabla \psi d x=\int_{\Omega} \operatorname{div}(\theta) f \psi d x+\int_{\Omega} \nabla f \cdot \theta \psi d x \tag{2.10}
\end{equation*}
$$

that the shape derivative is given by

$$
\begin{align*}
d J(\Omega)[\theta] & =\int_{\Omega} \operatorname{div}(\theta)\left|u-u_{d}\right|^{2} d x-\int_{\Omega} 2\left(u-u_{d}\right) \nabla u_{d} \cdot \theta d x  \tag{2.11}\\
& +\int_{\Omega} A^{\prime}(0) \nabla u \cdot \nabla p d x-\int_{\Omega} \operatorname{div}(\theta) f p d x-\int_{\Omega} \nabla f \cdot \theta p d x
\end{align*}
$$

Note that the domain expression already makes sense when $u, p \in H_{0}^{1}(\Omega)$. According to the structure theorem (cf. [9, p.479-481, Corollary 1]), the previous equation can be written as an boundary integral over $\partial \Omega$ depending only on the normal part of the perturbation field $\theta$. This can be accomplished by integrating by parts in (2.11) or by introducing the shape derivative of the state $u$. However, this requires higher regularity of $u$ and $p$. We refer the reader to [17] for the usage of the shape derivative method.

We point out that there is no material derivative $\dot{u}$ in the final expression (2.11). This suggests that there might be a way to obtain this formula without the computation of $\dot{u}$. Indeed, instead of computing the material derivative and deriving an equation for this derivative, one may also introduce the function

$$
\begin{equation*}
G(t, \varphi, \psi)=\int_{\Omega} \xi(t)\left|\varphi-u_{d}^{t}\right|^{2} d x+\int_{\Omega} A(t) \nabla \varphi \cdot \nabla \psi d x-\int_{\Omega} \xi(t) f^{t} \psi d x \tag{2.12}
\end{equation*}
$$

It is evident that the shape differentiability of $J$ is equivalent to the differentiability of

$$
\begin{equation*}
t \mapsto g(t):=G\left(t, u^{t}, \psi\right) \tag{2.13}
\end{equation*}
$$

from the right in 0 for any $\psi$, where $u^{t}$ solves (2.7). Note that we have the relation

$$
\begin{equation*}
G\left(t, u^{t}, \tilde{\psi}\right)=\min _{\varphi \in H_{0}^{1}(\Omega)} \sup _{\psi \in H_{0}^{1}(\Omega)} G(t, \varphi, \psi) \tag{2.14}
\end{equation*}
$$

for any $\tilde{\psi} \in H_{0}^{1}(\Omega)$, therefore the differentiability of $g$ can be obtained by differentiating a minimax of a Lagrangian with respect to a parameter. Notice that the relation (2.14) only holds when the PDE has a unique solution. One way to prove the differentiability of $g$ under the assumption that $G$ is convex as function $\varphi \mapsto G(t, \varphi, \psi)$ for all $t \in[0, \tau]$ and $\psi$ provides the Theorem of Correa-Seeger [8]. The recently proposed rearrangement method of [12] provides another way to prove the differentiability of (2.13) without using the material derivative. For non-linear problems the rearrangement requires a first order expansion of the PDE with respect to the unknown as well
as the cost function such that the remainder converges towards zero with order two. ${ }^{1}$ We refer the reader to [12] and [13] for more details on this method and also point out the paper [14], where second order shape derivatives are computed by this method.

Finally, let us remark that if the cost function $J$ is the energy of the PDE, i.e. $J\left(\Omega_{t}\right)=\tilde{E}\left(t, u^{t}\right)$ then it is well-known that $J$ may be differentiated without using the material derivative by only employing the continuity of $t \mapsto u^{t}$, see e.g. [9, p.524, Theorem 2.1]. In this case it is not nessacary to introduce an adjoint equation and the shape derivative involves only the state $u$.
2.3. Céa's classical Lagrange method and a modification. Let the function $G$ be defined by (2.12). Assume that $G$ is sufficiently differentiable with respect to $t, \varphi$ and $\psi$. Additionally, assume that the strong material derivative $\dot{u}$ exists in $H_{0}^{1}(\Omega)$. Then by invoking the chain rule we may calculate as follows

$$
\begin{equation*}
d J(\Omega)[\theta]=\left.\frac{d}{d t}\left(G\left(t, u^{t}, p\right)\right)\right|_{t=0}=\underbrace{\left.\partial_{t} G(t, u, p)\right|_{t=0}}_{\text {shape derivative }}+\underbrace{\partial_{\varphi} G(0, u, p)(\dot{u})}_{\text {adjoint equation }}, \tag{2.15}
\end{equation*}
$$

and due to $\dot{u} \in H_{0}^{1}(\Omega)$ it implies $d J(\Omega)[\theta]=\left.\partial_{t} G(t, u, p)\right|_{t=0}$. Therefore, we can follow the lines of the calculation of the previous section to obtain the boundary and domain expression of the shape derivative. In the original work [4], it was calculated as follows

$$
\begin{equation*}
d J(\Omega)[\theta]=\partial_{\Omega} \mathcal{L}(\Omega, u, p)+\partial_{\varphi} \mathcal{L}(\Omega, u, p)\left(u^{\prime}\right)+\partial_{\psi} \mathcal{L}(\Omega, u, p)\left(p^{\prime}\right) \tag{2.16}
\end{equation*}
$$

where $\partial_{\Omega} \mathcal{L}(\Omega, u, p):=\lim _{t \searrow 0}\left(\mathcal{L}\left(\Omega_{t}, u, p\right)-\mathcal{L}(\Omega, u, p)\right) / t$. Then it was assumed that $u^{\prime}$ and $p^{\prime}$ belong to $H_{0}^{1}(\Omega)$, which has as consequence that $\partial_{\varphi} \mathcal{L}(\Omega, u, p)\left(u^{\prime}\right)=\partial_{\psi} \mathcal{L}(\Omega, u, p)\left(p^{\prime}\right)=$ 0 . Thus (2.16) leads to the wrong formula

$$
d J(\Omega)[\theta]=\int_{\Gamma}\left(\left|u-u_{r}\right|^{2}+\partial_{n} u \partial_{n} p\right) \theta_{n} d s
$$

This can be fixed by noting that $u^{\prime}=\dot{u}-\nabla u \cdot \theta$ and $p^{\prime}=\dot{p}-\nabla p \cdot \theta$ with $\dot{u}, \dot{p} \in H_{0}^{1}(\Omega)$ :

$$
d J(\Omega)[\theta]=\partial_{\Omega} \mathcal{L}(\Omega, u, p)-\partial_{\varphi} \mathcal{L}(\Omega, u, p)(\nabla u \cdot \theta)-\partial_{\psi} \mathcal{L}(\Omega, u, p)(\nabla p \cdot \theta)
$$

which gives the correct formula. Note that we do not claim that the Lagrange method to calculate the volume or boundary expression is always applicable, but it is applicable under the described assumptions also for non-linear problems. For a particular problem one has to carefully check the assumptions. One example where the described method is not working is the p-Laplacian, where it is known that the material derivative only belongs to some weighted Sobolev space and not to the solution space of the PDE.
3. Avoiding the material derivative. We have seen in the previous section that the shape derivative of a PDE constrained shape optimization problem can be expressed as the derivative of the function $g(t):=G\left(t, u^{t}, \psi\right)$, at $t=0$. The rearrangement method and the Theorem of Correa-Seeger show that the differentiation of $g$ does not require the differentiation of $t \mapsto u^{t}$, in general. In this section, we present a novel theorem to prove the differentiability of $g$, which extends the Theorem of Correa-Seeger for the special class of Lagrangians.

[^1]
### 3.1. Differentiability of the Lagrangian without material derivatives.

Let the Banach spaces $E, F$ and a number $\tau>0$ be given. Consider a function

$$
G:[0, \tau] \times E \times F \rightarrow \mathbf{R}, \quad(t, \varphi, \psi) \mapsto G(t, \varphi, \psi)
$$

We introduce the solution set of the state equation

$$
\begin{equation*}
E(t):=\left\{u \in E \mid d_{\psi} G(t, u, 0 ; \hat{\psi})=0 \text { for all } \hat{\psi} \in F\right\} \tag{3.1}
\end{equation*}
$$

Let us introduce the following hypothesis.
Assumption (H0).
(i) For all $t \in[0, \tau], u^{t} \in E(t), u^{0} \in E(0)$ and $\tilde{p} \in F$ the mapping

$$
[0,1] \rightarrow \mathbf{R}: s \mapsto G\left(t, s u^{t}+s\left(u^{t}-u^{0}\right), \tilde{p}\right)
$$

is absolutely continuous. This implies that for almost all $s \in[0,1]$ the derivative $d_{\varphi} G\left(t, u^{0}+s\left(u^{t}-u^{0}\right), \tilde{p} ; u^{t}-u^{0}\right)$ exists and in particular

$$
G\left(t, u^{t}, \tilde{p}\right)-G\left(t, u^{0}, \tilde{p}\right)=\int_{0}^{1} d_{\varphi} G\left(t, s u^{t}+(1-s) u^{0}, \tilde{p} ; u^{t}-u^{0}\right) d s
$$

(ii) For all $t \in[0, \tau], \varphi \in E, \tilde{p} \in F, u^{t} \in E(t)$ and $u^{0} \in E(0)$

$$
d_{\varphi} G\left(t, s u^{t}+(1-s) u^{0}, \tilde{p} ; \varphi\right)
$$

exists and $s \mapsto d_{\varphi} G\left(t, s u^{t}+(1-s) u^{0}, \tilde{p} ; \varphi\right)$ belongs to $L_{1}(0,1)$.
(iii) For every $(u, t) \in E \times[0, \tau]$ the mapping $F \rightarrow \mathbf{R}: p \mapsto G(t, u, p)$ is affinelinear.
Introduce for $t \in[0, \tau], u^{t} \in E(t)$ and $u^{0} \in E(0)$ the following set

$$
\begin{equation*}
Y\left(t, u^{t}, u^{0}\right):=\left\{q \in F \mid \forall \hat{\varphi} \in E: \int_{0}^{1} d_{\varphi} G\left(t, s u^{t}+(1-s) u^{0}, q ; \hat{\varphi}\right) d s=0\right\} \tag{3.2}
\end{equation*}
$$

which is called solution set of the averaged adjoint equation with respect to $t, u^{t}$ and $u^{0}$. For $t=0$, we set $Y\left(0, u^{0}\right):=Y\left(t, u^{t}, u^{0}\right)$, which coincides with the solution set of the usual adjoint state equation

$$
\begin{equation*}
Y\left(0, u^{0}\right):=\left\{q \in F \mid d_{\varphi} G\left(0, u^{0}, q ; \hat{\varphi}\right)=0 \quad \text { for all } \hat{\varphi} \in E\right\} \tag{3.3}
\end{equation*}
$$

We call any $p \in Y\left(0, u^{0}\right)$ an adjoint state. In the most general situation, we define for $t \in[0, \tau], u^{t} \in E(t)$ and $u^{0} \in E(0)$ the set

$$
\begin{equation*}
\bar{Y}\left(t, u^{t}, u^{0}\right):=\left\{q \in F \mid G\left(t, u^{t}, q\right)-G\left(t, u^{0}, q\right)=0\right\} . \tag{3.4}
\end{equation*}
$$

Note under the assumption (H0), we have $Y\left(t, u^{t}, u^{0}\right) \subset \bar{Y}\left(t, u^{t}, u^{0}\right)$ for all $t \in[0, \tau]$, $u^{t} \in E(t), u^{0} \in E(0)$. In particular, we have $\bar{Y}\left(0, u^{0}, u^{0}\right)=F$.

We now prove a theorem which enables us to calculate the shape derivative without the knowledge of the material derivative $\dot{u}$. The key ingredient is the introduction of the set (3.2).

Theorem 3.1. Let the linear vector spaces $E$ and $F$, the real number $\tau>0$, and the function

$$
G:[0, \tau] \times E \times F \rightarrow \mathbf{R}, \quad(t, \varphi, \psi) \mapsto G(t, \varphi, \psi)
$$

be given. Let Assumption (HO) and the following conditions be satisfied.
(H1) For all $t \in[0, \tau]$ and all $(u, p) \in E(0) \times F$ the derivative $\partial_{t} G(t, u, p)$ exists.
(H2) For all $t \in[0, \tau], E(t)$ is nonempty and single-valued. For all $t \in[0, \tau]$, $u^{t} \in E(t)$ and $u^{0} \in E(0)$, the set $Y\left(t, u^{t}, u^{0}\right)$ is nonempty and single-valued.
(H3) Let $u^{0} \in E(0)$ and $p^{0} \in Y\left(0, u^{0}\right)$. For any sequence $\left(t_{n}\right)_{n \in \mathbf{N}}$ of non-negative real numbers converging to zero, there exist a subsequence $\left(t_{n_{k}}\right)_{k \in \mathbf{N}}$, elements $u^{t_{n_{k}}} \in E\left(t_{n_{k}}\right)$ and $p^{t_{n_{k}}} \in Y\left(t_{n_{k}}, u^{t_{n_{k}}}, u^{0}\right)$ such that

$$
\lim _{\substack{k \rightarrow \infty \\ t \not 0}} \partial_{t} G\left(t, u^{0}, p^{t_{n_{k}}}\right)=\partial_{t} G\left(0, u^{0}, p^{0}\right)
$$

Let us pick any $\psi \in F$. Then letting $t \in[0, \tau], u^{t} \in E(t), u^{0} \in E(0)$ and $p^{0} \in Y\left(0, u^{0}\right)$, we conclude

$$
\begin{equation*}
\left.\frac{d}{d t}\left(G\left(t, u^{t}, \psi\right)\right)\right|_{t=0}=\partial_{t} G\left(0, u^{0}, p^{0}\right) \tag{3.5}
\end{equation*}
$$

Proof. Step 1: Let $t \in[0, \tau], u^{t} \in E(t), u^{0} \in E(0)$ and $p^{t} \in Y\left(t, u^{t}, u^{0}\right), p^{0} \in$ $Y\left(0, u^{0}\right)$ be given. We will show that there exist a $\eta_{t} \in(0,1)$ such that

$$
\begin{equation*}
G\left(t, u^{t}, \psi\right)-G\left(0, u^{0}, \psi\right)=t \partial_{t} G\left(\eta_{t} t, u^{0}, p^{t}\right) \tag{3.6}
\end{equation*}
$$

for all $\psi \in F$. Write

$$
\begin{align*}
G\left(t, u^{t}, \psi\right)-G\left(0, u^{0}, \psi\right) & =G\left(t, u^{t}, p^{t}\right)-G\left(0, u^{0}, p^{0}\right)  \tag{3.7}\\
& =G\left(t, u^{t}, p^{t}\right)-G\left(t, u^{0}, p^{t}\right)+G\left(t, u^{0}, p^{t}\right)-G\left(0, u^{0}, p^{t}\right)
\end{align*}
$$

for all $\psi \in F$, where we used $G\left(0, u^{0}, p^{t}\right)-G\left(0, u^{0}, p^{0}\right)=0$, since $p \mapsto G(t, u, p)$ is affine linear. By hypothesis (H1), we find for each $t \in[0, \tau]$ a number $\eta_{t} \in(0,1)$ such that

$$
\begin{equation*}
G\left(t, u^{0}, p^{t}\right)-G\left(0, u^{0}, p^{t}\right)=t \partial_{t} G\left(\eta_{t} t, u^{0}, p^{t}\right) \tag{3.8}
\end{equation*}
$$

Now using part (i) and (ii) of hypothesis (H0), we obtain $p^{t} \in \bar{Y}\left(t, u^{t}, u^{0}\right)$ and thus plugging (3.8) into (3.7), we recover (3.6).
Step 2: For arbitrary $\psi \in F$, we show that $\lim _{t \searrow 0} \delta(t) / t$ exists, where $\delta(t):=$ $G\left(t, u^{t}, \psi\right)-G\left(0, u^{0}, \psi\right)$. To do so it is sufficient to show that $\lim _{\inf }^{t \searrow 0} 1 \frac{\delta(t)}{t}=$ $\lim \sup _{t \searrow 0} \frac{\delta(t)}{t}$. By definition of the liminf, there is a sequence $\left(t_{n}\right)_{n \in \mathbf{N}}$ such that

$$
\lim _{n \rightarrow \infty} \delta\left(t_{n}\right) / t_{n}=\liminf _{t \searrow 0} \delta(t) / t=: \underline{d \delta}(0)
$$

Now let $u^{0} \in E(0)$ and $p^{0} \in Y\left(0, u^{0}\right)$. Recall that $\delta(t) / t=\partial_{t} G\left(\eta_{t} t, u^{0}, p^{t}\right)$. Owing to (H3), for any sequence $\left(t_{n}\right)_{n \in \mathbf{N}}$ converging to zero, i.e., $t_{n} \rightarrow 0$ as $n \rightarrow \infty$, there exists a subsequence $\left(t_{n_{k}}\right)_{k \in \mathbf{N}}$, elements $u^{t_{n_{k}}} \in E\left(t_{n_{k}}\right)$ and $p^{t_{n_{k}}} \in Y\left(t_{n_{k}}, u^{t_{n_{k}}}, u^{0}\right)$ such that

$$
\lim _{\substack{k \rightarrow \infty \\ t \searrow 0}} \partial_{t} G\left(t, u^{0}, p^{t_{n_{k}}}\right)=\partial_{t} G\left(0, u^{0}, p^{0}\right)
$$

Thus we conclude

$$
\begin{align*}
\underline{d \delta}(0)=\lim _{n \rightarrow \infty} \partial_{t} G\left(\eta_{t_{n}} t_{n}, u^{0}, p^{t_{n}}\right) & =\lim _{k \rightarrow \infty} \partial_{t} G\left(\eta_{t_{n_{k}}} t_{n_{k}}, u^{0}, p^{t_{n_{k}}}\right)  \tag{3.9}\\
& =\partial_{t} G\left(0, u^{0}, p^{0}\right)
\end{align*}
$$

Completely analogous, we may show for $\overline{d \delta}(0):=\lim \sup _{t \searrow 0} \delta(t) / t$ that

$$
\begin{equation*}
\overline{d \delta}(0)=\partial_{t} G\left(0, u^{0}, p^{0}\right) \tag{3.10}
\end{equation*}
$$

Combining (3.9) and (3.10), we obtain $\overline{d \delta}(0)=\partial_{t} G\left(0, u^{0}, p^{0}\right)=\underline{d \delta}(0)$, which shows that $\lim _{t \searrow 0} \frac{\delta(t)}{t}=\partial_{t} G\left(0, u^{0}, p^{0}\right)$. Since $\psi \in F$ was arbitrary, we finish the proof. $\square$

REMARK 2. In concrete applications the conditions (HO)-(H3) have the following meaning.
(i) Condition (HO) ensures that we can apply the fundamental theorem of calculus to $G$ with respect to the primal variable. Condition (H1) allows an application of the mean value theorem with respect to $t$. Note that the assumption (H0) is much milder than Fréchet differentiability.
(ii) Condition (H2) ensures that the state equation and the perturbed state equation has a unique solution. The set $Y\left(t, u^{t}, u^{0}\right)$ can be understood as the solution of some averaged adjoint state equation.
(iii) Condition (H3) can be verified by showing that $p^{t}$ converges weakly to $p^{0}$ and that $(t, \psi) \mapsto G\left(t, u^{0}, \psi\right)$ is weakly continuous. Note that there is no assumption on the convergence of $u^{t} \in E(t)$ to $u^{0} \in E(0)$, but in applications we need the convergence $u^{t} \rightarrow u^{0}$ to prove $p^{t} \rightarrow p^{0}$ in some topologies.
(iv) The set $E(t)$ corresponds to the solution of the state equation on the perturbed domain $\Omega_{t}$ brought back to the fixed domain $\Omega$.
3.2. Possible generalizations. We can consider a weaker averaged equation and thus weaken the conditions (i),(ii) of assumption (H0). We may write $G$ as

$$
G(t, \varphi, \psi)=f(t, \varphi)+l(t, \varphi, \psi)
$$

for two functions $f:[0, \tau] \times E \rightarrow \mathbf{R}$ and $l:[0, \tau] \times E \times F \rightarrow 0$, where the function $l$ is linear in $p$. Now it is sufficient to require that $l$ satisfies assumption (H0) ( $G$ replaced by $l$ ) and for $f$ we need: for all $t \in[0, \tau], u^{t} \in E(t), u^{0} \in E(0)$ the function

$$
[0, \tau] \rightarrow \mathbf{R}: s \mapsto f\left(t, s u^{t}+(1-s) u^{0}\right)
$$

is differentiable. Under these assumptions, we conclude by the mean value theorem that there exists $s^{\prime} \in[0, \tau]$ depending on $t$ such that

$$
\begin{equation*}
f\left(t, u^{t}\right)-f\left(t, u^{0}\right)=d_{\varphi} f\left(t, s^{\prime} u^{t}+\left(1-s^{\prime}\right) u^{0} ; u^{t}-u^{0}\right) \tag{3.11}
\end{equation*}
$$

and in particular

$$
\begin{aligned}
G\left(t, u^{t}, p\right)-G\left(t, u^{0}, p\right) & =\int_{0}^{1} d_{\varphi} l\left(t, s u^{t}+(1-s) u^{0}, p ; u^{t}-u^{0}\right) d s \\
& +d_{\varphi} f\left(t, s^{\prime} u^{t}+\left(1-s^{\prime}\right) u^{0} ; u^{t}-u^{0}\right)
\end{aligned}
$$

Now assume that for all $t \in[0, \tau], u^{t} \in E(t), u^{0} \in E(0), s^{\prime} \in(0,1)$ and for all $\hat{u} \in E$

$$
d_{\varphi} f\left(t, s^{\prime} u^{t}+\left(1-s^{\prime}\right) u^{0} ; \hat{u}\right)
$$

exists. Then instead of considering the averaged equation, we could consider the modified averaged equation: Find $p^{t} \in F$ such that

$$
\begin{equation*}
\int_{0}^{1} d_{\varphi} l\left(t, s u^{t}+(1-s) u^{0}, p^{t} ; \hat{u}\right) d s+d_{\varphi} f\left(t, s^{\prime} u^{t}+\left(1-s^{\prime}\right) u^{0} ; \hat{u}\right)=0 \tag{3.12}
\end{equation*}
$$

for all $\hat{u} \in E$. Since $s^{\prime}$ (defined by (3.11)) depends on $t$, the set $Y\left(t, u^{t}, u^{0}\right)$ has to be replaced by

$$
\tilde{Y}\left(t, u^{t}, u^{0}\right):=\left\{q \in F: q \text { solves }(3.12) \text { with } s^{\prime} \text { such that }(3.11)\right\}
$$

Then we can follow the lines of the proof of Theorem 3.1 with the mentioned changes. Since in applications $f$ will be the cost function, this remark means that we only need the cost function to be directional differentiable without continuity. Nevertheless, to identify the limit $p^{0}$ we need some continuity to pass to the limit $t \searrow 0$ in (3.12). Using the Henstock-Kurzweil integral in (3.12) (cf. [3]), we may even weaken the absolute continuity of $s \mapsto l\left(t, s u^{t}+(1-s) u^{0}, p\right)(p \in F)$ to differentiability, since for this integral the fundamental theorem is satisfied for merely differentiable functions.
4. A quasi-linear transmission problem. As an application of Theorem 3.1, we investigate a non-linear transmission problem and use it to compute the shape derivative. We associate with the transmission problem a minimization problem. To achieve the well-posedness of the minimization problem a Gagliardo regularization is used. The considered model constitutes a generalization of the electrical impedance tomography (EIT) problem, which can be found in [1].
4.1. The problem setting. Let $D \subset \mathbf{R}^{d}$ be a bounded domain with Lipschitz boundary $\partial D$ and $\Omega \subset D$ be a measurable subset. We set $\Omega^{+}:=\Omega, \Omega^{-}:=D \backslash \overline{\Omega^{+}}$ and $\Gamma:=\partial \Omega^{+} \cap \partial \Omega^{-}$. An example of a domain $D$ with subset $\Omega^{+} \subset D$ is depicted in Figure 4.1. We consider for $p \in(1, \infty)$ and $0<s<1 / p$ the cost function

$$
\begin{equation*}
J(\Omega):=J_{1}(\Omega)+\alpha J_{2}(\Omega):=\int_{D}\left|u(\Omega)-u_{r}\right|^{2} d x+\alpha\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}^{p} \tag{4.1}
\end{equation*}
$$

constrained by the equations

$$
\begin{align*}
-\operatorname{div}\left(\beta_{+}\left(\left|\nabla u^{+}\right|^{2}\right) \nabla u^{+}\right) & =f^{+} \quad \text { in } \quad \Omega^{+} \\
-\operatorname{div}\left(\beta_{-}\left(\left|\nabla u^{-}\right|^{2}\right) \nabla u^{-}\right) & =f^{-} \quad \text { in } \quad \Omega^{-}  \tag{4.2}\\
u & =0 \quad \text { on } \partial D
\end{align*}
$$

complemented by transmission conditions on $\Gamma$

$$
\begin{equation*}
[u]_{\Gamma}=0 \quad \text { and } \quad \beta_{+}\left(\left|\nabla u^{+}\right|^{2}\right) \partial_{n} u^{+}=\beta_{-}\left(\left|\nabla u^{-}\right|^{2}\right) \partial_{n} u^{-} \tag{4.3}
\end{equation*}
$$

Here, $n:=n^{+}$denotes the outward unit normal vector along the interface $\Gamma=\partial \Omega^{+} \cap$ $\partial \Omega^{-}$. We denote by $n^{-}:=-n=-n^{+}$the outward unit normal vector of $\Omega^{-}$. The bracket

$$
[\phi]_{\Gamma}(x):=\lim _{z \rightarrow x, z \in \Omega^{+}} \phi(z)-\lim _{z \rightarrow x, z \in \Omega^{-}} \phi(z)
$$

will indicate the jump of a function $\phi$ across $\Gamma$ at $x \in \Gamma$. For a given function $\varphi: D \rightarrow \mathbf{R}$, we write $\varphi^{+}$for the restriction $\varphi_{\mid \Omega^{+}}: \Omega^{+} \rightarrow \mathbf{R}$ and likewise $\varphi^{-}$for $\varphi_{\mid \Omega^{-}}: \Omega^{-} \rightarrow \mathbf{R}$. The penalty term in (4.1) is called Gagliardo semi-norm and defined by

$$
\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}^{p}:=\int_{D} \int_{D} \frac{\left|\chi_{\Omega}(x)-\chi_{\Omega}(y)\right|^{p}}{|x-y|^{d+s p}} d x d y
$$

For later usage it is convenient to introduce the functions $\beta_{\chi}: \mathbf{R} \times \mathbf{R} \rightarrow \mathbf{R}$


Fig. 4.1. Domain $D$ which contains $\Omega^{+}$and $\Omega^{-}$, where $\Gamma$ is the boundary of $\Omega^{+}$.

$$
\beta_{\chi}(y, x):=\chi(x) \beta_{+}(y)+\chi^{c}(x) \beta_{-}(y),
$$

where $\chi$ is a characteristic function and $\chi^{c}:=(1-\chi)$ its complement. The derivative $\beta_{\chi}^{\prime}: \mathbf{R} \times \mathbf{R} \rightarrow \mathbf{R}$ is defined piecewise by $\beta_{\chi}^{\prime}(y, x):=\chi(x) \partial_{y} \beta_{+}(y)+\chi^{c}(x) \partial_{y} \beta_{-}(y)$. Subsequently, the characteristic function $\chi=\chi_{\Omega}$ is always defined by the set $\Omega=$ $\Omega^{+} \subset D$. To simplify notation, we write $\beta\left(|\nabla u|^{2}, x\right)$ instead of $\beta_{\chi}\left(|\nabla u|^{2}, x\right)$ and similarly $\beta^{\prime}\left(|\nabla u|^{2}, x\right)$ for $\beta_{\chi}^{\prime}\left(|\nabla u|^{2}, x\right)$. We make the following assumptions.

ASSUMPTION 1. We require the functions $\beta_{+}, \beta_{-}: \mathbf{R} \rightarrow \mathbf{R}$ to satisfy the following conditions.

1. There exist constants $\bar{\beta}^{+}, \underline{\beta}^{+}, \bar{\beta}^{-}, \underline{\beta}^{-}>0$ such that

$$
\bar{\beta}^{+} \leq \beta_{+}(x) \leq \underline{\beta}^{+}, \quad \bar{\beta}^{-} \leq \beta_{-}(x) \leq \underline{\beta}^{-} \quad \text { for all } x \in \mathbf{R}^{d}
$$

2. For all $x, y \in \mathbf{R}$, we have

$$
\left(\beta_{+}(x)-\beta_{+}(y)\right)(x-y) \geq 0 \text { and }\left(\beta_{-}(x)-\beta_{-}(y)\right)(x-y) \geq 0
$$

3. The functions $\beta_{+}, \beta_{-}$are $C^{1}$-regular, i.e., $\beta_{+}, \beta_{-} \in C^{1}(\mathbf{R})$.
4. There are constants $k, K>0$ such that

$$
k|\eta|^{2} \leq \beta_{ \pm}\left(|p|^{2}\right)|\eta|^{2}+2 \beta_{ \pm}^{\prime}\left(|p|^{2}\right)|p \cdot \eta|^{2} \leq K|\eta|^{2} \quad \text { for all } \eta, p \in \mathbf{R}^{d}
$$

Moreover, we assume that $u_{r} \in H^{1}(D)$ and $f \in C^{1}(\bar{D})$.
Remark 3. Note that from item 4 of the previous assumption it follows by plugging $\eta=p \neq 0$

$$
\beta_{ \pm}^{\prime}\left(|\eta|^{2}\right) \leq \frac{K}{2} \frac{1}{|\eta|^{2}} \quad \text { for all } 0 \neq \eta \in \mathbf{R}^{d}
$$

Thus the functions $\beta_{ \pm}$are bounded and vanish at plus infinity. The weak formulation of (4.2),(4.3) reads: find $u \in H_{0}^{1}(D)$

$$
\begin{equation*}
\int_{D} \beta_{\chi}\left(|\nabla u|^{2}, x\right) \nabla u \cdot \nabla \psi d x=\int_{D} f \psi d x \quad \text { for all } \psi \in H_{0}^{1}(D) \tag{4.4}
\end{equation*}
$$

Along with the previous equation, we are going to investigate the perturbed equation: find $u^{t} \in H_{0}^{1}(D)$ such that

$$
\begin{equation*}
\int_{D} \beta_{\chi}\left(\left|B(t) \nabla u^{t}\right|^{2}, x\right) A(t) \nabla u^{t} \cdot \nabla \psi d x=\int_{D} \xi(t) f^{t} \psi d x \quad \text { for all } \psi \in H_{0}^{1}(D) . \tag{4.5}
\end{equation*}
$$

Note that for $t=0$ both equations coincide and thus $u^{0}=u$.
4.2. Existence of optimal shapes. We are interested in the question under which restriction on the characteristic functions a minimization of (4.1) admits a solution. We investigate the problem

$$
\begin{equation*}
\min \hat{J}\left(\chi_{\Omega}\right) \quad \text { over } \chi_{\Omega} \in B W_{p}^{s}(D) \tag{4.6}
\end{equation*}
$$

where $\hat{J}\left(\chi_{\Omega}\right):=J(\Omega)$ and $J$ is given by (4.1). In the following, we use the notation $X(D)$ to indicate the set of all characteristic functions $\chi_{\Omega}$ defined by a Lebesque measurable set $\Omega \subset D$. For every $p \in(1, \infty)$ and $0<s<1 / p$, we introduce the space

$$
\begin{equation*}
B W_{p}^{s}(D):=\left\{\chi_{\Omega}: \mathbf{R} \rightarrow \mathbf{R} \mid \chi_{\Omega} \in X(D) \text { and }\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}<\infty\right\} \tag{4.7}
\end{equation*}
$$

which is not empty since $B V(D) \cap L_{\infty}(D) \subset B W_{p}^{s}(D)$, see [9, p.253, Theorem 6.9.]. Compared with the perimeter ${ }^{2} P_{D}(\Omega)$ the function $\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}^{p}$ provides a weaker regularization. In particular, the regularization term and its shape derivative are domain integrals. This makes the regularization favorable for numerical simulations. Also note that an open and bounded set $\Omega \subset \mathbf{R}^{d}$ of class $C^{2}$ has finite perimeter and thus $\chi_{\Omega} \in B V(D) \cap L_{\infty}(D)$, which implies $\chi_{\Omega} \in B W_{p}^{s}(D)$. We begin our investigation with the study of the state equations (4.4) and (4.5).

THEOREM 4.1. Let $\theta \in C_{D}^{2}\left(\mathbf{R}^{d}\right)$ be a vector field and $\Phi_{t}$ its associated flow. Then the equation (4.5) has for each $t \in[0, \tau]$ and $\chi \in X(D)$ a unique solution in $H_{0}^{1}(D)$.

Proof. Let $\Omega^{+} \subset D$ be measurable and define the measurable set $\Omega^{-}:=D \backslash \Omega^{+}$. Then by definition $D=\Omega^{+} \cup \Omega^{-}$. Introduce the family of energy functionals

$$
\begin{align*}
E(t, \varphi):=\int_{D} & \frac{1}{2}\left[\chi(x) \xi(t) h_{+}\left(|B(t) \nabla \varphi(x)|^{2}\right)+(1-\chi(x)) \xi(t) h_{-}\left(|B(t) \nabla \varphi(x)|^{2}\right)\right]+  \tag{4.8}\\
& +\xi(t) f^{t}(x) \varphi(x) d x
\end{align*}
$$

where $h_{ \pm}$is the primitive of $\beta_{ \pm}$and given by

$$
\begin{equation*}
h_{ \pm}(z)=c_{ \pm}+\int_{0}^{z} \beta_{ \pm}(s) d s \tag{4.9}
\end{equation*}
$$

for some constants $c_{ \pm} \in \mathbf{R}$. We may choose $c_{ \pm}=0$. We are going to show that the energy $E(t, \varphi)$ is convex with respect to $\varphi$. The first order directional derivative at $\varphi \in H_{0}^{1}(D)$ in direction $\psi \in H_{0}^{1}(D)$ reads:

$$
d E(t, \varphi ; \psi)=\int_{D} \beta\left(|B(t) \nabla \varphi|^{2}, x\right) A(t) \nabla \varphi \cdot \nabla \psi d x-\int_{D} \xi(t) f^{t} \psi d x
$$

Note that the equation $d E\left(t, u^{t} ; \psi\right)=0$ for all $\psi \in H_{0}^{1}(D)$, conicides with equation (4.5). We now prove that the second order directional derivative of $E(t, \varphi)$ exists and is strictly coercive. Note that in order to prove the existence of the second order directional derivative of $E(t, \varphi)$, it is sufficient to show that for any $u, \varphi, \psi \in H_{0}^{1}(D)$

$$
\begin{equation*}
s \mapsto \int_{D} \beta\left(|B(t) \nabla(u+s \varphi)|^{2}, x\right) A(t) \nabla(u+s \varphi) \cdot \nabla \psi d x \tag{4.10}
\end{equation*}
$$

[^2]is continuously differentiable on $\mathbf{R}$. Moreover for this it is sufficient to show that
\[

$$
\begin{equation*}
s \mapsto \int_{\Omega_{ \pm}} \beta_{ \pm}\left(|B(t) \nabla(u+s \varphi)|^{2}, x\right) A(t) \nabla(u+s \varphi) \cdot \nabla \psi d x \tag{4.11}
\end{equation*}
$$

\]

is differentiable on $\mathbf{R}$. Put $s \mapsto \alpha_{s}(x):=|B(t) \nabla(u+s \varphi)|^{2}$, then it is immediate that the function $\gamma_{s}^{ \pm}(x):=\beta_{ \pm}\left(\alpha_{s}(x)\right) A(t) \nabla(u(x)+s \varphi(x)) \cdot \nabla \psi(x)$ is differentiable for almost all $x \in \Omega_{ \pm}$, respectively. The derivative in the respective domain $\Omega_{+}$and $\Omega_{-}$ (briefly $\Omega_{ \pm}$) reads

$$
\begin{align*}
\frac{d}{d s} \gamma_{s}^{ \pm}(x)= & \beta_{ \pm}^{\prime}\left(|B(t) \nabla(u+s \varphi)|^{2}\right) B(t) \nabla(u+s \varphi) \cdot B(t) \nabla u A(t) \nabla(u+s \varphi) \cdot \nabla \psi  \tag{4.12}\\
& +\beta_{ \pm}\left(|B(t) \nabla(u+s \varphi)|^{2}\right) A(t) \nabla \varphi \cdot \nabla \psi
\end{align*}
$$

Using Assumption 1 item 4, we conclude that there exists a constant $K>0$ such that

$$
\begin{equation*}
\frac{d}{d s} \gamma_{s}^{ \pm}(x) \leq K|\nabla \varphi(x)||\nabla \psi(x)|, \quad \text { for almost every } x \in \Omega_{ \pm}, \text {for all } s \in \mathbf{R} \tag{4.13}
\end{equation*}
$$

Since $s \mapsto \frac{d}{d s} \gamma_{s}^{ \pm}(x)$ is also continuous on $\mathbf{R}$, we get by the fundamental theorem of calculus

$$
\begin{align*}
\frac{\gamma_{s}^{ \pm}(x)-\gamma_{s+h}^{ \pm}(x)}{h} & =\frac{1}{h} \int_{s}^{s+h} \frac{d}{d s} \gamma_{s}^{ \pm}(x) d s^{\prime}  \tag{4.14}\\
& \stackrel{(4.13)}{\leq} K|\nabla \varphi(x)||\nabla \psi(x)| \quad \text { for almost all } x \in \Omega_{ \pm}
\end{align*}
$$

Note, that the constant $K$ is independent of $x$ and $s$. Thus we may apply Lebesque's theorem of dominated convergence to show that (4.11) is indeed differentiable with derivative

$$
\begin{align*}
& \frac{d}{d s} \int_{\Omega_{ \pm}} \beta_{ \pm}\left(\alpha_{s}(x)\right) A(t) \nabla(u+s \varphi) \cdot \nabla \psi d x \\
& \quad=\int_{\Omega_{ \pm}} \beta_{ \pm}^{\prime}\left(\alpha_{s}(x)\right) B(t) \nabla(u+s \varphi) \cdot B(t) \nabla \varphi A(t) \nabla(u+s \varphi) \cdot \nabla \psi  \tag{4.15}\\
& \quad \quad+\beta_{ \pm}\left(\alpha_{s}(x)\right) A(t) \nabla \varphi \cdot \nabla \psi d x
\end{align*}
$$

It is immediate from the previous expression that the derivative is continuous. We conclude that $d^{2} E(t, \varphi ; \psi, \psi)$ exists for all $\varphi, \psi \in H_{0}^{1}(D)$ and $t \in[0, \tau]$. Moreover, using Assumption 1 item 4, we get that there is $C>0$ such that

$$
\begin{equation*}
d_{\varphi}^{2} E(t, \varphi ; \psi, \psi) \geq C\|\psi\|_{H^{1}(D)}^{2} \quad \text { for all } \varphi, \psi \in H_{0}^{1}(D), \quad \text { and for all } t \in[0, \tau] \tag{4.16}
\end{equation*}
$$

In the next lemma, we prove the Lipschitz continuity of the mapping $X(D) \ni$ $\chi \mapsto u(\chi) \in H_{0}^{1}(D)$, where $u(\chi)$ denotes the weak solution of (4.4) and $X(D)$ is endowed with the $L_{p}(D)$-norm $(p>1)$.

Lemma 4.2. Let $\gamma>0$ be a real number. Assume that there exist $C>0$ and $\varepsilon>0$ such that for every $\chi \in X(D)$ we have $\|u(\chi)\|_{W^{1,2+\varepsilon}(\Omega)} \leq C$, where $u=u(\chi)$ solves (4.4). Then there is a constant $C>0$ such that for all characteristic functions $\chi_{1}, \chi_{2} \in X(D)$ :

$$
\left\|u\left(\chi_{1}\right)-u\left(\chi_{2}\right)\right\|_{H^{1}(D)} \leq C\left\|\chi_{1}-\chi_{2}\right\|_{L_{1+\gamma}(D)}
$$

where $u\left(\chi_{1}\right)$ and $u\left(\chi_{2}\right)$ are solution of the state (4.4).
Proof. Let $p \in(1, \infty)$ and $0<s<1 / p$. Let $u\left(\chi_{1}\right)=u_{1}$ and $u\left(\chi_{2}\right)=u_{2}$ be solutions in $H_{0}^{1}(D)$ of (4.4) associated with the functions $\chi_{1}, \chi_{2} \in X(D)$. Then by boundedness of $\beta_{\chi_{1}}$ and $\beta_{\chi_{2}}$, we obtain

$$
\begin{aligned}
C_{1}\left\|u_{1}-u_{2}\right\|_{H^{1}(D)}^{2} & \leq \int_{D} \beta_{\chi_{1}}\left(\left|\nabla u_{1}\right|^{2}, x\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}-u_{2}\right) d x \\
& =\int_{D}\left(\beta_{\chi_{2}}\left(\left|\nabla u_{2}\right|^{2}, x\right)-\beta_{\chi_{1}}\left(\left|\nabla u_{1}\right|^{2}, x\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla u_{2} d x
\end{aligned}
$$

and also

$$
\begin{aligned}
C_{2}\left\|u_{1}-u_{2}\right\|_{H^{1}(D)}^{2} & \leq \int_{D} \beta_{\chi_{2}}\left(\left|\nabla u_{2}\right|^{2}, x\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}-u_{2}\right) d x \\
& =\int_{D}\left(\beta_{\chi_{2}}\left(\left|\nabla u_{2}\right|^{2}, x\right)-\beta_{\chi_{1}}\left(\left|\nabla u_{1}\right|^{2}, x\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla u_{1} d x
\end{aligned}
$$

Adding both inequalities yields with $C:=C_{1}+C_{2}$

$$
\begin{gathered}
C\left\|u_{1}-u_{2}\right\|_{H^{1}(D)}^{2} \leq \int_{D}\left(\beta_{\chi_{2}}\left(\left|\nabla u_{2}\right|^{2}, x\right)-\beta_{\chi_{1}}\left(\left|\nabla u_{1}\right|^{2}, x\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x \\
\quad=\int_{D}\left(\chi_{2} \beta_{+}\left(\left|\nabla u_{2}\right|^{2}\right)-\chi_{1} \beta_{+}\left(\left|\nabla u_{1}\right|^{2}\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x \\
\quad+\int_{D}\left(\chi_{2}^{c} \beta_{-}\left(\left|\nabla u_{2}\right|^{2}\right)-\chi_{1}^{c} \beta_{-}\left(\left|\nabla u_{1}\right|^{2}\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x
\end{gathered}
$$

and therefore

$$
\begin{align*}
&\left.C\left\|u_{1}-u_{2}\right\|_{H^{1}(D)}^{2} \leq \int_{D}\left(\chi_{2}-\chi_{1}\right) \beta_{+}\left(\left|\nabla u_{2}\right|^{2}\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x \\
&+\int_{D} \chi_{1}\left(\beta_{+}\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{+}\left(\left|\nabla u_{1}\right|^{2}\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x  \tag{4.17}\\
&+\int_{D}\left(\chi_{1}-\chi_{2}\right) \beta_{-}\left(\left|\nabla u_{2}\right|^{2}\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x \\
&+\int_{D} \chi_{1}^{c}\left(\beta_{-}\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{-}\left(\left|\nabla u_{1}\right|^{2}\right)\right) \nabla\left(u_{1}-u_{2}\right) \cdot \nabla\left(u_{1}+u_{2}\right) d x
\end{align*}
$$

Now we use the monotonicity of $\beta_{+}$and $\beta_{-}$to conclude

$$
\begin{aligned}
\int_{D} \chi_{1}^{c}\left(\beta_{-}\right. & \left.\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{-}\left(\left|\nabla u_{1}\right|^{2}\right)\right)\left(\nabla u_{1}-\nabla u_{2}\right) \cdot\left(\nabla u_{1}+\nabla u_{2}\right) d x \\
& =-\int_{D}\left(1-\chi_{1}\right)\left(\beta_{-}\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{-}\left(\left|\nabla u_{1}\right|^{2}\right)\right)\left(\left|\nabla u_{2}\right|^{2}-\left|\nabla u_{1}\right|^{2}\right) d x \leq 0
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \int_{D} \chi_{1}\left(\beta_{+}\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{+}\left(\left|\nabla u_{1}\right|^{2}\right)\right)\left(\nabla u_{1}-\nabla u_{2}\right) \cdot\left(\nabla u_{1}+\nabla u_{2}\right) \\
& \quad=-\int_{D} \chi_{1}\left(\beta_{+}\left(\left|\nabla u_{2}\right|^{2}\right)-\beta_{+}\left(\left|\nabla u_{1}\right|^{2}\right)\right)\left(\left|\nabla u_{2}\right|^{2}-\left|\nabla u_{1}\right|^{2}\right) \leq 0
\end{aligned}
$$

By assumption there exist $\varepsilon>0$ and $C>0$ such that $\|u(\chi)\|_{W^{1,2+\varepsilon}(D)} \leq C$ for all $\chi \in X(D)$. Therefore using Hölder's inequality, we deduce from (4.17)

$$
C\left\|u_{1}-u_{2}\right\|_{H^{1}(D)}^{2} \leq\left(\bar{\beta}^{+}+\bar{\beta}^{-}\right)\left\|\chi_{2}-\chi_{1}\right\|_{L_{2 q^{\prime}}(D)}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L_{2}(D)}\left\|\nabla\left(u_{1}+u_{2}\right)\right\|_{L_{2 q}(D)}
$$

where $q=\frac{2+\varepsilon}{2}$ and $q^{\prime}:=\frac{q}{q-1}=\frac{2}{\varepsilon}+1$. Finally, using Hölder's inequality and the boundedness of $D$ it follows that for any $\gamma>0$ there exists $C>0$ depending on $D$ such that $\left\|\chi_{2}-\chi_{1}\right\|_{L_{2 q^{\prime}}(D)} \leq C\left\|\chi_{2}-\chi_{1}\right\|_{L_{1+\gamma}(D)}$ for all $\chi_{1}, \chi_{2} \in X(D)$.

Before we turn our attention to existence of optimal shapes, we prove the Lipschitz continuity of $t \mapsto u^{t}$. Note that the continuity is a consequence of the previous theorem.

Proposition 4.3. Let us pick any measurable set $\Omega \subset D$. Let $\Phi_{t}$ be the flow of the vector field $\theta \in C_{D}^{2}\left(\mathbf{R}^{d}\right)$ and set $\Omega_{t}:=\Phi_{t}(\Omega) .^{3}$ Then there exists $\delta>0$ such that

$$
\left\|u^{t}-u\right\|_{H_{0}^{1}(D)} \leq c t, \text { for all } t \in[0, \delta] .
$$

Proof. Let $E(t, \varphi)$ be the energy defined in (4.8) and recall from the proof of Theorem 4.1 that there is $C>0$ :

$$
d^{2} E(t, \varphi ; \psi, \psi) \geq C \int_{D}|\nabla \psi|^{2} d x \text { for all } \psi \in H^{1}(D), \text { for all } t \in[0, \tau] .
$$

Denote by $u^{t}$ the unique minimum of $E(t, \cdot)$, which is characterised by

$$
d E\left(t, u^{t}, \psi\right)=0, \quad \text { for all } \psi \in H_{0}^{1}(D) .
$$

Let us first show that for all $\varphi, \psi \in H^{1}(D)$ the function $[0, \tau] \mapsto \mathbf{R}: t \mapsto d E(t, \varphi, \psi)$ is continuously differentiable. The only difficult part is the nonlinearity

$$
\begin{equation*}
t \mapsto \int_{D} \beta\left(|B(t) \nabla \varphi(x)|^{2}, x\right) A(t) \nabla \varphi \cdot \nabla \psi d x \tag{4.18}
\end{equation*}
$$

where $\varphi, \psi \in H_{0}^{1}(D)$ are arbitrary functions. The other terms in $G(t, \varphi, \psi)$ are differentiable due to Lemma 2.1. Again it will be sufficient to show that

$$
t \mapsto \int_{\Omega_{ \pm}} \beta_{ \pm}\left(|B(t) \nabla \varphi(x)|^{2}\right) A(t) \nabla \varphi \cdot \nabla \psi d x
$$

is differentiable. We have that $t \mapsto \tilde{\alpha}_{t}^{ \pm}(x):=\beta_{ \pm}\left(|B(t) \nabla \varphi(x)|^{2}\right) A(t) \nabla \varphi(x) \cdot \nabla \psi(x)$ is differentiable for almost every $x \in \Omega^{ \pm}$with derivative

$$
\begin{array}{r}
\frac{d}{d t} \tilde{\alpha}_{t}^{ \pm}(x)=\beta_{ \pm}^{\prime}\left(|B(t) \nabla \varphi(x)|^{2}\right) B(t) \nabla \varphi(x) \cdot B^{\prime}(t) \nabla \varphi A(t) \nabla \varphi(x) \cdot \nabla \psi(x)  \tag{4.19}\\
+\beta_{ \pm}\left(|B(t) \nabla \varphi(x)|^{2}\right) A^{\prime}(t) \nabla \varphi(x) \cdot \nabla \psi(x) .
\end{array}
$$

Since $\theta \in C_{D}^{2}\left(\mathbf{R}^{d}\right)$, we have $\tilde{\alpha}_{t}(x) \in C^{1}([0, \tau])$ for almost every $x \in \Omega_{ \pm}$. Using item 4 of Assumption 1 and taking into account Remark 3, we can show that $\frac{d}{d t} \tilde{\alpha}_{t}^{ \pm}$is pointwise bounded by an $L_{1}(D)$ function. The calculation is similar to the one leading to (4.13)

[^3]and omitted. Thus we may apply Lebesque's dominated convergence theorem to show that (4.18) is indeed differentiable and
\[

$$
\begin{aligned}
\partial_{t} d E(s, \varphi, \psi)= & \int_{D} \beta^{\prime}\left(|B(s) \nabla \varphi|^{2}, x\right) 2\left(B^{\prime}(s) \nabla \varphi \cdot B(s) \nabla \varphi\right) A(s) \nabla \varphi \cdot \nabla \psi d x \\
& -\int_{D} \xi(s) \operatorname{div}\left(\theta^{s}\right) \circ \Phi_{s} f^{s} \psi d x-\int_{D} \xi(s) B(s) \nabla f^{s} \cdot \theta^{s} \psi d x \\
& -\int_{D} \beta\left(|B(s) \nabla \varphi|^{2}, x\right) A^{\prime}(s) \nabla \varphi \cdot \nabla \psi d x
\end{aligned}
$$
\]

We proceed by the observation that

$$
\begin{align*}
\int_{0}^{1} d^{2} E\left(t, u_{\nu}^{t} ; u^{t}-u, u^{t}-u\right) d \nu & =d E\left(t, u^{t} ; u^{t}-u\right)-d E\left(t, u ; u^{t}-u\right)  \tag{4.20}\\
& =-\left(d E\left(t, u ; u^{t}-u\right)-d E\left(0, u ; u^{t}-u\right)\right)  \tag{4.21}\\
& =-t \partial_{t} d E\left(\eta_{t} t, u ; u^{t}-u\right) \tag{4.22}
\end{align*}
$$

where $u_{\nu}^{t}:=\nu u^{t}+(1-\nu) u$. In the step from (4.21) to (4.22), we applied the mean value theorem yielding the $\eta_{t} \in(0,1)$. Using Hölder's inequality and item 4 of Assumption 1, we conclude that there is a constant $C>0$ such that
$\partial_{t} d E(s, \varphi ; \psi) \leq C\left(1+\|\varphi\|_{H^{1}(D)}\right)\|\psi\|_{H^{1}(D)}, \quad$ for all $\varphi, \psi \in H^{1}(D), \quad$ for all $s \in[0, \tau]$.
Using the previous inequality and estimating (4.20) by (4.16), we get the desired inequality $c\left\|u^{t}-u\right\|_{H^{1}(D)} \leq C t\left(1+\|u\|_{H^{1}(D)}\right)$, for all $t \in[0, \tau]$.

The considerations from the above paragraph condense in the following result.
Theorem 4.4. Assume that there exist $C>0$ and $\varepsilon>0$ such that for every $\chi \in X(D)$ we have $\|u(\chi)\|_{W^{1,2+\varepsilon}(\Omega)} \leq C$, where $u=u(\chi)$ solves $(4.4)$. Let $p \in(1, \infty)$ and $s>0$ be such that $0<s<1 / p$. Then the optimization problem (4.6) has at least one solution $\chi=\chi_{\Omega} \in B W_{p}^{s}(D)$.

Proof. First note that $B W_{p}^{s}(D) \subset L_{p}(D)$ is a bounded subset for each $p \in(1, \infty)$. By [10, Theorem 7.1], we get that for any bounded sequence $\left(\chi_{n}\right)_{n \in \mathbf{N}}$ in $B W_{p}^{s}(D)$, there exists a subsequence $\left(\chi_{n_{k}}\right)_{k \in \mathbf{N}}$, converging in $L_{p}(D)$ to some $\chi \in X(D)$. Now let us denote by $j:=\inf _{\chi \in B W_{p}^{s}(D)} \hat{J}(\chi)$. Since $\hat{J}\left(\chi_{\emptyset}\right)$ is finite, we conclude $j<\infty$. Then pick a sequence of $\left(\chi_{n}\right)_{n \in \mathbf{N}}$ in $B W_{p}^{s}(D)$ such that $\lim _{n \rightarrow \infty} \hat{J}\left(\chi_{n}\right)=j$. After the preceding, we may choose a subsequence still denoted by $\left(\chi_{n}\right)_{n \in \mathbf{N}}$ such that $\chi_{n} \rightarrow \chi$ in $L_{p}(D)$, where $\chi \in B W_{p}^{s}(D)$. Using Lemma 4.2, we conclude $u\left(\chi_{n}\right) \rightarrow u(\chi)$ in $H^{1}(D)$ and thus

$$
\hat{J}(\chi) \leq \lim _{n \rightarrow \infty} \hat{J}\left(\chi_{n}\right)=\inf _{\chi \in B W_{p}^{s}(D)} \hat{J}(\chi)
$$

4.3. Shape derivative of $J_{2}$. We show that the penalty term $J_{2}(\Omega)=\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}^{p}$ is shape differentiable.

Lemma 4.5. Let $\theta \in C_{D}^{2}\left(\mathbf{R}^{d}\right)$. Fix $p \in(1, \infty)$ and $0<s<1 / p$. Then, for given open set $\Omega \subset D$ such that $\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}<\infty$ the mapping

$$
\Omega \mapsto J_{2}(\Omega):=\left|\chi_{\Omega}\right|_{W_{p}^{s}(D)}^{p}
$$

is shape differentiable with derivative

$$
\begin{aligned}
d J_{2}(\Omega)[\theta] & =2 \int_{\Omega} \int_{D \backslash \Omega} \frac{\operatorname{div}(\theta)(x)+\operatorname{div}(\theta)(y)}{|x-y|^{d+s p}} d x d y \\
& +c \int_{\Omega} \int_{D \backslash \Omega} \frac{(x-y)}{|x-y|^{d+s p+1}} \cdot(\theta(x)-\theta(y)) d x d y
\end{aligned}
$$

where $c:=-2(d+p s)$. This can be written in terms of $\chi_{\Omega}$ as

$$
\begin{align*}
d J_{2}(\Omega)[\theta] & =\int_{D} \int_{D}(\operatorname{div}(\theta)(x)+\operatorname{div}(\theta)(y)) \frac{\left|\chi_{\Omega}(x)-\chi_{\Omega}(y)\right|^{p}}{|x-y|^{d+s p}} d x d y  \tag{4.23}\\
& +\frac{c}{2} \int_{D} \int_{D} \frac{\left|\chi_{\Omega}(x)-\chi_{\Omega}(y)\right|^{p}}{|x-y|^{d+p s+1}}(x-y) \cdot(\theta(x)-\theta(y)) d x d y
\end{align*}
$$

Proof. Using the change of variables $\hat{x}=\Phi_{t}(x)$ gives

$$
J\left(\Omega_{t}\right)=2 \int_{\Omega} \int_{D \backslash \Omega} \frac{\xi(t)(x) \xi(t)(y)}{\left|\Phi_{t}(x)-\Phi_{t}(y)\right|^{d+p s}} d x d y
$$

and consequently using that $\Phi_{t}$ is injective, we obtain the desired formula by differentiating the above equation at $t=0$.

Remark 4. Note that due to the Lipschitz continuity of $\theta$ and $\operatorname{supp}(\theta) \subset D$ the shape derivative (4.23) is well-defined.
4.4. Shape derivative of $J_{1}$. We are going to prove that the cost function $J_{1}$ given by (4.1) is shape differentiable by employing the Theorem 3.1. Moreover, we derive the boundary and domain expression of the shape derivative. The main result of this subsection reads:

THEOREM 4.6. Let $D \subset \mathbf{R}^{d}$ be a bounded, open set with Lipschitz boundary. Fix any measurable set $\Omega \subset D$. Then the shape function $J_{1}$ given by (4.1) is shape differentiable for every $\theta \in \mathcal{C}_{D}^{2}\left(\mathbf{R}^{d}\right) .{ }^{4}$ The domain expression reads

$$
\begin{align*}
& d J_{1}(\Omega)[\theta]=\int_{D} \operatorname{div}(\theta)\left|u-u_{r}\right|^{2} d x-\int_{D} 2\left(u-u_{r}\right) \nabla u_{r} \cdot \theta d x-\int_{D} \operatorname{div}(\theta) f p d x  \tag{4.24}\\
& -\int_{D} \nabla f \cdot \theta p d x+\int_{D} \beta\left(|\nabla u|^{2}, x\right) A^{\prime}(0) \nabla u \cdot \nabla p d x \\
& -\int_{D} 2 \beta^{\prime}\left(|\nabla u|^{2}, x\right)\left(\partial \theta^{T} \nabla u \cdot \nabla u\right)(\nabla u \cdot \nabla p) d x,
\end{align*}
$$

where $u \in H_{0}^{1}(D)$ satisfies (4.4) and $p \in H_{0}^{1}(D)$ solves

$$
\begin{align*}
& \int_{D} 2 \beta^{\prime}\left(|\nabla u|^{2}, x\right)(\nabla u \cdot \nabla p)(\nabla u \cdot \nabla \psi) d x+\int_{\Omega} \beta\left(|\nabla u|^{2}, x\right) \nabla \psi \cdot \nabla p d x  \tag{4.25}\\
& \quad=-\int_{D} 2\left(u-u_{r}\right) \psi d x, \quad \text { for all } \psi \in H_{0}^{1}(D)
\end{align*}
$$

[^4]Moreover, if $\Omega \subset \subset D$ and $\Gamma$ is of class $C^{2}$ and $u^{+}, p^{+} \in C^{2}\left(\bar{\Omega}^{+}\right), u^{-}, p^{-} \in C^{2}\left(\bar{\Omega}^{-}\right)$ then the boundary expression is given by

$$
\begin{align*}
d J_{1}(\Omega)[\theta]= & -\int_{\Gamma}\left[2 \beta^{\prime}\left(|\nabla u|^{2}, x\right)\left(\nabla_{\Gamma} u \cdot \nabla_{\Gamma} p+\partial_{n} u \partial_{n} p\right) \partial_{n} u \partial_{n} u\right]_{\Gamma} \theta_{n} d s \\
& +\int_{\Gamma}\left[\beta\left(|\nabla u|^{2}, x\right) \nabla_{\Gamma} u \cdot \nabla_{\Gamma} p-\beta\left(|\nabla u|^{2}, x\right) \partial_{n} u \partial_{n} p\right]_{\Gamma} \theta_{n} d s \tag{4.26}
\end{align*}
$$

For the first part of the theorem we let $\Omega^{+} \subset D$ be any measurable set and define $\Omega^{-}:=D \backslash \Omega^{-}$. We apply Theorem 3.1 to the function

$$
\begin{align*}
G(t, \varphi, \psi) & =\sum_{\varsigma \in\{+,-\}}\left(\int_{\Omega^{\varsigma}} \xi(t)\left|\varphi^{\varsigma}-u_{r}^{t}\right|^{2} d x+\int_{\Omega^{\varsigma}} \beta_{\varsigma}\left(\left|B(t) \nabla \varphi^{\varsigma}\right|^{2}\right) A(t) \nabla \varphi^{\varsigma} \cdot \nabla \psi^{\varsigma} d x\right)  \tag{4.27}\\
& -\sum_{\varsigma \in\{+,-\}} \int_{\Omega^{\varsigma}} \xi(t)\left(f^{\varsigma} \circ \Phi_{t}\right) \psi^{\varsigma} d x
\end{align*}
$$

with $E=H_{0}^{1}(D)$ and $F=H_{0}^{1}(D)$, to show the previous theorem. Notice that $J\left(\Omega_{t}\right)=G\left(t, u^{t}, \psi\right)$, where $u^{t} \in H_{0}^{1}(D)$ solves

$$
\begin{equation*}
\int_{D} \beta\left(\left|B(t) \nabla u^{t}\right|^{2}, x\right) A(t) \nabla u^{t} \cdot \nabla \psi d x=\int_{D} \xi(t) f^{t} \psi d x, \quad \text { for all } \psi \in H_{0}^{1}(D) \tag{4.28}
\end{equation*}
$$

Roughly spoken the function $G$ constitutes the sum of the perturbed cost function $J\left(\Omega_{t}\right)$ and the weak formulation (4.28).

Let us now verify the four conditions (H0)-(H3).
(H0) Condition (iii) is satisfied by construction. As a byproduct of Theorem 4.1, we get that conditions (i) and (ii) of hypothesis (H0) are satisfied, since the Lagrangian $G$ can be written as

$$
G(t, \varphi, \psi)=\sum_{\varsigma \in\{+,-\}} \int_{\Omega_{\varsigma}} \xi(t)\left|\varphi-u_{r}^{t}\right|^{2} d x+d E(t, \varphi ; \psi)
$$

(H1) In Proposition 4.3, we proved that for all $\varphi, \psi \in H^{1}(D)$ the mapping $[0, \tau] \rightarrow$ $\mathbf{R}: t \mapsto d E(t, \varphi ; \psi)$ is differentiable. Therefore, the function $t \mapsto G(t, \varphi, \psi)$ is differentiable for all $\varphi, \psi \in H_{0}^{1}(D)$ with derivative

$$
\begin{align*}
\partial_{t} G(t, \varphi, \psi)= & -\int_{D} 2 \xi(t)\left(\varphi-u_{r}^{t}\right) B(t) \nabla u_{r}^{t} \cdot \theta^{t} d x+\int_{D} \xi(t) \operatorname{div}\left(\theta^{t}\right) \circ \Phi_{t}\left|\varphi-u_{r}^{t}\right|^{2} d x  \tag{4.29}\\
& +\int_{D} \beta^{\prime}\left(|B(t) \nabla \varphi|^{2}, x\right) 2\left(B^{\prime}(t) \nabla \varphi \cdot B(t) \nabla \varphi\right) A(t) \nabla \varphi \cdot \nabla \psi d x \\
& -\int_{D} \xi(t) \operatorname{div}\left(\theta^{t}\right) \circ \Phi_{t} f^{t} \psi d x-\int_{D} \xi(t) B(t) \nabla f^{t} \cdot \theta^{t} \psi d x \\
& -\int_{D} \beta\left(|B(t) \nabla \varphi|^{2}, x\right) A^{\prime}(t) \nabla \varphi \cdot \nabla \psi d x
\end{align*}
$$

(H2) Note that $E(t)=\left\{u^{t}\right\}$ and $Y\left(t, u^{t}, u^{0}\right)=\left\{p^{t}\right\}$, where $u^{t} \in H_{0}^{1}(D)$ is the solution
of the state equation (4.28) and $p^{t} \in H_{0}^{1}(D)$ is the unique solution of

$$
\begin{align*}
& \int_{0}^{1} \int_{D} 2 \xi(t) \beta^{\prime}\left(\left|B(t) \nabla u_{t}^{s}\right|^{2}, x\right)\left(B(t) \nabla u_{t}^{s} \cdot B(t) \nabla p^{t}\right)\left(B(t) \nabla u_{t}^{s} \cdot B(t) \nabla \psi\right) d x d s \\
&+\int_{0}^{1} \int_{D} \beta\left(\left|B(t) \nabla u_{t}^{s}\right|^{2}, x\right) A(t) \nabla \psi \cdot \nabla p^{t} d x d s  \tag{4.30}\\
&=-\int_{0}^{1} \int_{D} \xi(t) 2\left(u_{t}^{s}-u_{r}\right) \psi d x d s, \text { for all } \psi \in H_{0}^{1}(D)
\end{align*}
$$

where $u_{t}^{s}:=s u^{t}+(1-s) u$. Due to condition (H0) this equation is well-defined. The existence of a solution $p^{t}$ follows from the theorem of Lax-Milgram. Moreover, by Assumption 1, we conclude $\beta^{\prime} \geq 0$ and $\beta \geq c>0$. Note that $p^{0}=p \in Y\left(0, u^{0}\right)$ is the unique solution of the adjoint equation (4.25).
(H3) (H3) We show that for any real sequence $\left(t_{n}\right)_{n \in \mathbf{N}}$ such that $t_{n} \searrow 0$ as $n \rightarrow$ $\infty$, there is a subsequence $\left(t_{n_{k}}\right)_{k \in \mathbf{N}}$ such that $\left(p^{t_{k}}\right)_{k \in \mathbf{N}}$, where $p^{t_{k}} \in Y\left(t_{k}, u^{t_{k}}, u^{0}\right)$ converges weakly in $H_{0}^{1}(D)$ to the solution of the adjoint equation and that $(t, \psi) \mapsto$ $\partial_{t} G\left(t, u^{0}, \psi\right)$ is weakly continuous.

With the help of Proposition 4.3, we are able to show the following.
Lemma 4.7. For any sequence $\left(t_{n}\right)_{n \in \mathbf{N}}$ of non-negative real numbers converging to zero, there is a subsequence $\left(t_{n_{k}}\right)_{k \in \mathbf{N}}$ such that $\left(p^{t_{n_{k}}}\right)_{k \in \mathbf{N}}$, where $p^{t_{n_{k}}}$ solves (4.30) with $t=t_{n_{k}}$, converges weakly in $H_{0}^{1}(D)$ to the solution $p$ of the adjoint equation (4.25).

Proof. The existence of a solution of (4.30) follows from the Theorem of LaxMilgram. Inserting $\psi=p^{t}$ as test function in (4.30), we see that the estimate $\left\|u^{t}\right\|_{H^{1}(D)} \leq C$ implies $\left\|p^{t}\right\|_{H^{1}(D)} \leq \tilde{C}$ for all sufficiently small $t$, where $C, \tilde{C}>$ are some constants. Now let $\left(t_{n}\right)_{n \in \mathbf{N}}$ be a sequence of non-negative numbers converging to zero. Then using the boundedness of $\left(p^{t_{n}}\right)_{n \in \mathbf{N}}$, we may extract a weakly converging subsequence $\left(p^{t_{n_{k}}}\right)_{k \in \mathbf{N}}$ converging to some $w \in H_{0}^{1}(D)$. In Proposition 4.3 we proved $u^{t} \rightarrow u$ in $H^{1}(D)$ which can be used to pass to the limit in (4.30) and obtain $p^{t_{n_{k}}} \rightharpoonup p$ in $H^{1}(D)$, for $t_{n_{k}} \rightarrow 0$, as $k \rightarrow \infty$, where $p \in H_{0}^{1}(D)$ solves the adjoint equation (4.25). By uniqueness of a solution of the adjoint equation, we conclude $w=p$. $\square$

Finally note that for fixed $\varphi \in H_{0}^{1}(D)$ the mapping $(t, \psi) \mapsto \partial_{t} G(t, \varphi, \psi)$ is weakly continuous. This finishes the proof that condition (H3) is satisfied. Consequently, we may apply Theorem 3.1 and obtain $d J_{1}(\Omega)[\theta]=\partial_{t} G(0, u, p)$, where $u \in H_{0}^{1}(D)$ solves the state equation (4.4) and $p \in H_{0}^{1}(D)$ is a solution of the adjoint equation (4.25). This proves formula (4.24).
4.5. Boundary integrals. We continue to show that the boundary expression of $d J_{1}(\Omega)$ is given by formula (4.26). In the following, we assume that $\Gamma:=\partial \Omega^{+} \cap \partial \Omega^{-}$is of class $C^{2}$, where $\Omega^{+} \subset \subset D$ and $\Omega^{-}:=D \backslash \overline{\Omega^{+}}$. Then it can be seen from the domain expression (4.24), that the mapping $d J_{1}(\Omega): \mathcal{C}_{D}^{\infty}\left(\mathbf{R}^{d}\right) \rightarrow \mathbf{R}$ is linear and continuous for the $\mathcal{C}_{D}^{1}\left(\mathbf{R}^{d}\right)$-topology. Thus by the structure theorem under the assumption that $h \in L_{1}(\Gamma)$, the shape derivative is of the form

$$
\begin{equation*}
d J_{1}(\Omega)[\theta]=\int_{\Gamma} h \theta_{n} d s \tag{4.31}
\end{equation*}
$$

In order to derive the boundary expression of the shape derivative, we need the following assumption.

Assumption 2. The solutions $u$ of (4.4) and $p$ of (4.32) are classical solutions in the sense that there is some $0<\alpha<1$ such that $u^{+}, p^{+} \in C^{2, \alpha}\left(\overline{\Omega^{+}}\right)$and $u^{-}, p^{-} \in$ $C^{2, \alpha}\left(\overline{\Omega^{-}}\right)$.

Note first by taking appropriate test functions in the weak formulation of the adjoint equation (4.25) that $p$ solves

$$
\begin{array}{rlrl}
-\operatorname{div}\left(\beta_{+}\left(\left|\nabla u^{+}\right|^{2}\right) \nabla p^{+}+2 \beta_{+}^{\prime}\left(\left|\nabla u^{+}\right|^{2}\right)\left(\nabla u^{+} \cdot \nabla p^{+}\right) \nabla u^{+}\right) & =-2\left(u^{+}-u_{r}\right) & & \text { in } \Omega^{+}  \tag{4.32}\\
-\operatorname{div}\left(\beta_{-}\left(\left|\nabla u^{-}\right|^{2}\right) \nabla p^{-}+2 \beta_{-}^{\prime}\left(\left|\nabla u^{-}\right|^{2}\right)\left(\nabla u^{-} \cdot \nabla p^{-}\right) \nabla u^{-}\right) & =-2\left(u^{-}-u_{r}\right) & & \text { in } \Omega^{-}, \\
p & =0 \quad \text { on } \partial D
\end{array}
$$

complemented by transmission conditions

$$
\begin{array}{rlrl}
{[p]_{\Gamma}} & =0 & \text { on } \Gamma, \\
{\left[\beta\left(|\nabla u|^{2}, x\right) \partial_{n} p+2 \beta^{\prime}\left(|\nabla u|^{2}, x\right) \nabla u \cdot \nabla p \partial_{n} u\right]_{\Gamma}} & =0 & & \text { on } \Gamma . \tag{4.33}
\end{array}
$$

Using the change of variables $\Phi_{t}(x)=y$, the function $G$ can be rewritten as

$$
\begin{align*}
G\left(t, u^{t}, \hat{\psi}\right) & =\sum_{\varsigma \in\{+,-\}}\left(\int_{\Omega_{t}^{\varsigma}}\left|\Psi^{t}\left(u^{\varsigma, t}\right)-u_{r}^{t}\right|^{2} d x-\int_{\Omega_{t}^{\varsigma}} f^{\varsigma} \Psi^{t}\left(\hat{\psi}^{t, \varsigma}\right) d x\right)  \tag{4.34}\\
& +\sum_{\varsigma \in\{+,-\}} \int_{\Omega_{t}^{\varsigma}} \beta_{\varsigma}\left(\left|\nabla\left(\Psi^{t}\left(u^{t, \varsigma}\right)\right)\right|^{2}\right) \nabla\left(\Psi^{t}\left(u^{t, \varsigma}\right)\right) \cdot \nabla\left(\Psi^{t}\left(\hat{\psi}^{t, \varsigma}\right)\right) d x
\end{align*}
$$

where $u^{t, \varsigma}:=\Psi_{t}\left(u_{t}^{\varsigma}\right), \hat{\psi}^{t, \varsigma}:=\Psi_{t}\left(\hat{\psi}_{t}^{\varsigma}\right)$ and $\hat{\psi} \in H_{0}^{1}(D)$. Recall the definitions $\Psi_{t}(f):=$ $f \circ \Phi_{t}$ and $\Psi^{t}(f):=f \circ \Phi_{t}^{-1}$. Therefore using Theorem 2.4 yields

$$
\begin{align*}
d J_{1}(\Omega)[\theta] & =\sum_{\varsigma \in\{+,-\}} \int_{\Omega^{\varsigma}} 2\left(u-u_{r}\right) \tilde{u}^{\varsigma} d x+\int_{\Omega^{\varsigma}} 2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \nabla \tilde{u}^{\varsigma}\right) \nabla u^{\varsigma} \cdot \nabla p^{\varsigma} d x  \tag{4.35}\\
& +\sum_{\varsigma \in\{+,-\}} \int_{\Omega^{\varsigma}} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla \tilde{u}^{\varsigma} \cdot \nabla p^{\varsigma}+\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla u^{\varsigma} \cdot \nabla \tilde{p}^{\varsigma}-f^{\varsigma} \tilde{p}^{\varsigma} d x \\
& +\int_{\partial \Omega^{\varsigma}}\left(\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla u^{\varsigma} \cdot \nabla p^{\varsigma}-f^{\varsigma} p^{\varsigma}\right) \theta_{n^{\varsigma}} d s
\end{align*}
$$

where we use the notation $\tilde{u}^{\varsigma}=-\nabla u^{\varsigma} \cdot \theta$ and $\tilde{p}^{\varsigma}=-\nabla p^{\varsigma} \cdot \theta$.
Remark 5. Note that

$$
\tilde{p}(x):=\left\{\begin{array}{ll}
\tilde{p}^{+}(x), & x \in \Omega^{+}  \tag{4.36}\\
\tilde{p}^{-}(x), & x \in \Omega^{-}
\end{array} \quad \tilde{u}(x):= \begin{cases}\tilde{u}^{+}(x), & x \in \Omega^{+} \\
\tilde{u}^{-}(x), & x \in \Omega^{-}\end{cases}\right.
$$

are piecewise $H^{1}(D)$-functions, but do not belong to $H_{0}^{1}(D)$. Therefore it is not allowed to insert them as test functions in the adjoint or state equation.

Integrating by parts in (4.35) gives

$$
\begin{aligned}
d J_{1}(\Omega)[\theta] & =-\sum_{\varsigma \in\{+,-\}}\left\{\int_{\Omega^{\varsigma}} \operatorname{div}\left(\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla p^{\varsigma}+2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right) \nabla u^{\varsigma}\right) \tilde{u}^{\varsigma} d x\right. \\
& \left.+\int_{\Omega^{\varsigma}} 2\left(u-u_{r}\right) \tilde{u}^{\varsigma} d x\right\}-\sum_{\varsigma \in\{+,-\}} \int_{\Omega^{\varsigma}}\left(\operatorname{div}\left(\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla u^{\varsigma}\right)+f^{\varsigma}\right) \tilde{p}^{\varsigma} d x \\
& +\sum_{\varsigma \in\{+,-\}} \int_{\partial \Omega^{\varsigma}} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \tilde{u}^{\varsigma} \partial_{n}{ }^{\varsigma} p^{\varsigma}+\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \tilde{p}^{\varsigma} \partial_{n^{\varsigma}} u^{\varsigma} d x \\
& +\sum_{\varsigma \in\{+,-\}} \int_{\partial \Omega^{\varsigma}} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla u^{\varsigma} \cdot \nabla p^{\varsigma} \theta_{n^{\varsigma}}+2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right) \partial_{n^{\varsigma}} u^{\varsigma} \tilde{u}^{\varsigma} d s
\end{aligned}
$$

and taking into account Assumption 2, we see that the first two lines vanish and thus

$$
\begin{align*}
& d J_{1}(\Omega)[\theta]=\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(-\nabla u^{\varsigma} \cdot \theta\right) \partial_{n^{\varsigma}} p^{\varsigma}-\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \partial_{\theta} p^{\varsigma} \partial_{n^{\varsigma}} u^{\varsigma} d x  \tag{4.37}\\
& \quad+\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla u^{\varsigma} \cdot \nabla p^{\varsigma} \theta_{n^{\varsigma}} d s-\int_{\Gamma} 2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right) \partial_{n^{\varsigma}} u^{\varsigma} \partial_{\theta} u^{\varsigma} d s
\end{align*}
$$

where $\partial_{\theta} u^{\varsigma}:=\nabla u^{\varsigma} \cdot \theta$. According to (4.31) the right hand side of (4.37) depends linearly on $\theta_{n}=\theta \cdot n$. This can be accomplished by splitting $\theta$ into normal and tangential part in two different ways on $\Gamma: \theta_{T}^{+}:=\theta-\theta_{n^{+}} n^{+}$and $\theta_{T}^{-}:=\theta-\theta_{n^{-}} n^{-}$, where $\theta_{n^{-}}:=\theta \cdot n^{-}$and $\theta_{n^{+}}:=\theta \cdot n^{+}$. Note that $\theta_{n^{+}} n^{+}=\theta_{n^{-}} n^{-}$implies $\theta_{T}^{+}-\theta_{T}^{-}=0$ and $\nabla p^{+} \cdot \theta_{T}^{+}=\nabla_{\Gamma} p^{+} \cdot \theta_{T}^{+}=\nabla_{\Gamma} p^{-} \cdot \theta_{T}^{-}=\nabla p^{-} \cdot \theta_{T}^{-}$, since $\nabla_{\Gamma} u^{+}=\nabla_{\Gamma} u^{-}$on $\Gamma$. Thus we see that the tangential terms in (4.37) vanish, i.e.

$$
\begin{aligned}
\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla p^{\varsigma} \cdot \theta\right) \partial_{n} \varsigma u^{\varsigma} d x & =\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\partial_{n^{\varsigma}} p^{\varsigma} \partial_{n^{\varsigma}} u^{\varsigma}\right) \theta_{n^{\varsigma}} d x \\
& +\underbrace{\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \partial_{n^{\varsigma}} u^{\varsigma}\left(\nabla_{\Gamma} p^{\varsigma} \cdot \theta_{T}^{\varsigma}\right) d x}_{=0,(4.4)}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \theta\right) \partial_{n} \varsigma p^{\varsigma} d x+\int_{\Gamma} \hat{\beta}_{\varsigma, u^{\varsigma}}^{\prime}\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right) \partial_{n} u^{\varsigma}\left(\nabla u^{\varsigma} \cdot \theta\right) d s \\
= & \sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \partial_{n^{\varsigma}} u^{\varsigma} \partial_{n} \varsigma p^{\varsigma} \theta_{n} d x+\int_{\Gamma} \hat{\beta}_{\varsigma, u^{\varsigma}}^{\prime}\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right) \partial_{n} u^{\varsigma} \partial_{n^{\varsigma}} u^{\varsigma} \theta_{n} d s
\end{aligned}
$$

where we abbreviated $\hat{\beta}_{\varsigma, u^{\varsigma}}^{\prime}:=2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)$. Thus we finally obtain from (4.37) the boundary expression

$$
\begin{aligned}
d J_{1}(\Omega)[\theta] & =-\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} 2 \beta_{\varsigma}^{\prime}\left(\left|\nabla u^{\varsigma}\right|^{2}\right)\left(\nabla u^{\varsigma} \cdot \nabla p^{\varsigma}\right)\left(\partial_{n} u^{\varsigma}\right)^{2} \theta_{n^{\varsigma}} d s \\
& +\sum_{\varsigma \in\{+,-\}} \int_{\Gamma} \beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \nabla_{\Gamma} u^{\varsigma} \cdot \nabla_{\Gamma} p^{\varsigma} \theta_{n^{\varsigma}}-\beta_{\varsigma}\left(\left|\nabla u^{\varsigma}\right|^{2}\right) \partial_{n^{\varsigma}} u^{\varsigma} \partial_{n^{\varsigma}} p^{\varsigma} \theta_{n^{\varsigma}} d s
\end{aligned}
$$

which is equivalent to (4.26).
REMARK 6. If the transmission coefficients are constant in each domain, that is $\beta^{\prime}\left(|\nabla u|^{2}, x\right)=0$, then the formula coincides with the one in [2]. To the authors knowledge this formula also corrects the one in [5]. When $\beta^{\prime}\left(|\nabla u|^{2}, x\right) \neq 0$ then the linear case differs from the non-linear by the term $-\int_{\Gamma}\left[2 \beta^{\prime}\left(|\nabla u|^{2}, x\right)(\nabla u \cdot \nabla p) \partial_{n} u \partial_{n} u\right]_{\Gamma} \theta_{n} d s$. Using Cea's original method, would lead to the wrong formula

$$
d J_{1}(\Omega)[\theta]=\int_{\Gamma}\left[\beta\left(|\nabla u|^{2}, x\right) \nabla u \cdot \nabla p\right]_{\Gamma} \theta_{n} d s
$$
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[^1]:    ${ }^{1}$ By a first order expansion with remainder of order two of a function $f: E \rightarrow \mathbf{R}$, where $(E,\|\cdot\|)$ is a Banach space, we mean that $f$ satisfies

    $$
    f(x)-f(y)-d f(x ; x-y) \in \mathcal{O}\left(\|x-y\|^{2}\right)
    $$

[^2]:    ${ }^{2}$ Recall that the perimeter of a set $\Omega \subset \mathbf{R}^{d}$ is defined as $P_{D}(\Omega) \quad:=$ $\sup _{\boldsymbol{\varphi} \in \mathcal{C}_{D}^{1}\left(\mathbf{R}^{d}\right)} \int_{\mathbf{R}^{d}} \operatorname{div}(\boldsymbol{\varphi}) \chi_{\Omega} d x$.
    $\|\boldsymbol{\varphi}\|_{L \infty(D)<\infty}$

[^3]:    ${ }^{3}$ Note that $\Phi_{t}(\Omega)$ is Lebesque measurable; cf. [11, Theorem 263D].

[^4]:    ${ }^{4}$ We use the notation $A \subset \subset B$ indicate that $A \subset B$ and $\bar{A} \subset B$ is compact.

