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Abstract

The long standing problem is discussed of how to deflate the part associated with
the eigenvalue infinity in a structured matrix pencil using structure preserving unitary
transformations. We derive such a deflation procedure and apply this new technique to
symmetric, Hermitian or alternating pencils and in a modified form to (anti)-palindromic
pencils. We present a detailed error and perturbation analysis of this and other deflation
procedures and demonstrate the properties of the new algorithm with several numerical
examples.
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1 Introduction

In this paper we develop numerical methods to calculate a structure preserving deflation
under unitary (or in the real case real orthogonal) equivalence transformations for the infinite
eigenvalue part in eigenvalue problems for structured matrix pencils

(λN −M)x = 0, (1)

where N = σNN
?, M = σMM

? ∈ Kn,n, σN , σM ∈ {±1}, and ? is either T , the transpose or
∗, the conjugate transpose. Here K stands for either R or C.

Eigenvalue problems of this form arise in many applications, in particular in the context
of linear quadratic optimal control problems, see e.g. [9, 13, 16, 18, 20], H∞ control problems,
see e.g. [1, 7, 15, 21], and other applications, see e.g. [10, 14].

In most applications one needs structural information about the Kronecker structure of
these pencils, see [19]. To compute this information in a numerically backward stable way, a
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structured staircase form under unitary congruence transformations has been derived in [5]
and implemented as production software in [4]. In the real case the unitary transformations
can be chosen to be real orthogonal but to simplify, in the following when we speak of
unitary transformations we implicitly mean real orthogonal transformations in the case of
real matrices.

The following result summarizes the staircase form.

Theorem 1 [Structured staircase form.] For a pencil λN −M with N = σNN
?,M =

σMM
? ∈ Kn,n, there exists a real orthogonal, or unitary matrix U ∈ Kn,n, respectively, such

that

U?NU =

N11 . . . . . . N1,m N1,m+1 N1,m+2 . . . N1,2m 0
...

. . .
...

...
... . . .

. . .

...
. . .

...
... Nm−1,m+2 . . .

σNN
?
1,m · · · · · · Nm,m Nm,m+1 0

σNN
?
1,m+1 . . . . . . σNN

?
m,m+1 Nm+1,m+1

σNN
?
1,m+2 · · · σNN

?
m−1,m+2 0

... . . .
. . .

σNN
?
1,2m . . .

0



n1
...
...
nm
l
qm
...
q2
q1

U?MU = (2)

M11 · · · · · · M1,m M1,m+1 M1,m+2 . . . . . . M1,2m+1

...
. . .

...
...

... . . .

...
. . .

...
...

... . . .

σMM
?
1,m . . . . . . Mm,m Mm,m+1 Mm,m+2

σMM
?
1,m+1 . . . . . . σMM

?
m,m+1 Mm+1,m+1

σMM
?
1,m+2 . . . . . . σMM

?
m,m+2

... . . .

... . . .

σMM
?
1,2m+1



n1
...
...
nm
l
qm
...
...
q1

,

where q1 ≥ n1 ≥ q2 ≥ n2 ≥ . . . ≥ qm ≥ nm,

Nj,2m+1−j ∈ Knj ,qj+1 , 1 ≤ j ≤ m− 1,

Nm+1,m+1 =

[
∆ 0
0 0

]
, ∆ = σN∆? ∈ K2p,2p,

Mj,2m+2−j =
[

Γj 0
]
∈ Knj ,qj , Γj ∈ Rnj ,nj , 1 ≤ j ≤ m,

Mm+1,m+1 =

[
Σ11 Σ12

σMΣ?12 Σ22

]
, Σ11 = σMΣ?11 ∈ K2p,2p, Σ22 = σMΣ?22 ∈ Kl−2p,l−2p,

and the blocks Σ22 and ∆ and Γj, j = 1, . . . ,m are nonsingular.

Proof. The proof for the real case, σN = −1, and σM = 1 has been given in [5], the other
cases follow analogously.

It is clear that the transformation introduced in Theorem 1 preserves the structure of
the pencil, but note that in the real case or in the complex case with ? being the complex
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conjugate this transformation is a congruence transformation, while in the complex case with
? being the transpose this is just a structure preserving equivalence transformation but not
a congruence transformation.

This staircase form allows to deflate the singular part and some of the infinite eigenvalue
parts of the pencil in a structure preserving way so that for eigenvalue, eigenvector and
invariant subspace computation only the central block λNm+1,m+1 −Mm+1,m+1 of the form
(1) has to be considered, which is regular and of index at most one, i.e., it has only finite
eigenvalue eigenvalues and infinite eigenvalues with Kronecker blocks of size one, due to the
fact that ∆ and Σ22 are nonsingular.

The staircase form has recently been extended to parameter dependent matrix pencils
arising in the control of differential-algebraic systems with variable coefficients, [9], where
however the transformation is more complex.

While it is clear how to deflate all the parts associated with higher (than one) indices
and singular parts using unitary transformations (despite the usual difficulties with rank de-
cisions), it remained for a long time an open problem how to deflate the remaining index
one part associated with the eigenvalue infinity in a structure preserving way using unitary
structure preserving transformations, i.e., to reduce the central sub-pencil to a sub-pencil
λNf −Mf of the same structure (with a nonsingular Nf ) that contains all the information
about the finite eigenvalues. In this paper we solve this problem and develop a new tech-
nique for structure preserving deflation of infinite eigenvalues via unitary transformations.
We present an error and perturbation analysis and also several numerical examples that
demonstrate the properties of the new method, and also compare it to non-unitary structure
preserving transformations.

2 Deflation of index one part

A simple way to achieve a structure preserving but non-unitary deflation is to use the Schur
complement. Compute a factorization

U?N =

[
N1

0

]
(3)

of N with N1 of full row rank. This can be done via the rank-revealing QR decomposition or
the singular value decomposition, see [8]. The critical part in this factorization is the decision
about the rank of N , which is done in the usual way by setting the part associated to those
singular values which are smaller than the machine precision times the norm of N to zero,
see [6] for a detailed discussion of this topic.

Using the structure of the pencil, we have

Ñ = U?NU =

[
Ñ11 0

0 0

]
, M̃ = U?MU =

[
M̃11 M̃12

σMM̃
?
12 M̃22

]
, (4)

where Ñ11 = σN Ñ
?
11, M̃ii = σMM̃

?
ii , i = 1, 2. By construction, Ñ11 is invertible, and since

λN −M is regular and of index at most one, M̃22 is also invertible.
Then, with

L̃ =

[
I 0

−σMM̃−122 M̃
?
12 I

]
, (5)

4



one has

(UL̃)?N(UL̃) = L̃?ÑL̃ =

[
Ñ11 0

0 0

]
,

(UL̃)?M(UL̃) = L̃?M̃L̃ =

[
S 0

0 M̃22

]
, (6)

with the Schur complement
S = M̃11 − σMM̃12M̃

−1
22 M̃

?
12.

Hence, λN −M is equivalent to the decoupled block diagonal pencil

(λÑ11 − S)⊕ (λ0− M̃22).

This deflation procedure preserves the structure, but if M̃22 is ill-conditioned with respect to
inversion, then the eigenvalues of the pencil λÑ11−S may be corrupted due the ill-conditioning
in the computation of the Schur complement S. We analyze the properties of the Schur
complement approach in Section 4 and present some numerical examples in section 7.

Another possibility to deflate the part associated with the infinite eigenvalues is to use
equivalence transformations that are unitary but not structure preserving. Starting again

with the factorization (3), we form U?M =

[
M1

M2

]
partitioned analogously and let V be a

unitary matrix such that

M2V =
[

0 M̂22

]
(7)

with M̂22 square nonsingular. Setting

N̂ = U?NV =

[
N̂11 N̂12

0 0

]
,

M̂ = U?MV =

[
M̂11 M̂12

0 M̂22

]
, (8)

then, since N̂11 and M̂22 in (8) are nonsingular, we can eliminate N̂12 and M̂12 simultaneously
by block Gaussian eliminations. It follows that λN −M is equivalent to the decoupled block
diagonal pencil

(λN̂11 − M̂11)⊕ (λ0− M̂22).

The computation of the sub-pencil λN̂11 − M̂11 can be performed in a backward stable way,
but it has lost its symmetric structures and as a consequence it is hard to obtain the resulting
symmetric structure in the finite spectrum of λN −M in further computations. Thus this
method is inadequate for many of the tasks where the exact eigenvalue symmetry is needed.
We present some numerical examples to demonstrate this deficiency in section 7.

3 Deflation under unitary structure preserving transforma-
tions

To derive a structure preserving deflation under unitary structure preserving transformations,
consider the unitary matrices U, V obtained in (3) and (7). Form

V ?NV =:

[
N11 N12

σNN
?
12 N22

]
, V ?MV =:

[
M11 M12

σMM
?
12 M22

]
. (9)
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Then we have the following surprising result.

Theorem 2 Consider a structured pencil of the form (1), which is regular and of index at
most one. Then the finite eigenvalues of λN −M are exactly the finite eigenvalues of the
structured sub-pencil λN11 −M11 in (9).

Proof. We show that the structured sub-pencil λN11 −M11 of (9) is equivalent to the

pencils λN̂11 − M̂11 and λÑ11 − S obtained in the previous section, and thus contains the
finite eigenvalue part.

Let the unitary matrix

Q = U∗V =

[
Q11 Q12

Q21 Q22

]
be partitioned conformably to the block structure in (9). Then

λV ?NV − V ?MV = Q?[λN̂ − M̂ ], (10)

and
λV ?NV − V ?MV = Q?[λÑ − M̃ ]Q. (11)

Based on (4), one has[
N1

0

]
= U?N =

[
Ñ11 0

0 0

]
U∗,

[
M1

M2

]
= U?M =

[
M̃11 M̃12

σMM̃
?
12 M̃22

]
U∗

and then M2V =
[

0 M̂22

]
becomes[
σMM̃

?
12 M̃22

]
Q =

[
0 M̂22

]
.

From this relation we obtain that

σMM̃
?
12Q11 + M̃22Q21 = 0 (12)

and
σMM̃

?
12 = M̂22Q

∗
12, M̃22 = M̂22Q

∗
22. (13)

Since M̃22 is invertible, so are M̂22 and Q22. For Q, there exists a CS decomposition, see [8].
If the size n1 of Q11 is larger or equal than the size n2 of Q22, then this has the form

[
W ∗1 0
0 W ∗2

] [
Q11 Q12

Q21 Q22

] [
Z1 0
0 Z2

]
=

 C 0 S
0 In1−n2 0

−S 0 C

 , (14)

where W1,W2, Z1, Z2 are unitary matrices, C = diag(c1, . . . , cn2) and S = diag(s1, . . . , sn2)
are both diagonal with nonnegative diagonal entries satisfying C2 +S2 = In2 . If n1 ≤ n2 then
one has [

W ∗1 0
0 W ∗2

] [
Q11 Q12

Q21 Q22

] [
Z1 0
0 Z2

]
=

 C S 0

−S C 0
0 0 In2−n1

 . (15)
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Furthermore, since Q22 is invertible, it follows that C and thus also Q11 are invertible. Hence,
from (12) it follows that

Q21Q
−1
11 = −σMM̃−122 M̃

?
12, (16)

and from (10) and (8), one has the equivalence relation

λN11 −M11 = Q?11[λN̂11 − M̂11].

Using (16), the matrix L̃ defined in (5) becomes

L̃ =

[
I 0

Q21Q
−1
11 I

]
,

and, defining

R̃ =

[
Q11 Q12

0 Q−∗22

]
,

and using the fact that Q is unitary, it follows that

Q = L̃R̃.

Then from (11) it follows that

λV ?NV − V ?MV = R̃?(λL̃?ÑL̃− L̃?M̃L̃)R̃, (17)

and comparing the (1, 1) block on both sides leads to

λN11 −M11 = Q?11(λÑ11 − S)Q11,

and then, since
λN̂11 − M̂11 = (λÑ11 − S)Q11,

it follows that all three sub-pencils are equivalent.
The relation (17) implies

R̃−?(λV ?NV − V ?MV )R̃−1 = L̃?(λÑ − M̃)L̃ = (λÑ11 − S)⊕ (λ0− M̃22).

Setting

L =

[
Q11 0
Q21 I

]
= L̃

[
Q11 0

0 I

]
, R =

[
I Q−111 Q12

0 Q−∗22

]
=

[
Q11 0

0 I

]−1
R̃,

we have Q = LR and also

R−?(λV ?NV − V ?MV )R−1 = L?(λÑ − M̃)L = (λN11 −M11)⊕ (λ0− M̃22), (18)

which has the pencil (λN11 −M11) in the (1, 1) position.
The pencil λV ?NV −V ?MV , however, is unitarily congruent or equivalent to the original

pencil, and the finite eigenvalue part can be simply extracted from the (1, 1) block.
It follows from (18), that the columns of the matrices[

Q11

Q21

]
,

[
0
I

]
7



form orthonormal bases for the right deflating subspaces corresponding to the finite and
infinite eigenvalues of λÑ − M̃ , respectively. In contrast to this, (6) shows that the Schur
complement method simply uses the non-orthonormal basis with the columns of[

I

Q21Q
−1
11

]
,

i.e., the first block column of L̃ for a structure preserving transformation to block diagonalize
λÑ − M̃ .

For the original pencil λN −M , with V = [V1, V2] and U = [U1, U2], the columns of

V1 =

[
V11
V21

]
= U

[
Q11

Q21

]
and U2 =

[
U12

U22

]
span the right deflating subspaces corresponding to the finite and infinite eigenvalues, respec-
tively.

The minimal angle between the two right deflating subspaces is

Θmin = min
06=x∈rangeV1, 06=y∈rangeU2

cos−1
|x∗y|
||x||||y||

= cos−1 ||V ∗1 U2|| = cos−1 ||Q21||,

where || · || denotes the Euclidean norm for vectors and spectral norm for matrices. The
minimal angle measures the closeness of the two deflating subspaces. Based on (14) or (15),
suppose that the singular values of Q21 are cos θ1, . . . , cos θmin{n1,n2}, then except for possibly
some extra singular values at 1, the singular values of Q11 are sin θ1, . . . , sin θmin{n1,n2}, where
θ1, . . . , θmin{n1,n2} ∈ [0, π/2]. Thus, we have

Θmin = min θj .

Introducing
ρ := ||M̃−122 M̃

?
12|| = ||M̃12M̃

−1
22 ||, (19)

and using (16), one has
cot Θmin = max

j
cot θj = ρ,

and hence,
Θmin = cot−1 ρ.

Thus the smallest singular values of Q11 and Q22 are given by

σmin(Q11) = σmin(Q22) = sin Θmin =
1√

1 + ρ2
(20)

and ||Q12|| = ||Q21|| = ρ√
1+ρ2

. If ρ is large, which happens commonly when M22 is nearly

singular, then the numerical computation of S may be subject to large errors. On the other
hand, in this case the block N11 = Q?11Ñ11Q11 may be close to a singular matrix as well,
which may also lead to big numerical problems, in particular, when deciding about the rank
of N .

Let us summarize the methods for computing the sub-pencils λN11−M11 in the following
algorithms.
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Algorithm 1 Consider a regular and of index at most one structured pencil λN −M with
N? = σNN and M? = σMM .

1. Use a rank revealing QR or singular value decomposition to compute a unitary matrix
U such that

U?N =

[
N1

0

]
,

where N1 is of full row rank. Partition U =
[
U1 U2

]
accordingly and set

M2 = U?2 M

2. Use a rank revealing QR or singular value decomposition to determine a unitary matrix
V such that

M2V =
[

0 M̂22

]
, det M̂22 6= 0.

3. Compute

V ?NV =

[
N11 N12

σNN
?
12 N22

]
, V ?MV =

[
M11 M12

σMM
?
12 M22

]
,

and return λN11 −M11 as the pencil associated with the finite spectrum of λN −M .

Algorithm 1 requires two singular value decomposition or rank revealing QR factorizations,
as well as the associated matrix-matrix multiplications. The most difficult part is the rank
decision for the matrix N in Step 1, which will affect the number of finite eigenvalues and the
size and therefore also the conditioning of M2.

An alternative version of Algorithm 1 is given in the following algorithm.

Algorithm 2 Consider a regular and of index at most one structured pencil λN −M with
N? = σNN and M? = σMM .

1. Use a Schur-like decomposition of N to compute a unitary matrix U such that

U?NU =

[
Ñ11 0

0 0

]
=: Ñ , det Ñ11 6= 0,

and compute

M̃ = U?MU =

[
M̃11 M̃12

σMM̃
?
12 M̃22

]
.

2. Use a rank revealing QR or singular value decomposition to compute a unitary matrix

Q =

[
Q11 Q12

Q21 Q22

]
partitioned accordingly, such that[

σMM̃
?
12 M̃22

]
Q =

[
0

̂̃
M22

]
.

3. Compute

Q?ÑQ =

[
N11 N12

σNN
?
12 N22

]
, Q?M̃Q =

[
M11 M12

σMM
?
12 M22

]
.

or, if only λN11 −M11 is needed, then

N11 = Q?11Ñ11Q11, M11 = Q?11(M̃11Q11 + M̃12Q21).
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Algorithm 2 uses in contrast to Algorithm 1 a structured Schur-like decomposition in the first
step, and performs two unitary transformations on the pencil. The other costs are comparable
to those of Algorithm 1.

We will perform the error and perturbation analysis for these algorithms as well as that
of the Schur complement approach in the next section.

4 Error and perturbation analysis

In this section we present a detailed error and perturbation analysis for the different deflation
procedures presented in the last sections.

Our error analysis for the structure preserving method under unitary transformations will
be based on Algorithm 2. The error analysis results for Algorithm 1 are essentially the same.

Let u be the unit roundoff and denote for each of the matrices defined in the previous
section the computed counterpart by the corresponding calligraphic letter, e.g., let U , Ñ11

be the computed U and Ñ11 in Step 1 of Algorithm 2. Following standard backward error
analysis ([8]) there exists a unitary matrix Ũ such that

Ũ?(N + δNu)Ũ =

[
Ñ11 0

0 0

]
= Ñ ,

where ||Ũ−U|| = O(u), δN?u = σNδNu, and ||δNu|| = O(||N ||u). For the computed M̃ we have

M̃ = Ũ?(M + δMu)Ũ =

[
M̃11 M̃12

σMM̃?
12 M̃22

]
,

with δM?
u = σMδMu, ||δMu|| = O(||M ||u).

Setting X = U∗Ũ and, without loss of generality, expressing it as

X = I + δX =

[
I + δX11 δX12

δX21 I + δX22

]
,

we obtain from the exact factorization (4) that

Ñ =

[
Ñ11 0

0 0

]
= X?(Ñ + U?δNuU)X = X?

[
Ñ11 + δÑ11 δÑ12

σNδÑ
?
12 δÑ22

]
X. (21)

Introduce the condition number

κN = ||N ||||Ñ−111 || = ||Ñ11||||Ñ−111 ||,

and assume that ||δÑ11|| < σmin(Ñ11). Then Ñ11 + δÑ11 is nonsingular and by comparing the
blocks on both sides of (21), we obtain

δX12(I + δX22)
−1 = −(Ñ11 + δÑ11)

−1δÑ12 = O(κNu).

Using the CS decomposition of X (which is unitary), one has

||δX12||, ||δX21|| = O(κNu), ||δX11||, ||δX22|| = O(κ2Nu2).
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Clearly, here κN measures the sensitivity of the null space of N . Hence,

Ñ11 = (I + δX11)
?Ñ11(I + δX11) +O(||N ||u) = Ñ11 + δÑ11, ||δÑ11|| = O((κ2Nu + 1)||N ||u),

and from M̃ = X?(M̃ + U?δMuU)X, it follows that

M̃ = M̃ + δM̃, ||δM̃|| = O(κN ||M ||u). (22)

Partition M̃ conformable to M̃ and assume that

||δM̃22|| < σmin(M̃22),

so that M̃22 is invertible, and let S be the computed Schur complement based on M̃. Then,
under the assumption that a backward stable linear system solver is used for computing
M̃−122 M̃?

12 column-wise, one has

S = M̃11 − σMM̃12M̃−122 M̃
?
12 + Es,

with
||Es|| = O((||M̃11||+ ρ||M̃12||+ ρ2||M̃22||)u) = O((1 + ρ)2||M ||u),

where ρ is defined in (19). Some elementary calculations and (22) lead to

S = S + Es + Fs =: S + δS,

with
||Fs|| = O((1 + ρ)2κN ||M ||u),

where Fs results from the errors introduced in M̃ by performing the transformation with Ũ .
Note that due to the structure of the error we could absorb Es into Fs. Altogether, we have

λÑ11 − S = λ(Ñ11 + δÑ11) + (S + δS),

with ||δÑ11|| = O((κ2Nu + 1)||N ||u), and ||δS|| = O((1 + ρ)2κN ||M ||u).
It then follows that the columns of[

I

−σMM̃−122 M̃?
12

]
and

[
0
I

]
,

span the right deflating subspaces corresponding to the finite and infinite eigenvalues, respec-
tively, of the pencil

λÑ −
(
M̃+

[
Es 0
0 0

])
,

and λÑ11 − S, λ0 − M̃22 are the corresponding computed sub-pencils associated to these
bases.

Let Q̃ be unitary such that[
σMM̃?

12 M̃22

]
Q̃ =

[
0
̂̃M22

]
.

Then
−σMM̃−122 M̃

?
12 = Q̃21Q̃−111 ,
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and therefore the right deflating subspace associated with the finite eigenvalues is spanned
by the orthonormal columns of the matrix[

Q̃11

Q̃21

]
.

Introducing

Y = Q∗Q̃ =

[
I + δY11 δY12
δY21 I + δY22

]
,

it follows from (22) that[
0
̂̃M22

]
=
[
σMM̃?

12 M̃22

]
QY = (

[
0

̂̃
M22

]
+ E)Y, (23)

with
E =

[
E1 E2

]
=
[
σMδM̃?

12 δM̃22

]
Q.

Using
−(M̂22 + E2)−1E1 = δY21(I + δY11)−1,

it follows that

||δY12||, ||δY21|| = O(κN κ̂Mu), ||δY11||, ||δY22|| = O(κ2N κ̂
2
Mu2),

where κ̂M = ||M̂−122 ||||M || ≥ 1.

Since Ũ?(λ(N + δNu) − (M + δMu))ŨQ̃ is block upper triangular, and because of the
structure of the pencil, the columns of

Ũ

[
Q̃11

Q̃21

]
, Ũ

[
0
I

]
are the right deflating subspaces of λ(N + δNu)− (M + δMu) corresponding to the finite and
infinite eigenvalues, respectively. Hence, the minimal angle between these two subspaces is
given by

Θ̃min = cos−1 ||Q̃21||,

and, since Q̃21 = Q21(I + δY11) +Q22δY21, it follows that

||Q̃21|| = ||Q21||+O(κN κ̂Mu),

and hence
Θ̃min = Θmin +O(csc ΘminκN κ̂Mu).

The perturbation in the deflating subspace associated to the finite eigenvalues can then
be measured by δf := sin−1 ||∆f ||, with

∆f =

(
U

[
Q12

Q22

])∗
Ũ

[
Q̃11

Q̃21

]
=

[
Q12

Q22

]∗
X

[
Q̃11

Q̃21

]
,

and the perturbation in the deflating subspace of the eigenvalue infinity can be measured by
δ∞ := sin−1 ||∆∞||, with

∆∞ =

(
U

[
I
0

])∗
Ũ

[
0
I

]
.

12



Inserting the obtained norm bounds, we have

δf = O(||δY21||+ ||δX||) = O(κN κ̂Mu), δ∞ = O(||δX12||) = O(κNu).

It should be noted that in the case that N is already in block diagonal form as Ñ , which
is for example the case when N arises from the middle block of the staircase form (2), then
U = Ũ = I, and the computed sub-pencil corresponding to the finite eigenvalues is given by

λÑ11 − S, S = S + Es, ||Es|| = O((1 + ρ)2||M ||ε),

where Es is arising just from the computations of S.
In Step 2 of Algorithm 2, for the computed Q version of Q, there exists a unitary Q̃ such

that ||Q − Q̃|| = O(u) and([
σMM̃?

12 M̃22

]
+ E

)
Q̃ =

[
0 M̂22

]
, (24)

with ||E|| = O(||M̂22||u) = O(||M̂22||u).
Introducing

Y = Q∗Q̃ =

[
I + δY11 δY12
δY21 I + δY22

]
,

then similar to (23) we obtain[
σMM̃?

12 M̃22

]
Q =

[
0 M̂22

]
+
[
σMδM̃?

12 δM̃22

]
Q =:

[
0 M̂22

]
+ E ,

with ||E|| = O(κN ||M ||u). Then from

(
[

0 M̂22

]
+ EQ+ E)Y =

[
0 M̂22

]
and by using the partitioning EQ+ E =

[
E11 E12

]
, we obtain

δY21(I + δY11)
−1 = −(M̂22 + E12)

−1E11, (25)

with ||E11|| = O((||M̂22||+ κN ||M ||)u), and hence using the structure we obtain the estimates

||δY21||, ||δY12|| = O(||E11||||M̂−122 ||) = O((κ
M̂22

+ κN κ̂M )u)

and
||δY11||, ||δY22|| = O((κ

M̂22
+ κN κ̂M )2u2),

where κ
M̂22

:= ||M̂22||||M̂−122 ||.
Using these estimates, the computed N11 and M11 can be expressed as

N11 = Q̃?11Ñ11Q̃11 + δN11,

with ||δN11|| = O(||Q11||2||N ||u), and

M11 = Q̃?11(M̃11Q̃11 + M̃12Q̃21) + δM11,

with ||δM11|| = O((||M̃11||||Q11||+ ||M̃12||||Q21||)||Q11||u).

13



Using the relation between λÑ − M̃ and λÑ − M̃ , one has

N11 = Q̃?11Ñ11Q̃11 + ∆N ,

with ||∆N || = O((κ2Nu + 1)||N ||||Q11||2u), and

M11 = Q̃?11(M̃11Q̃11 + M̃12Q̃21) + ∆M,1,

with ||∆M,1|| = O((κN ||M ||+ ||M̃11||||Q11||+ ||M̃12||||Q21||)||Q11||u). Since

Q̃21Q̃
−1
11 = (Q21(I + δY11) +Q22δY21)(Q11(I + δY11) +Q12δY21)

−1

= (Q21Q
−1
11 +Q22δY21(I + δY11)

−1Q−111 )(I +Q12δY21(I + δY11)
−1Q−111 )−1

= Q21Q
−1
11 +Q−∗22 δY21(I + δY11)

−1Q−111 (I +Q12δY21(I + δY11)
−1Q−111 )−1,

using (16), one obtains
M11 = Q̃?11SQ̃11 + ∆M,1 + ∆M,2,

where, by using (13),

∆M,2 = −Q?11(Q21Q
−1
11 )?M̂22δY21(I + δY11)

−1Q−111 (I +Q12δY21(I + δY11)
−1Q−111 )−1Q̃11

= −Q?21M̂22δY21(I + δY11)
−1(I +Q−111 Q12δY21(I + δY11)

−1)−1Q−111 Q̃11.

Using (25), it follows that
∆M,2 = Q?21E11 + o(u),

and hence,
||∆M,2|| = O(||Q21||(||M̂22||+ κN ||M ||)u),

and
M11 = Q̃?11SQ̃11 + ∆M ,

with ||∆M || = O((κN ||M ||+ ||M̂22||||Q21||+ M̃11||Q11||2)u). Here we have used the fact that

||M12|| ≤ ||M12M̂
−1
22 ||||M̂22|| = ||Q21||||M̂22||.

In the situation that only the finite eigenvalues are considered, one can restrict the effort
to compute λN11 −M11 only. So if we set

σNN?12 = Q̃?12Ñ11Q̃11, σMM?
12 = Q̃?12(M̃11Q̃11 + M̃12Q̃21),

then the columns of [
Q̃11

Q̃21

]
form an orthonormal basis for the right deflating subspace of λÑ −M̃1 corresponding to the
finite eigenvalues, where M̃1 is a perturbed M̃ of order O(M̂11u) because of the inexact QR

factorization (24). The resulting sub-pencil is λQ̃?11Ñ11Q̃11 − Q̃?11(M̃11Q̃11 + M̃12Q̃21), and
the pencil λN11 −M11 is obtained by adding the extra error pencil λ∆N −∆M introduced
by the numerical computation of N11 and M11. Similarly, the columns of[

0
I

]
14



span the right deflating subspace of λÑ − M̃1 corresponding to the eigenvalue infinity and
the columns of the matrices

Ũ

[
Q̃11

Q̃21

]
, Ũ

[
0
I

]
span the corresponding deflating subspaces of a pencil slightly perturbed from λN −M .

Setting

∆̃f =

(
U

[
Q12

Q22

])∗
Ũ

[
Q̃11

Q̃21

]
=

[
Q12

Q22

]∗
X

[
Q̃11

Q̃21

]
, εf := sin−1 ||∆̃f ||,

and

∆̃∞ =

(
U

[
I
0

])∗
Ũ

[
0
I

]
, ε∞ := sin−1 ||∆̃∞||,

we have ε∞ = δ∞ = O(κNu), and similarly,

εf = O(||δY21||+ ||δX||) = O((κ
M̂22

+ κN κ̂M )u),

and the minimal angle between the two perturbed subspaces is given by

Θ̂min = Θmin +O(csc Θmin(κ
M̂22

+ κN κ̂M )u).

If λN −M is already in the form of λÑ − M̃ , then U = Ũ = I, and in this case,

||∆N || = O(||N ||||Q11||2u), ||∆M || = O((||M̂22||||Q21||+ ||M̃11||||Q11||2)u),

and it follows that

ε∞ = 0, εf = O(κ
M̂22

u), Θ̂min = Θmin +O(csc ΘminκM̂22
u).

We may express N11 and M11 as

N11 = Q̃?11(Ñ11 + ∆̃N )Q̃11, M11 = Q̃?11(S + ∆̃M )Q̃11

with
∆̃N = Q̃−?11 ∆N Q̃

−1
11 , ∆̃M = Q̃−?11 ∆M Q̃

−1
11 .

and by using (20), we have

||∆̃N || = O((κ2Nε+ 1)κ2Q11
||N ||u),

||∆̃M || = O((κN ||Q−111 ||
2||M ||+ κ2Q11

||M̃11||+ ρ||Q−111 ||||M̂22||)u),

where κQ11 = ||Q11||||Q−111 ||.
Recalling from (20) that ||Q−111 || =

√
1 + ρ2, and comparing the errors in the sub-pencils

λÑ11 − S and λN11 −M11, it follows that ||∆̃M || and ||δS|| have the same order, while ||∆̃N ||
can be larger than ||δÑ11|| by a factor κ2Q11

. The latter will be of equal order only when κ2Q11

is not too large.
On the other hand, if we transform λÑ11 − S to

Q̃?11(λÑ11 − S)Q̃11 = Q̃?11(λÑ11 − S)Q̃11 + Q̃?11(λδÑ11 − δS)Q̃11,
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then we have

||Q̃?11δÑ11Q̃11|| = O((κ2Nu + 1)||Q11||2||N ||u),

||Q̃?11δSQ̃11|| = O((1 + ρ)2||Q11||2κN ||M ||u).

The first quantity has the same order as ||∆N ||, while the second one can be larger than ||∆M ||
by a factor κ2Q11

unless κQ11 is not too large. So in terms of numerical stability, the error anal-
ysis results do not show which method has an advantage over the other. This is an unusual
circumstance in numerical analysis, where usually the methods based on unitary transfor-
mations in the worst case situation have smaller errors than the ones based on non-unitary
transformations. We will demonstrate this effect in the numerical examples in section 7.

5 An alternative point of view

Another way to understand the new unitary structure preserving method of deflating the
infinite eigenvalue part is to consider the extension trick introduced in [9]. Partition the
matrix U in (3) as U =

[
U1 U2

]
with U1 of the same size as N1. For any eigenvector x

of λN −M corresponding to a finite eigenvalue λ, it then follows from U?(λN −M)x = 0
that U?2 Mx = 0. So the original eigenvalue problem is equivalent to the non-square, non-
symmetric eigenvalue problem (

λ

[
N
0

]
−
[

M
U?2 M

])
x = 0, (26)

and we are only looking for eigenvectors in the nullspace of U?2 M . Let

z := V ∗x =:

[
z1
z2

]
be partitioned according to the block structure in (9). Then the eigenvalue problem (26) is
equivalent to the extended eigenvalue problem[

V ? 0
0 I

](
λ

[
N
0

]
−
[

M
U?2 M

])
V z

=

λ
 N11 N12

σNN
?
12 N22

0 0

−
 M11 M12

σMM
?
12 M22

0 M̂22

[ z1
z2

]
= 0.

Clearly then it follows that z2 = 0 and

(λN11 −M11)z1 = 0.

Hence, an eigenvector of λN − M corresponding to a finite eigenvalue has the form x =

V

[
z1
0

]
, where z1 is an eigenvector of the sub-pencil λN11−M11. More generally, the columns

of V

[
In1

0

]
form an orthonormal basis for the deflating subspace of λN −M corresponding

to the finite eigenvalues.
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6 Palindromic and anti-palindromic pencils

Structured pencils that are closely related to those discussed before are the palindromic/anti-
palindromic pencils of the form

λA? − σA

where A is an arbitrary real or complex square matrix, and σ = ±1, see [10, 17] for a detailed
discussion of the relationship. Assume further that the eigenvalue σ (if it occurs) is semi-
simple, which corresponds to the regular and index at most one property for the structured
pencils discussed before. Applying a Cayley transformation, see [10, 11], the pencil λN −M
with

N := A? − σA = −σN?, M := A? + σA = σM?

is a structured pencil of the form (1) with σN = −σ and σM = σ, and the semi-simple
eigenvalue σ becomes the eigenvalue ∞ and the pencil has index at most one. To this pencil
we can apply the discussed transformations V,U as defined in (3) and (7). Then

U?(A? − σA) =

[
N1

0

]
, U?(A? + σA) =

[
M1

M2

]
.

Partitioning

AU =
[
A1 A2

]
, U?A =

[
B1

B2

]
conformably, one has[

N1

0

]
=

[
A?1 − σB1

A?2 − σB2

]
,

[
M1

M2

]
=

[
A?1 + σB1

A?2 + σB2

]
,

and hence
A?2 = σB2, M2 = 2σB2,

Furthermore, applying V to M2, we obtain M2V =
[

0 M̂22

]
, and hence B2V =

[
0 B̂22

]
with B̂22 = σM̂22/2.

Setting

V ?AV =

[
A11 A12

A21 A22

]
,

then

V ?(λN −M)V = λ

[
A?11 − σA11 A?21 − σA12

A?12 − σA21 A?22 − σA22

]
−
[
A?11 + σA11 A?21 + σA12

A?12 + σA21 A?22 + σA22

]
,

and thus
λN11 −M11 = λ(A?11 − σA11)− (A?11 + σA11)

is the sub-pencil of λN −M with the finite eigenvalues only. By taking the inverse Cayley
transformation, this is equivalent to the property that the palindromic sub-pencil

λA?11 − σA11

contains all the eigenvalues of λA? − σA except the eigenvalue σ, which has been deflated.
It should be noted though that the Cayley transformation or its inverse may lead to

cancelation errors if there are eigenvalues close to σ but not equal to σ.
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7 Numerical Examples

In this section we present several numerical tests to compare the computed finite eigenvalues
of the sub-pencils generated by the three methods: structured unitary equivalence transforma-
tion, Schur complement transformation, and the non-structured equivalence transformation.
All the tests were performed in Matlab ([12]) with double precision. All the tested pencils
were real, and we use relative errors to measure the accuracy of the computed finite eigen-
values, where the ”exact” eigenvalues are computed with the Matlab code eig in extended
precision vpa. The tested pencils are all skew-symmetric/symmetric. The finite eigenvalues
of the sub-pencil extracted with the two structure preserving methods are computed with
the MEX code skewHamileig ([2, 3]). If the pencil associated with the finite eigenvalues was
extracted via non-structured equivalence transformations, we use the matlab code qz. We
also display the quantities Θmin, δf , εf , ε∞, as well as ρ defined in (19). Since Θ̃min and Θ̂min

are always very close to Θmin, we did not display them. We do not show δ∞ either, since it
is the same as ε∞.

The following quantities were produced from the numerical tests.

• Eumax, Esmax, Ehmax: The maximum relative error of the finite eigenvalues for a given
pencil with the structured unitary equivalence transformation method, the Schur com-
plement method, and the nonstructured equivalence transformation method, respec-
tively.

• Eumin, Esmin, Ehmin: The minimum relative error of the finite eigenvalues for a given
pencil with the structured unitary equivalence transformation method, the Schur com-
plement method, and the nonstructured equivalence transformation method, respec-
tively.

• EuGM , EsGM , EhGM : The geometric mean of the relative errors of the finite eigenvalues
for a given pencil with the structured unitary equivalence transformation method, the
Schur complement method, and the nonstructured equivalence transformation method,
respectively.

• Rehat: The maximum real part of the eigenvalues computed by the nonstructured equiv-
alence transformation method, in the case when all the exact finite eigenvalues are purely
imaginary.

Example 1 We tested a set of skew-symmetric/symmetric pencils XT (λN −M)X, where

N =


0 1 0 0
−1 0 0 0
0 0 0 β
0 0 −β 0

⊕ 0, M =


2

3
3

2

⊕
 100 √

α
α

 ,
and X is a randomly generated nonsingular matrix. The finite eigenvalues of such a pencil
are always ±i

√
6 and ±i

√
6/β, independent of X and α. If β is small in modulus, then N

is close to a singular matrix, and when α is small in modulus, then it can be expected that
the eigenvalue infinity part will affect the finite eigenvalues. Note that when β = 1, then the
pencil has two pairs of double eigenvalues.

We have performed the computations 10 times for each pair of (α, β) where each time a
different random X is generated. Tables 1a, 1b, 1c, and 1d show the results for each pair
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of (α, β). The three methods determine the finite eigenvalues with about the same order
of relative errors. The non-structured method produces slightly less accurate eigenvalues.
Because it forms non-structured sub-pencils, the computed eigenvalues are no longer purely
imaginary. The real parts of the computed finite eigenvalues grow as |β| is getting smaller.
For all three methods, in this example the errors seem insensitive to the value of α, while
they increase when |β| decreases. However, α does affect the deflating subspace associated
with the finite eigenvalues.

1 2 3 4 5 6 7 8 9 10
Eumax 4e− 15 9e− 15 2e− 14 4e− 14 6e− 14 6e− 14 7e− 14 8e− 14 2e− 13 4e− 13
Esmax 7e− 15 4e− 14 1e− 14 6e− 14 6e− 14 6e− 14 7e− 14 1e− 13 6e− 14 5e− 13
Ehmax 1e− 14 8e− 14 2e− 14 1e− 13 6e− 14 8e− 14 6e− 14 2e− 13 1e− 12 5e− 13
Eumin 2e− 15 9e− 15 3e− 15 1e− 14 5e− 15 6e− 15 2e− 14 1e− 14 9e− 16 3e− 15
Esmin 0 1e− 14 5e− 15 9e− 15 4e− 15 4e− 15 2e− 14 6e− 15 4e− 15 4e− 15
Ehmin 1e− 15 4e− 14 1e− 14 1e− 14 6e− 15 3e− 15 5e− 15 9e− 14 6e− 15 2e− 15
EuGM 2e− 15 9e− 15 8e− 15 2e− 14 2e− 14 2e− 14 3e− 14 3e− 14 1e− 14 3e− 14
EsGM 0 2e− 14 8e− 15 2e− 14 2e− 14 2e− 14 4e− 14 3e− 14 2e− 14 4e− 14
EhGM 4e− 15 6e− 14 2e− 14 4e− 14 2e− 14 2e− 14 2e− 14 1e− 13 8e− 14 4e− 14
Rehat 2e− 14 2e− 13 2e− 14 2e− 13 1e− 14 4e− 14 9e− 15 2e− 13 4e− 13 1e− 13
εf 3e− 11 3e− 11 2e− 12 2e− 11 4e− 11 4e− 11 1e− 11 2e− 11 1e− 10 7e− 11
δf 3e− 11 2e− 11 2e− 12 7e− 12 2e− 11 2e− 11 1e− 11 2e− 11 1e− 10 6e− 11
ε∞ 6e− 16 6e− 16 5e− 16 7e− 16 5e− 16 5e− 16 3e− 16 3e− 16 2e− 16 5e− 16
Θ 6e− 01 2e− 01 2e− 01 2e− 01 8e− 02 3e− 01 2e− 01 8e− 02 8e− 02 1e− 01
ρ 1.4 4.7 4.0 6.4 13 3.5 6.5 13 13 7.6

Table 1a (α, β) = (10−3, 1): Eigenvalue errors, errors in deflating subspaces, Θ, ρ

1 2 3 4 5 6 7 8 9 10
Eumax 8e− 13 3e− 12 6e− 12 7e− 12 9e− 12 2e− 11 8e− 11 8e− 11 3e− 10 2e− 09
Esmax 3e− 12 3e− 12 7e− 12 9e− 12 4e− 11 3e− 11 4e− 11 4e− 11 6e− 10 2e− 09
Ehmax 8e− 12 7e− 11 3e− 10 8e− 12 1e− 10 3e− 11 1e− 10 4e− 11 1e− 09 3e− 09
Eumin 6e− 14 4e− 16 8e− 14 4e− 13 2e− 14 9e− 15 9e− 13 3e− 15 5e− 16 1e− 11
Esmin 6e− 14 7e− 16 3e− 14 2e− 13 2e− 15 9e− 15 1e− 12 6e− 15 7e− 16 1e− 11
Ehmin 5e− 14 4e− 14 2e− 12 4e− 13 4e− 14 8e− 15 9e− 13 9e− 15 2e− 15 1e− 11
EuGM 2e− 13 3e− 14 7e− 13 2e− 12 4e− 13 4e− 13 9e− 12 5e− 13 4e− 13 2e− 10
EsGM 4e− 13 5e− 14 4e− 13 1e− 12 3e− 13 5e− 13 8e− 12 5e− 13 7e− 13 1e− 10
EhGM 6e− 13 2e− 12 2e− 11 2e− 12 2e− 12 5e− 13 1e− 11 6e− 13 2e− 12 2e− 10
Rehat 2e− 06 3e− 06 7e− 05 2e− 06 2e− 05 7e− 06 1e− 05 1e− 05 3e− 04 6e− 04
εf 1e− 08 8e− 08 5e− 08 8e− 10 2e− 07 1e− 07 1e− 07 1e− 07 4e− 07 6e− 06
δf 1e− 08 8e− 08 5e− 08 8e− 10 2e− 07 1e− 07 1e− 07 1e− 07 4e− 07 6e− 06
ε∞ 2e− 12 2e− 11 6e− 12 6e− 12 4e− 11 1e− 11 7e− 12 6e− 12 1e− 10 3e− 11
Θ 2e− 01 3e− 01 2e− 01 1e− 01 1e− 01 1e− 01 5e− 02 1e− 01 8e− 02 6e− 03
ρ 4.2 3.1 6.1 9.8 8.6 7.2 19 8.3 12 165

Table 1b (α, β) = (10−3, 10−5): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

1 2 3 4 5 6 7 8 9 10
Eumax 3e− 15 4e− 15 4e− 15 6e− 15 7e− 15 9e− 15 9e− 15 9e− 15 4e− 14 6e− 14
Esmax 1e− 15 4e− 15 8e− 15 5e− 15 4e− 15 8e− 15 4e− 15 2e− 14 2e− 14 4e− 14
Ehmax 3e− 14 8e− 15 3e− 14 4e− 15 5e− 15 2e− 14 3e− 14 3e− 14 4e− 14 3e− 14
Eumin 7e− 16 9e− 16 2e− 16 7e− 16 0 2e− 15 5e− 15 4e− 15 5e− 15 2e− 15
Esmin 2e− 16 4e− 16 1e− 15 9e− 16 1e− 15 1e− 15 2e− 15 3e− 15 2e− 14 3e− 15
Ehmin 4e− 16 4e− 15 3e− 15 2e− 15 4e− 15 4e− 15 4e− 15 1e− 15 8e− 15 1e− 14
EuGM 2e− 15 2e− 15 9e− 16 2e− 15 0 5e− 15 6e− 15 6e− 15 1e− 14 1e− 14
EsGM 5e− 16 1e− 15 3e− 15 2e− 15 2e− 15 3e− 15 3e− 15 8e− 15 2e− 14 1e− 14
EhGM 3e− 15 5e− 15 1e− 14 3e− 15 4e− 15 9e− 15 1e− 14 7e− 15 2e− 14 2e− 14
Rehat 3e− 14 2e− 14 3e− 14 3e− 15 1e− 14 1e− 14 3e− 14 7e− 15 3e− 14 3e− 14
εf 5e− 08 4e− 08 1e− 07 2e− 07 2e− 08 2e− 07 4e− 07 1e− 07 1e− 06 4e− 07
δf 4e− 08 3e− 08 1e− 07 9e− 08 2e− 08 1e− 07 3e− 07 1e− 07 6e− 07 3e− 07
ε∞ 2e− 16 5e− 16 3e− 16 3e− 16 3e− 16 7e− 16 3e− 16 2e− 16 2e− 15 5e− 16
Θ 2e− 01 7e− 01 3e− 01 2e− 01 4e− 01 3e− 01 2e− 01 7e− 02 2e− 01 2e− 01
ρ 4.6 1.2 3.7 5.8 2.4 3.8 4.9 14 4.6 5.0

Table 1c (α, β) = (10−7, 1): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ
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1 2 3 4 5 6 7 8 9 10
Eumax 1e− 12 2e− 12 9e− 12 3e− 11 3e− 11 3e− 11 52e− 11 9e− 11 1e− 10 2e− 10
Esmax 2e− 11 2e− 12 7e− 12 5e− 12 2e− 11 3e− 11 7e− 11 1e− 10 8e− 11 1e− 10
Ehmax 2e− 11 3e− 11 3e− 11 7e− 11 3e− 10 1e− 10 6e− 11 1e− 10 9e− 11 1e− 10
Eumin 5e− 16 1e− 15 2e− 15 1e− 13 4e− 15 2e− 15 9e− 14 1e− 14 3e− 13 1e− 15
Esmin 2e− 15 1e− 14 9e− 16 2e− 13 5e− 15 3e− 15 4e− 14 4e− 15 2e− 13 6e− 15
Ehmin 6e− 15 9e− 14 7e− 15 3e− 13 3e− 14 1e− 14 7e− 14 5e− 15 7e− 13 1e− 14
EuGM 3e− 14 4e− 14 1e− 13 2e− 12 4e− 13 3e− 13 2e− 12 1e− 12 5e− 12 4e− 13
EsGM 2e− 13 1e− 13 8e− 14 9e− 13 3e− 13 3e− 13 2e− 12 7e− 13 4e− 12 8e− 13
EhGM 3e− 13 2e− 12 8e− 13 5e− 12 2e− 12 1e− 12 2e− 12 8e− 13 8e− 12 1e− 12
Rehat 4e− 06 6e− 06 2e− 05 1e− 05 6e− 05 2e− 05 4e− 06 2e− 05 2e− 05 2e− 05
εf 2e− 04 4e− 04 1e− 03 4e− 04 2e− 03 5e− 04 2e− 03 2e− 04 1e− 04 2e− 04
δf 2e− 04 4e− 04 1e− 03 4e− 04 2e− 03 5e− 04 2e− 03 2e− 04 1e− 04 2e− 04
ε∞ 6e− 12 2e− 12 2e− 11 9e− 12 3e− 11 2e− 11 1e− 11 3e− 11 4e− 11 3e− 11
Θ 3e− 01 2e− 01 5e− 01 5e− 02 1e− 01 4e− 01 7e− 02 5e− 02 2e− 01 7e− 02
ρ 3.8 5.6 1.7 21 10 2.5 14 20 4.0 14

Table 1d (α, β) = (10−7, 10−5): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

Example 2 We tested a set of skew-symmetric/symmetric pencils XT (λN −M)X, where

N =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

⊕ 0, M =


2 0 β 0
0 −2 0 β
β 0 0 0
0 β 0 0

⊕
 100 √

α
α

 ,
and X is a randomly generated matrix. The finite eigenvalues of such a pencil are always ±β
with both algebraic and geometric multiplicities of 2.

When |β| is tiny, then all the finite eigenvalues are close to zero and the eigenvalue con-
dition number is expected to increase. Tables 2a, 2b, 2c, and 2d display the results for 4
different sets of (α, β) (with 10 pencils for each set as in Example 1), illustrating that the
three methods have essentially the same accuracy. The results also show that the relative
errors do increase when |β| is getting tiny, and that again, the choice of α does not affect the
accuracy very much. For this example, no method yields finite eigenvalues that are exactly
real.

1 2 3 4 5 6 7 8 9 10
Eumax 2e− 15 2e− 14 2e− 14 2e− 14 2e− 14 2e− 14 3e− 14 5e− 14 6e− 14 7e− 12
Esmax 2e− 15 3e− 14 3e− 14 9e− 16 2e− 14 2e− 14 4e− 14 9e− 14 7e− 14 3e− 12
Ehmax 2e− 14 6e− 14 6e− 14 5e− 14 2e− 13 2e− 14 9e− 14 6e− 14 2e− 13 6e− 12
Eumin 2e− 15 2e− 14 2e− 14 2e− 14 2e− 14 2e− 15 9e− 15 2e− 14 2e− 14 2e− 14
Esmin 9e− 16 3e− 14 6e− 15 9e− 16 2e− 14 7e− 15 2e− 14 2e− 14 2e− 15 5e− 14
Ehmin 2e− 15 8e− 15 2e− 14 5e− 16 1e− 14 5e− 16 7e− 15 6e− 14 1e− 14 0
EuGM 2e− 15 2e− 14 2e− 14 2e− 14 2e− 14 6e− 15 2e− 14 3e− 14 3e− 14 4e− 13
EsGM 2e− 15 3e− 14 2e− 14 9e− 16 2e− 14 9e− 15 3e− 14 4e− 14 41e− 14 4e− 13
EhGM 5e− 15 3e− 14 3e− 14 8e− 15 4e− 14 5e− 15 3e− 14 6e− 14 4e− 14 0
εf 8e− 12 9e− 11 9e− 12 2e− 11 4e− 11 4e− 12 5e− 12 3e− 11 9e− 12 2e− 10
δf 4e− 12 4e− 11 9e− 12 1e− 11 2e− 11 4e− 12 4e− 12 2e− 11 6e− 12 2e− 10
ε∞ 4e− 16 5e− 16 6e− 16 3e− 16 4e− 16 4e− 16 2e− 16 5e− 16 3e− 16 5e− 16
Θ 3e− 01 3e− 01 5e− 01 2e− 01 3e− 01 3e− 01 3e− 01 5e− 01 2e− 01 3e− 02
ρ 4 4 3 8 5 5 4 3 6 40

Table 2a (α, β) = (10−3, 1): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ
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1 2 3 4 5 6 7 8 9 10
Eumax 9e− 05 2e− 04 2e− 04 3e− 04 4e− 04 4e− 04 5e− 04 7e− 04 3e− 03 2e− 02
Esmax 5e− 05 5e− 04 5e− 05 2e− 04 3e− 04 3e− 04 6e− 04 2e− 04 2e− 03 6e− 03
Ehmax 2e− 04 3e− 04 2e− 04 6e− 03 4e− 04 2e− 03 2e− 03 2e− 03 4e− 03 3e− 02
Eumin 9e− 05 2e− 04 5e− 06 7e− 05 4e− 04 5e− 05 5e− 04 5e− 05 2e− 05 2e− 04
Esmin 5e− 05 4e− 05 5e− 05 2e− 04 3e− 04 5e− 05 6e− 04 2e− 04 5e− 05 2e− 04
Ehmin 2e− 04 3e− 04 9e− 06 2e− 04 4e− 04 2e− 04 3e− 05 4e− 05 7e− 04 9e− 04
EuGM 9e− 05 2e− 04 3e− 05 2e− 04 4e− 04 2e− 04 5e− 04 2e− 04 2e− 04 2e− 03
EsGM 5e− 05 2e− 04 5e− 05 2e− 04 3e− 04 2e− 04 6e− 04 2e− 04 3e− 04 8e− 04
EhGM 2e− 04 3e− 04 5e− 05 9e− 04 4e− 04 4e− 04 3e− 04 2e− 04 2e− 03 5e− 03
εf 2e− 12 3e− 11 5e− 12 4e− 11 2e− 11 2e− 11 5e− 11 6e− 12 2e− 11 2e− 10
δf 2e− 13 2e− 11 4e− 12 2e− 11 2e− 11 2e− 11 4e− 11 5e− 12 1e− 11 7e− 11
ε∞ 3e− 16 4e− 16 3e− 16 4e− 16 4e− 16 3e− 16 3e− 16 5e− 16 4e− 16 7e− 16
Θ 5e− 01 5e− 01 3e− 01 4e− 01 2e− 01 3e− 01 7e− 02 3e− 01 2e− 01 2e− 02
ρ 3 3 5 4 9 5 20 4 6 80

Table 2b (α, β) = (10−3, 10−5): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

1 2 3 4 5 6 7 8 9 10
Eumax 9e− 15 1e− 14 1e− 14 2e− 14 3e− 14 3e− 14 5e− 14 5e− 14 2e− 13 4e− 13
Esmax 2e− 14 9e− 15 3e− 14 2e− 14 3e− 14 5e− 14 3e− 14 2e− 13 2e− 14 4e− 13
Ehmax 2e− 14 2e− 14 3e− 13 3e− 13 2e− 13 1e− 14 6e− 14 2e− 13 3e− 13 4e− 13
Eumin 6e− 15 1e− 14 7e− 15 2e− 14 3e− 14 3e− 14 4e− 15 5e− 14 4e− 15 8e− 15
Esmin 2e− 15 3e− 15 6e− 15 2e− 14 3e− 14 3e− 15 2e− 15 4e− 15 2e− 14 7e− 15
Ehmin 9e− 15 7e− 15 3e− 14 6e− 15 3e− 14 7e− 15 3e− 15 2e− 13 2e− 15 7e− 15
EuGM 7e− 15 1e− 14 9e− 15 2e− 14 3e− 14 3e− 14 2e− 14 5e− 14 3e− 14 6e− 14
EsGM 5e− 15 5e− 15 2e− 14 2e− 14 3e− 14 2e− 14 8e− 15 3e− 14 2e− 14 5e− 14
EhGM 2e− 14 2e− 14 6e− 14 5e− 14 7e− 14 8e− 15 2e− 14 2e− 13 3e− 14 5e− 14
εf 9e− 08 5e− 07 9e− 08 2e− 07 9e− 07 2e− 07 5e− 07 2e− 08 2e− 07 7e− 07
δf 7e− 08 2e− 07 9e− 08 9e− 08 3e− 07 1e− 07 5e− 07 8e− 09 5e− 08 7e− 07
ε∞ 5e− 16 3e− 16 4e− 16 7e− 16 4e− 16 3e− 16 3e− 16 4e− 16 3e− 16 6e− 16
Θ 3e− 01 5e− 01 2e− 01 7e− 01 3e− 01 7e− 02 3e− 01 7e− 02 5e− 01 2e− 01
ρ 5e 3 9 2 4 20 5 20 2 8

Table 2c (α, β) = (10−7, 1): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

1 2 3 4 5 6 7 8 9 10
Eumax 3e− 05 3e− 05 5e− 05 2e− 04 3e− 04 4e− 04 7e− 04 3e− 03 1e− 01 2e− 01
Esmax 8e− 06 3e− 05 6e− 05 2e− 04 6e− 04 4e− 04 8e− 04 2e− 03 3e− 02 3e− 01
Ehmax 5e− 04 4e− 05 4e− 03 8e− 04 2e− 03 4e− 04 3e− 03 2e− 03 8e− 02 2e + 00
Eumin 2e− 06 3e− 05 5e− 05 2e− 04 1e− 04 4e− 04 7e− 04 3e− 05 5e− 05 9e− 05
Esmin 8e− 06 3e− 05 6e− 05 2e− 04 7e− 05 4e− 04 8e− 04 6e− 05 4e− 05 2e− 03
Ehmin 2e− 05 4e− 05 2e− 04 2e− 04 3e− 04 4e− 04 7e− 04 4e− 04 9e− 05 2e− 04
EuGM 6e− 06 3e− 05 5e− 05 2e− 04 2e− 04 4e− 04 7e− 04 3e− 04 3e− 03 4e− 03
EsGM 8e− 06 3e− 05 6e− 05 2e− 04 2e− 04 4e− 04 8e− 04 3e− 04 2e− 03 2e− 02
EhGM 9e− 05 4e− 05 8e− 04 4e− 04 7e− 04 4e− 04 2e− 03 9e− 04 3e− 03 2e− 02
εf 4e− 08 2e− 08 5e− 07 5e− 07 2e− 07 7e− 07 2e− 07 6e− 07 9e− 07 2e− 06
δf 3e− 08 3e− 08 4e− 07 5e− 07 3e− 07 8e− 07 2e− 07 3e− 07 4e− 07 2e− 06
ε∞ 2e− 16 1e− 15 3e− 16 7e− 16 4e− 16 7e− 16 3e− 16 5e− 16 6e− 16 3e− 16
Θ 2e− 01 5e− 01 6e− 01 2e− 01 1e− 01 8e− 02 7e− 02 6e− 02 2e− 02 5e− 03
ρ 6 3 2 5 20 20 20 20 90 300

Table 2d (α, β) = (10−7, 10−5): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

Example 3 For skew-symmetric/symmetric pencils of the form XT (λN −M)X, where

N =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⊕ 0, M =


2 0 β 0
0 −2 0 β
β 0 0 0
0 β 0 0

⊕
 100 √

α
α

 ,
and X being a randomly generated nonsingular matrix, the finite eigenvalues of such are
always ±β with both algebraic and geometric multiplicities of 2.

The numerical results are similar to those of Example 2 and are not presented here.
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Example 4 For skew-symmetric/symmetric pencils of the form XT (λN −M)X, where

N =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⊕ 0, M =


0 0 β 1
0 0 0 β
β 0 0 0
1 β 0 0

⊕
 100 √

α
α

 ,
and X a randomly generated nonsingular matrix, there exist two 2× 2 Jordan blocks, one for
eigenvalue β and another for −β.

In this case it is expected that the computed finite eigenvalues have big errors due the
Jordan blocks, and when |β| becomes smaller, then the errors will get larger. Our numerical
results presented in Tables 3a and 3b confirm these expectations for two sets of (α, β).

1 2 3 4 5 6 7 8 9 10
Eumax 8e− 08 8e− 08 9e− 08 1e− 07 2e− 07 2e− 07 2e− 07 2e− 07 2e− 07 1e− 06
Esmax 2e− 07 4e− 08 7e− 08 6e− 08 1e− 07 2e− 07 5e− 08 2e− 07 2e− 07 8e− 07
Ehmax 2e− 07 8e− 08 2e− 07 2e− 07 2e− 07 4e− 07 3e− 07 4e− 07 6e− 07 2e− 06
Eumin 8e− 08 8e− 08 9e− 08 1e− 07 2e− 07 2e− 07 2e− 07 2e− 07 2e− 07 1e− 06
Esmin 2e− 07 4e− 08 7e− 08 6e− 08 1e− 07 2e− 07 5e− 08 2e− 07 2e− 07 8e− 07
Ehmin 8e− 08 7e− 08 2e− 07 4e− 08 2e− 07 3e− 07 3e− 07 2e− 07 5e− 07 1e− 06
EuGM 8e− 08 8e− 08 9e− 08 1e− 07 2e− 07 2e− 07 2e− 07 2e− 07 2e− 07 1e− 06
EsGM 2e− 07 4e− 08 7e− 08 6e− 08 1e− 07 2e− 07 5e− 08 2e− 07 2e− 07 8e− 07
EhGM 2e− 07 7e− 08 2e− 07 7e− 08 2e− 07 3e− 07 3e− 07 3e− 07 5e− 07 2e− 06
εf 2e− 09 2e− 09 3e− 09 8e− 10 3e− 10 8e− 11 7e− 09 3e− 10 4e− 09 3e− 09
δf 1e− 09 3e− 09 3e− 09 9e− 10 4e− 10 2e− 10 2e− 09 3e− 10 2e− 09 3e− 09
ε∞ 5e− 16 4e− 16 4e− 16 2e− 15 1e− 15 3e− 16 5e− 16 6e− 16 3e− 16 8e− 16
Θ 3e− 01 4e− 01 4e− 01 6e− 01 2e− 01 3e− 01 2e− 01 5e− 01 1e− 01 2e− 01
ρ 5 3 3 2 7 5 7 2 20 10

Table 3a (α, β) = (10−5, 1): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

1 2 3 4 5 6 7 8 9 10
Eumax 5e− 02 6e− 02 7e− 02 8e− 02 1e− 01 1e− 01 2e− 01 3e− 01 4e− 01 5e− 01
Esmax 5e− 02 5e− 02 8e− 02 8e− 02 8e− 02 2e− 01 7e− 02 3e− 01 2e− 01 6e− 01
Ehmax 5e− 02 6e− 02 3e− 01 3e− 01 2e− 01 9e− 02 2e− 01 6e− 01 3e− 01 1e + 00
Eumin 5e− 02 6e− 02 7e− 02 8e− 02 1e− 01 1e− 01 2e− 01 3e− 01 4e− 01 5e− 01
Esmin 5e− 02 5e− 02 8e− 02 8e− 02 8e− 02 2e− 01 7e− 02 3e− 01 2e− 01 5e− 01
Ehmin 2e− 02 3e− 02 2e− 01 9e− 02 5e− 02 8e− 02 2e− 01 3e− 01 3e− 02 2e− 01
EuGM 5e− 02 6e− 02 7e− 02 8e− 02 1e− 01 1e− 01 2e− 01 3e− 01 4e− 01 5e− 01
EsGM 5e− 02 5e− 02 8e− 02 8e− 02 8e− 02 2e− 01 7e− 02 3e− 01 2e− 01 6e− 01
EhGM 3e− 02 5e− 02 3e− 01 2e− 01 8e− 02 9e− 02 2e− 01 5e− 01 9e− 02 4e− 01
εf 3e− 10 9e− 10 1e− 09 2e− 09 3e− 09 2e− 10 1e− 09 3e− 09 5e− 09 3e− 08
δf 3e− 10 8e− 10 4e− 10 2e− 09 2e− 09 3e− 10 6e− 10 3e− 09 2e− 09 3e− 08
ε∞ 4e− 16 7e− 16 5e− 16 6e− 16 3e− 16 9e− 16 2e− 16 4e− 16 7e− 16 5e− 16
Θ 4e− 01 5e− 01 2e− 01 2e− 01 4e− 01 3e− 01 6e− 01 1e− 01 6e− 02 3e− 02
ρ 3 3 6 6 4 5 2 20 20 50

Table 3b (α, β) = (10−5, 10−6): Eigenvalue errors, errors of deflating subspaces, and Θ, ρ

All the numerical tests confirm our expectations obtained from the error analysis and
illustrate that, surprisingly, the Schur complement approach and the approach via orthog-
onal structure preserving transformations deliver the same accuracy, despite possible ill-
conditioning. The unstructured orthogonal transformation, however, shows the expected
problems with purely imaginary eigenvalues.

8 Conclusions

We have presented and analyzed several methods to deflate the infinite eigenvalue part in a
structured regular pencil of index at most one. We have shown via a careful error analysis
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that it is possible to do this deflation via a structure preserving real orthogonal or unitary
transformation as well as with a Schur complement approach. Both methods yield similar
results in the perturbation and error analysis and this is confirmed in the numerical tests.
This is surprising, and counterintuitive to the general wisdom, that unitary transformations
typically perform better than transformations with potentially unbounded transformations.
Nonetheless, we suggest to use the unitary structure preserving transformations, since they
are very much in line with the staircase algorithm. Both methods are definitely preferable to
the non-structured unitary transformation.
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[17] C. Schröder. Palindromic and Even Eigenvalue Problems - Analysis and Numerical
Methods. PhD thesis, Technical University Berlin, Germany, 2008.

[18] V. Sima. Algorithms for Linear-Quadratic Optimization, volume 200 of Pure and Applied
Mathematics. Marcel Dekker, Inc., New York, NY, 1996.

[19] R. C. Thompson. Pencils of complex and real symmetric and skew matrices. Linear
Algebra Appl., 147:323–371, 1991.

[20] P. Van Dooren. A generalized eigenvalue approach for solving Riccati equations. SIAM
J. Sci. Statist. Comput., 2:121–135, 1981.

[21] K. Zhou, J. C. Doyle, and K. Glover. Robust and Optimal Control. Prentice-Hall, Upper
Saddle River, NJ, 1996.

24


