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Abstract

We study the perturbation theory of structured matrices under structured rank one perturba-
tions, with emphasis on matrices that are unitary, orthogonal, or symplectic with respect to an
indefinite inner product. The rank one perturbations are not necessarily of arbitrary small size
(in the sense of norm). In the case of sesquilinear forms, results on selfadjoint matrices can be
applied to unitary matrices by using the Cayley transformation, but in the case of real or complex
symmetric or skew-symmetric bilinear forms additional considerations are necessary. For complex
symplectic matrices, it turns out that generically (with respect to the perturbations) the behavior
of the Jordan form of the perturbed matrix follows the pattern established earlier for unstructured
matrices and their unstructured perturbations, provided the specific properties of the Jordan form
of complex symplectic matrices are accounted for. For instance, the number of Jordan blocks of
fixed odd size corresponding to the eigenvalue 1 or −1 have to be even. For complex orthogonal
matrices, it is shown that the behavior of the Jordan structures corresponding to the original
eigenvalues that are not moved by perturbations follows again the pattern established earlier for
unstructured matrices, taking into account the specifics of Jordan forms of complex orthogonal
matrices. The proofs are based on general results developed in the paper concerning Jordan forms
of structured matrices (which include in particular the classes of orthogonal and symplectic ma-
trices) under structured rank one perturbations. These results are presented and proved in the
framework of real as well as of complex matrices.
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1 Introduction

In this paper, we study rank one perturbations of matrices that are symplectic, orthogonal, or unitary
with respect to an indefinite inner product. This work extends the investigations on matrices with
symmetry structures started in [16] and continued in [17] and [18].
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Let F denote either the field of complex numbers C or the field of real numbers R and let In denote
the n× n identity matrix. The superscript (·)T denotes the transpose and (·)∗ denotes the conjugate
transpose of a matrix or vector. We will sometimes use the superscript (·)? to denote either (·)T or (·)∗.
If H ∈ Fn×n is an invertible matrix inducing an inner product on Fn, then the names of important
classes of matrices A ∈ Fn×n with symmetry structures with respect to that inner product are listed
in the following table.

H∗ = H HT = H HT = −H
F = C, ? = ∗ F ∈ {C,R}, ? = T F ∈ {C,R}, ? = T

A?H = HA H-selfadjoint H-symmetric H-skew-Hamiltonian

A?H = −HA H-skew-adjoint H-skew-symmetric H-Hamiltonian

A?HA = H H-unitary H-orthogonal H-symplectic

Clearly, in the case of a nondegenerate skew-symmetric bilinear form, i.e., if H is invertible, the
dimension n of the space Fn has to be even. A very important special case in applications are the
classes obtained with the matrix

H := J :=

[
0 In
−In 0

]
.

In this case one typically drops the prefix “H-” in the name of the matrix classes. Hamiltonian and
symplectic matrices occur in control theory, in particular linear quadratic and H∞ optimal control,
see for example [3, 19, 27] and the references therein, and in mechanics [9].

In recent years, the theory of low rank perturbations of matrices, operators, and matrix polynomials
has been developed starting in the 1980’s with [11, 13, 26]; and later works in this area include
[1, 4, 5, 6, 21, 22, 23, 24]. Structured rank one perturbations of complex H-Hamiltonian and complex
H-symmetric matrices have been discussed in [16], while H-selfadjoint matrices have been considered
in [17]. The case of H-skew-adjoint matrices can be easily reduced to the case of H-selfadjoint matrices
by multiplication with the imaginary unit, since A is H-skew-adjoint if and only if iA is H-selfadjoint.
This trick is not possible in the case of bilinear forms, but here structured rank one perturbations
for H-skew-Hamiltonian or H-skew-symmetric matrices do not make sense, because those matrices
always have even rank and thus a nontrivial H-skew-Hamiltonian or H-skew-symmetric perturbation
will necessarily have rank two at least. Therefore, in [12] the class of H-positive-real matrices was
considered instead of the class of H-skew-symmetric matrices. This approach allowed the study of
H-positive-real rank one perturbations of H-skew-symmetric matrices.

The classes of H-unitary, H-orthogonal, and H-symplectic matrices can be linked to H-selfadjoint,
H-skew-symmetric, and H-Hamiltonian matrices via the so-called Cayley transformations that we
will review in Section 2. These transformations can be used to carry over all results on H-selfadjoint
matrices to H-unitary matrices and all results on H-Hamiltonian matrices to most H-symplectic
matrices, excluding only those that have both the eigenvalues 1 and −1. The case of H-orthogonal
matrices, however, takes a special role, because H-skew-symmetric matrices do not allow structured
rank one perturbations. In contrast, structured rank one perturbations of H-orthogonal matrices are
possible as we will show in Section 3, where we will also include two surprising examples illustrating
the effect of structured rank one perturbations on H-orthogonal matrices.

Since the approach via the Cayley transformation cannot be used in that case, we will use a different
approach to analyze the effects of structured rank one perturbations using canonical forms that we
will present in Section 4. Based on these forms, we present three general results on generic structured
rank one perturbations in Section 5 that we will apply to H-orthogonal and H-symplectic matrices in
Sections 6 and 7. In Section 8, we then investigate the simplicity of new eigenvalues of the perturbed
matrices from Sections 6 and 7.

Throughout the paper, we use of the following notation: The spectrum of a matrix A ∈ Fn×n is
denoted by σ(A). The symbols Rn and Σn denote the n × n reverse identity and the n × n reverse
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identity with alternating signs, respectively, i.e.,

Rn =

 0 1

. .
.

1 0

 , Σn =

 0 (−1)0

. .
.

(−1)n−1 0

 .
For a0, . . . , an−1 ∈ C we denote by

Toep(a0, . . . , an−1) :=


a0 a1 . . . an−1

0 a0
. . .

...

0 0
. . . a1

0 0 0 a0

 (1.1)

the n × n upper triangular Toeplitz matrix with
[
a0 · · · an−1

]
as its first row. A special case

is Jn(λ) = Toep(λ, 1, 0, . . . , 0) that is the upper triangular n × n Jordan block associated with the
eigenvalue λ. It is well known that a matrix T commutes with Jn(λ) if and only if T is of the
form (1.1), see [8]. The unit coordinate column vector with 1 in the ith position and zeros elsewhere
will be denoted by ei ∈ Rn (n is understood from context).

2 Cayley transformations

In this section, we review the Cayley transformations. Recall (see, e.g., [10]) that if α,w ∈ C satisfy
|α| = 1 and w 6= w, then for a matrix A ∈ Cn×n with w 6∈ σ(A) its Cayley transformation is given by

U := Cα,w(A) := α(A− wIn)(A− wIn)−1 (2.1)

and satisfies α 6∈ σ(U). Its inverse transformation is given by the formula

A := C−1
α,w(U) := (wU − wαIn)(U − αIn)−1, (2.2)

which can be applied to all matrices U that do not have α as an eigenvalue. It is well known that
if A and U are related by one of the formulas (2.1) or (2.2), then A is H-selfadjoint if and only if U
is H-unitary. Cleary for any H-selfadjoint matrix A the parameter w can be chosen such that w is
not in the spectrum of A and similarly for any H-unitary matrix U one can choose α excluding all
unimodular eigenvalues of U . Moreover, if U = Cα,w(A) and U ′ = Cα,w(A′) then

U ′ − U = α(A′ − wIn)−1
(
(A′ − wIn)(A− wIn)− (A′ − wIn)(A− wIn)

)
(A− wIn)−1

= α(w − w)(A′ − wIn)−1(A′ −A)(A− wIn)−1.

Thus, U ′ is a rank one perturbation of U if and only if A′ is a rank one perturbation of A. Therefore,
we obtain the following result:

Meta-Theorem: For any theorem on structured rank one perturbations for H-selfadjoint matrices,
there is a corresponding result for H-unitary matrices.

We refrain from explicitly listing all those results, but refer the reader to the H-selfadjoint case
discussed in [17] instead.

In the case of bilinear forms, the situation is different. Here, only the classical Cayley transforma-
tions

C+1(A) := (A+ In)(A− In)−1, C−1(A) := (A− In)(A+ In)−1
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that are inverses of each other, map H-Hamiltonian or H-skew-symmetric matrices to H-symplectic or
H-orthogonal matrices, respectively. Clearly, Cµ(A) is only defined if µ ∈ {+1,−1} is not an eigenvalue
of A. Elementary calculations for U = Cµ(A) and U ′ = Cµ(A′) yield

U ′ − U = 2µ(A′ − µIn)−1(A−A′)(A− µIn)−1, (2.3)

so again U ′ is a rank one perturbation of U if and only if A′ is a rank one perturbation of A. Again, we
can use this observation to carry over results on structured rank one perturbations from H-Hamiltonian
matrices to H-symplectic matrices, but only in the case, where our H-symplectic matrix under con-
sideration does not have both +1 and −1 as eigenvalues. In the case of H-orthogonal matrices, the
Cayley transformations are of no use for the investigation of structured rank one perturbations, be-
cause H-skew-symmetric matrices of rank one do not exist. (At first sight, formula (2.3) may look like
being a contradiction then, because rank one perturbations of H-orthogonal matrices do exist as we
will show in Section 3. However, a closer look at the results presented in the following sections reveals
that if U ′ and U are H-orthogonal such that U ′ −U has rank one, then both +1 and −1 occur in the
union of the spectra of U ′ and U , so the formula cannot be applied in that case.)

3 H-orthogonal matrices: two surprising examples

In this section, we illustrate the effect of structured rank one perturbations on H-orthogonal matrices,
where H is an invertible complex symmetric matrix. We start with a lemma that characterizes
structured rank one perturbations of H-orthogonal matrices.

Lemma 3.1 Let H ∈ Fn×n be an invertible symmetric matrix, and suppose that Ũ , U ∈ Fn×n are
H-orthogonal. If rank(U − Ũ) = 1, then there exists a vector u ∈ Fn such that uTHu 6= 0 and

Ũ = (I − 2

uTHu
uuTH)U. (3.1)

Conversely, for any u ∈ Fn with uTHu 6= 0, such a matrix Ũ is H-orthogonal.

Proof. Since Ũ −U has rank one, there exists two nonzero vectors u, v ∈ Fn such that Ũ = U + uvT .
Writing out the identity ŨTHŨ −H = 0 in terms of U and u, v, we obtain

UTHuvT + vuTHU + vuTHuvT = 0.

Multiplying this equation from the right by v, we obtain

UTHuvT v + vuTHUv + vuTHuvT v = (vT v) · (UTHu) + (uTHUv + uTHuvT v) · v = 0. (3.2)

This identity states that the vectors UTHu and v are linearly dependent. Since v is nonzero, this
implies the existence of a constant c such that cv = UTHu, in fact,

c = −u
THUv

vT v
− uTHu

by (3.2). Replacing in the latter expression the formula uTHU with cvT , we see that c = −c−uTHu,

i.e., c = −u
THu
2 . In particular, uTHu 6= 0 (otherwise UTHu and thus u would be zero), and also

formula (3.1) follows.
Conversely, we have

(I − 2

uTHu
uuTH)TH(I − 2

uTHu
uuTH) =

= H − 4

uTHu
HuuTH +

4

(uTHu)2
HTuuTHuuTH = H,

i.e., (I − 2
uTHu

uuTH) is H-orthogonal which implies the H-orthogonality of Ũ in (3.1).
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Remark 3.2 Let H ∈ Fn×n be invertible and symmetric and u ∈ Fn with uTHu 6= 0. Setting

EH := I − 2

uTHu
uuTH, (3.3)

it is an easy computation to see that E2
H = I, i.e., EH is its own inverse, and

detEH = det(I − 2

uTHu
uuTH) = 1− 2

uTHu
(uTHu) = −1.

The fact that detEH = −1 has an important consequence. It is well known that the group of
real H-orthogonal matrices has four connected components if H is indefinite and has two connected
components if H is (positive or negative) definite; see, e.g. [10, Section 6.5], whereas the group
of complex H-orthogonal matrices has two connected components characterized by the value of the
determinant that can assume the two values 1 and −1. (This fact can be deduced from a topological
isomorphism between group of complex I-orthogonal n × n matrices and the product of the real I-
orthogonal n×n group with Rn(n−1)/2, see for example[20, Section 1.4].) Since detEH = −1, it follows

that a rank one perturbation S̃ = EHS will result in a change of the sign of the determinant, i.e., the
perturbed matrix will be from a different connected component than the original one. In particular
this means that there do not exist structured rank one perturbations of arbitrarily small norm, because
a perturbation of sufficiently small norm would stay in the component of the original matrix.

The following examples illustrate the interesting effect of structured rank one perturbations of H-
orthogonal matrices.

Example 3.3 Consider the matrices

S =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 , H =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 .
Then S is H-orthogonal and detS = 1. If u ∈ F4 is such that uTHu 6= 0 and E is as in (3.3), then

generically S̃ = ES has the Jordan canonical form
1 1 0 0
0 1 1 0
0 0 1 0
0 0 0 −1

 .
This is in contrast to the case of unstructured perturbations which generically would have resulted
in a Jordan canonical form with one 2 × 2 block associated with the eigenvalue 1 and two simple
eigenvalues distinct from 1, see [16, 21].

To explain this phenomenon, we shall show that in this example there is indeed a Jordan chain of
length three, and that one eigenvalue moves from 1 to −1.

Since the geometric multiplicity of each eigenvalue of a rank one perturbed matrix can only reduce
by at most one (see, for example, [16]), we know that 1 is still in the spectrum of S̃. Thus, let x0 be a

vector for which S̃x0 = x0. This is equivalent to ESx0 = x0, i.e., to Sx0 = Ex0, where we have used
that E−1 = E. Now

Sx0 =


x01 + x02

x02

x03 + x04

x04

 = Ex0 =


x01

x02

x03

x04

− 2uTHx0

uTHu


u1

u2

u3

u4

 ,
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where x0 =
[
x01 x02 x03 x04

]T
, u =

[
u1 u2 u3 u4

]T
. As u is a generic vector we may assume

that u2 and u4 are nonzero. Comparing the second coordinates in the equation above, we see that we
must have uTHx0 = 0 and Sx0 = x0. Now uTHx0 = x01u4−x03u2 = 0, so we may take without loss of

generality x0 =
[
u2 0 u4 0

]T
. Next, we need to determine a vector x1 =

[
x11 x12 x13 x14

]T
so that S̃x1 = x1 + x0. Since uTHx0 = 0 this is equivalent to

Sx1 = E−1(x1 + x0) = Ex1 + Ex0 =

= Ex1 + x0 −
2uTHx0

uTHu
u = Ex1 + x0 = x1 + x0 −

2uTHx1

uTHu
u.

Now

Sx1 =


x11 + x12

x12

x13 + x14

x14

 = x0 +


x11

x12

x13

x14

− 2uTHx1

uTHu


u1

u2

u3

u4

 ,
and comparing again the second coordinates we see that uTHx1 = 0. From the first and the third
coordinates we get x12 = u2 and x14 = u4. Then

0 = uTHx1 = u4x11 − u3x12 − u2x13 + u1x14 = u4x11 − u3u2 − u2x13 + u1u4,

so, without loss of generality we may take x1 =
[
−u1 u2 −u3 u4

]T
. Continuing, we determine a

vector x2 =
[
x21 x22 x23 x24

]T
such that S̃x2 = x2 + x1. Again, using that uTHx1 = 0, this is

equivalent to

Sx2 = Ex2 + Ex1 = x2 + x1 −
2uTHx2

uTHu
u.

Expressing this in coordinates it becomes
x21 + x22

x22

x23 + x24

x24

 = Ex2 + Ex1 =


x21

x22

x23

x24

+


−u1

u2

−u3

u4

− 2uTHx2

uTHu


u1

u2

u3

u4

 .
Considering the second and fourth coordinate we must have

2uTHx2

uTHu
= 1.

Using this, the first coordinate gives x22 = −2u1, and the third coordinate gives x24 = −2u3. Inserting
this back into the equation 2uTHx2 = uTHu, we obtain

uTHx2 = u4x21 + 2u1u3 − u2x23 − 2u1u3 =
1

2
uTHu = u4u1 − u3u2.

Obviously, we may take x21 = u1 and x23 = u3, so x2 =
[
u1 −2u1 u3 −2u3

]T
. In conclusion, we

have obtained a Jordan chain x0, x1, x2 of length three for S̃ corresponding to the eigenvalue 1. For
the characteristic polynomial of S̃ we obtain

pS̃(λ) = det(λI − S̃) = det(λI − ES) = det(E) det(λE − S) =

= −det(λI − S − 2λ

uTHu
uuTH) =

= −det(λI − S) det(I − (λI − S)−1 2λ

uTHu
uuTH) =

= −det(λI − S)(1− 2λ

uTHu
uTH(λI − S)−1u),
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and a direct computation gives

(λI − S)−1u =


1

λ−1u1 − 1
(λ−1)2u2

1
λ−1u2

1
λ−1u3 − 1

(λ−1)2u4
1

λ−1u4

 .
So,

uTH(λI − S)−1u =
1

λ− 1
u1u4 −

1

(λ− 1)2
u2u4 −

1

λ− 1
u2u3 +

− 1

λ− 1
u3u2 +

1

(λ− 1)2
u4u2 +

1

λ− 1
u4u1

=
2

λ− 1
(u1u4 − u2u3) =

1

λ− 1
uTHu,

and it follows that

pS̃(λ) = −(λ− 1)4(1− 2λ

λ− 1
) = (λ− 1)3(λ+ 1).

The second example is much simpler, but even more surprising.

Example 3.4 Let λ ∈ F \ {0} be arbitrary and consider

U =

[
λ 0
0 λ−1

]
, H =

[
0 1
1 0

]
, u =

[
u1

u2

]
∈ F2.

Then U is H-orthogonal and detU = 1. Furthermore, assume that uTHu = 2u1u2 6= 0. If E is as
in (3.3) then

E = I2 −
1

u1u2

[
u1u2 u2

1

u2
2 u1u2

]
=

[
0 −u1

u2

−u2

u1
0

]
.

Thus we obtain that

EU = −
[

0 u1

u2
λ−1

u2

u1
λ 0

]
and this matrix has the eigenvalues +1 and −1.

In both examples we have the surprising fact that generically all rank one perturbations of the
matrix under consideration will have identical spectrum.

4 Canonical forms

In order to fully explain the phenomena observed in the previous section in the complex case, we
will need canonical and simple forms for complex H-orthogonal matrices and H-symplectic matrices,
where H is invertible and symmetric, respectively skew-symmetric. We start with canonical forms as
they were presented in [15, Theorems 7.5 and 8.5].

Theorem 4.1 (Canonical form for H-orthogonal matrices) Let H = HT be an invertible n×n
complex matrix and let U ∈ Cn×n be H-orthogonal. Then there exists a nonsingular complex matrix
Q such that

Q−1UQ = U1 ⊕ · · · ⊕ Up, QTHQ = H1 ⊕ · · · ⊕Hp, (4.1)

where Uj and Hj have one of the following forms:
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1) blocks associated with eigenvalue λj = δ = ±1 of U with size nj, where nj ∈ N is odd:

Uj = Toep(δ, 1, r2, . . . , rnj−1), Hj = Σnj . (4.2)

Moreover, rk = 0 for odd k and the parameters rk for even k are real and uniquely determined
by the recursive formula

r2 =
1

2
δ, rk = −1

2
δ

 k
2−1∑
ν=1

r2·νr2·( k2−ν)

 , 4 ≤ k ≤ nj ;

2) paired blocks associated with eigenvalues λj = ±1, of size mj, where mj ∈ N is even:

Uj =

[ Jmj (λj) 0

0
(
Jmj (λj)

)−T ]
, Hj =

[
0 Imj
Imj 0

]
, (4.3)

3) blocks associated with a pair of eigenvalues (λj , λ
−1
j ) ∈ C × C, where Re(λj) > Re(λ−1

j ) or

Im(λj) > Im(λ−1
j ) if Re(λj) = Re(λ−1

j ), and mj ∈ N:

Uj =

[ Jmj (λj) 0

0
(
Jmj (λj)

)−T ]
, Hj =

[
0 Imj
Imj 0

]
.

Moreover, the form (4.1) is unique up to the permutation of blocks. (We highlight that a fixed eigenvalue
µ may occur multiple times among λ1, . . . , λp. Also, a block associated with µ and a fixed size m may
appear multiple times among the blocks U1, . . . , Up.)

Theorem 4.2 (Canonical form for H-symplectic matrices) Let H = −HT be an invertible n×
n complex matrix and let S ∈ Cn×n be H-symplectic. Then n is even and there exists a nonsingular
complex matrix Q such that

Q−1SQ = S1 ⊕ · · · ⊕ Sp, QTHQ = H1 ⊕ · · · ⊕Hp, (4.4)

where Sj and Hj have one of the following forms:

i) even-sized blocks associated with the eigenvalue λj = δ = ±1, of S with size nj, where nj ∈ N is
even:

Sj = T (δ, 1, r2, . . . , rnj−1), Hj = Σnj ,

Moreover, rk = 0 for odd k and the parameters rk for even k are real and uniquely determined
by the recursive formula

r2 =
1

2
δ, rk = −1

2
δ

 k
2−1∑
ν=1

r2·νr2·( k2−ν)

 , 4 ≤ k ≤ nj ;

ii) paired blocks associated with the eigenvalues λj = ±1, of S with size mj, where mj ∈ N is odd:

Sj =

[ Jmj (λj) 0

0
(
Jmj (λj)

)−T ]
, Hj =

[
0 Imj
−Imj 0

]
;

iii) blocks associated with a pair of eigenvalues (λj , λ
−1
j ) ∈ C × C, satisfying Re(λj) > Re(λ−1

j ) or

Im(λj) > Im(λ−1
j ) if Re(λj) = Re(λ−1

j ), where mj ∈ N:

Sj =

[ Jmj (λj) 0

0
(
Jmj (λj)

)−T ]
, Hj =

[
0 Imj
−Imj 0

]
.
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Moreover, the form (4.4) is unique up to the permutation of blocks. (We highlight that a fixed eigenvalue
µ may occur multiple times among λ1, . . . , λp. Also, a block associated with µ and a fixed size m may
appear multiple times among the blocks U1, . . . , Up.)

Although the canonical forms in Theorem 4.1 and 4.2 display all invariants of the matrix pair under
consideration, it will be necessary for the purpose of this paper to further investigate the blocks
associated with the eigenvalues ±1. We start by presenting results on all possible symmetric or skew-
symmetric matrices H for which a Jordan block associated with the eigenvalue 1 is H-orthogonal or
H-symplectic, respectively.

Proposition 4.3 Let n = 2k + 1, where k ∈ N, and let Jn(1) be the upper triangular Jordan block of
size n with eigenvalue 1. Then the set

Vn := {H ∈ Cn×n | Jn(1)THJn(1) = H and HT = H}

is a vector space of dimension k + 1. In particular, any H = [hij ] ∈ Vn has the form

H =

 0 0 h1n

0 Hn−2 hn
h1n hTn hnn

 , hn :=

 h2n

...
hn−1,n

 ,
where Hn−2 ∈ Vn−2 and

h1n = −h2,n−1; hjn = −hj,n−1 − hj+1,n−1 for j = 2, . . . , n− 2; hn−1,n = −1

2
hn−1,n−1, (4.5)

and where hn,n ∈ C is arbitrary. Moreover, H is uniquely determined by the diagonal elements
hk+1,k+1, . . . , hn,n and for each m = k + 1, . . . , n, the entries hij depending on hmm are only those
satisfying i+ j ≥ 2m and min{i, j} ≤ m. In particular,

hjn = (−1)j−1 1

2
hjj + βj+1,jhj+1,j+1 + · · ·+ βn,jhnn (4.6)

for some coefficients βij, i = j + 1, . . . , n for j = k + 1, . . . , n− 1.

Proof The proof proceeds by induction on k. For k = 0 the result is obvious. Thus, let k > 0 and
Hn ∈ Vn, and partition

H = (hij) =

 h11 gTn h1n

gn Hn−2 hn
h1n hTn hnn

 and Jn(1) =

 1 eT1 0
0 Jn−2(1) en−2

0 0 1

 ,
Using Jn−2(1)− In−2 = Jn−2(0), we obtain

0 = Jn(1)THnJn(1)−Hn =

 0 h11e
T
1 + gTnJn−2(0) gTn en−2

h11e1 + Jn−2(0)T gn ∗ ∗
eTn−2gn ∗ ∗

 . (4.7)

This implies eTn−2gn = 0 (i.e., the last entry of the vector gn is zero) and h11e1 + Jn−2(0)T gn = 0.
The latter identity implies that the first n − 1 entries of gn are zero (and consequently gn = 0) and
that h11 is zero. Thus, the identity (4.7) reduces to

0 =

 0 0 0
0 Jn−2(1)THn−2Jn−2(1)−Hn−2 Jn−2(1)THn−2en−2 + Jn−2(0)Thn + h1ne1

0 eTn2Hn−2Jn−2(1) + hTnJn−2(0) + h1ne
T
1 eTn−2Hn−2en−2 + hTnen−2 + eTn−2hn

 ,
9



which in particular implies that Hn−2 ∈ Vn−2. Furthermore, we obtain the equations

0 = eTn−2Hn−2en−2 + hTnen−2 + eTn−2hn = hn−1,n−1 + 2hn−1,n

and

0 = Jn−2(1)THn−2en−2 + Jn−2(0)Thn + h1ne1 =


h2,n−1

h2,n−1 + h3,n−1

...
hn−2,n−1 + hn−1,n−1

+


0
h2,n

...
hn−2,n

+


h1,n

0
...
0


which both together imply (4.5). Thus, hjn is uniquely determined for j = 1, . . . , n − 1 and hnn is
arbitrary. Using the induction hypothesis on Hn−2 and in particular, that Hn−2 is uniquely determined
by the diagonal elements hk+1,k+1, . . . , hn−1,n−1 and for each m = k + 1, . . . , n − 1, the entries hij
depending on hmm are only those satisfying i+ j ≥ 2m and min{i, j} ≤ m, the claim concerning the
entries depending on hmm follows directly from (4.5). Similarly, (4.6) follows by induction using (4.5).

Example 4.4 Let k = 2, i.e., n = 2k + 1 = 5. Then any H ∈ V5 has the form

H = h33


0 0 0 0 1

0 0 0 −1 3
2

0 0 1 − 1
2

1
2

0 −1 − 1
2 0 0

1 3
2

1
2 0 0

+ h44


0 0 0 0 0

0 0 0 0 0

0 0 0 0 −1

0 0 0 1 − 1
2

0 0 −1 − 1
2 0

+ h55


0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 1


for some parameters h33, h44, h55.

Proposition 4.5 Let n = 2k, where k ∈ N, and let Jn(1) be the upper triangular Jordan block of size
n with eigenvalue 1. Then the set

Un := {H ∈ Cn×n | Jn(1)THJn(1) = H and HT = −H}

is a vector space of dimension k. In particular, any H = [hij ] ∈ Un has the form

H =

 0 0 h1n

0 Hn−2 hn
−h1n −hTn 0

 , hn :=

 h2n

...
hn−1,n

 ,
where Hn−2 ∈ Un−2 and

h1n = −h2,n−1; hjn = −hj,n−1 − hj+1,n−1 for j = 2, . . . , n− 3; hn−2,n = −hn−2,n−1, (4.8)

and where hn−1,n ∈ C is arbitrary. Moreover, H is uniquely determined by hk,k+1, . . . , hn−1,n and for
each m = k, . . . , n− 1, the entries hij depending on hm,m+1 are only those satisfying i+ j ≥ 2m + 1
and min{i, j} ≤ m. In particular,

hjn = (−1)j−1hj,j+1 + βj+1,jhj+1,j+2 + · · ·+ βn−1,jhn−1,n (4.9)

for some coefficients βij, i = j + 1, . . . , n for j = k, . . . , n− 1.

Proof. The proof proceeds by induction on k. For k = 1 the result is obvious. Thus, let k > 1 and
Hn ∈ Un, and partition

H = (hij) =

 0 gTn h1n

−gn Hn−2 hn
−h1n −hTn 0

 and Jn(1) =

 1 eT1 0
0 Jn−2(1) en−2

0 0 1

 ,
10



As in the proof of Proposition 4.3, we obtain

0 = Jn(1)THnJn(1)−Hn =

 0 gTnJn−2(0) gTn en−2

−Jn−2(0)T gn ∗ ∗
−eTn−2gn ∗ ∗

 , (4.10)

which implies gn = 0. Thus, the identity (4.10) reduces to

0 =

 0 0 0
0 Jn−2(1)THn−2Jn−2(1)−Hn−2 Jn−2(1)THn−2en−2 + Jn−2(0)Thn + h1ne1

0 −eTn2Hn−2Jn−2(1)− hTnJn−2(0)− h1ne
T
1 eTn−2Hn−2en−2 − hTnen−2 + eTn−2hn

 ,
which in particular implies that Hn−2 ∈ Un−2. The identity in the (3, 3)-block being trivial, we obtain

0 = Jn−2(1)THn−2en−2 + Jn−2(0)Thn + h1ne1 =


h2,n−1

h2,n−1 + h3,n−1

...
hn−3,n−1 + hn−2,n−1

hn−2,n−1

+


0
h2,n

...
hn−3,n

hn−2,n

+


h1,n

0
...
0
0


which both together imply (4.8). Thus, hjn is uniquely determined for j = 1, . . . , n− 2 and hn−1,n is
arbitrary (and hnn = 0). Using the induction hypothesis on Hn−2, the claim concerning the entries
depending on hm,m+1 follows directly from (4.8). Similarly, (4.9) follows by induction using (4.8).

Example 4.6 Let k = 3, i.e., n = 2k = 6. Then each H ∈ U6 has the form

H = h34


0 0 0 0 0 1
0 0 0 0 −1 2
0 0 0 1 −1 1
0 0 −1 0 0 0
0 1 1 0 0 0
−1 −2 −1 0 0 0

+ h45


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 −1
0 0 0 −1 0 0
0 0 1 1 0 0

+ h56


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0


for some parameters h34, h45, h56.

As a consequence of Theorem 4.1 as well as Propositions 4.3 and 4.5, we obtain the following partial
simple form, where blocks associated with the same eigenvalue are grouped together and ordered by
size, in contrast to the forms of Theorem 4.1 and 4.2.

Corollary 4.7 Let H = HT be an n × n invertible complex matrix. Let U ∈ Cn×n be H-orthogonal
and let λ ∈ C be an eigenvalue of U with partial multiplicities n1 > · · · > nm occurring with the
multiplicities `1, . . . , `m, respectively, i.e., the algebraic multiplicity of λ is a = `1n1 + · · · + `mnm.
Then there exists a nonsingular complex matrix Q̃ such that

Q̃−1UQ̃ = Û ⊕ Ũ , Q̃THQ̃ = Ĥ ⊕ H̃,

where σ(Û) = {λ, 1
λ}, σ(Ũ) ⊆ C \ {λ, 1

λ}, and where Û and Ĥ have the same size and the following
forms:

1) if λ 6∈ {+1,−1} then

Û =

[
U1 0

0 U−T1

]
, Ĥ =

[
0 Ia
Ia 0

]
,

where

U1 =

 `1⊕
j=1

Jn1(λ)

⊕
 `2⊕
j=1

Jn2(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

 ;
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2) if λ ∈ {+1,−1} then

Û = λ
(
U (1) ⊕ U (2) ⊕ · · · ⊕ U (m)

)
, Ĥ = H(1) ⊕H(2) ⊕ · · · ⊕H(m), (4.11)

where the matrices U (i), H(i), i = 1, . . . ,m have the following forms:

2a) if ni is odd, then

U (i) =

`i⊕
j=1

Jni(1), H(i) =

`i⊕
j=1

H(i,j), (4.12)

where H(i,j) ∈ Vni with (1, ni)-entry h
(i,j)
1,ni
6= 0 for k = 1, . . . , ni and j = 1, 2, . . . , `i, and

where Vni is as in Proposition 4.3;

2b) if ni is even, then `i is even and

U (i) =

1
2 `i⊕
s=1

[
Jni(1) 0

0 Jni(1)

]
, H(i) =

1
2 `i⊕
s=1

[
0 H(i,s)

−H(i,s) 0

]
, (4.13)

where H(i,s) ∈ Uni with (1, ni)-entry h
(i,s)
1,ni
6= 0 for k = 1, . . . , ni and s = 1, 2, . . . , 1

2`i, and

where Uni is as in Proposition 4.5. (Note that the matrix H(i) in (4.13) is indeed symmetric,
because H(i,s) ∈ Uni is skew-symmetric.)

Proof. Part 1) immediately follows from Theorem 4.1 by applying appropriate block permutations.
For Part 2), it is sufficient to consider the case λ = 1, because the corresponding argument for the

case λ = −1 follows from considering −U instead of U . Next consider a single pair (Jni(1), H(i,j)) of
blocks as in (4.12). Obviously, H(i,j) is symmetric and invertible, and by Proposition 4.3 it follows
that Jni(1) is H(i,j)-orthogonal. Applying Theorem 4.1 to the pair (Jni(1), H(i,j)), we find that there
exists a nonsingular matrix Qij such that

Q−1
ij Jni(1)Qij = Toep(1, 1, r2, r3, . . . , rni−1) and QTijH

(i,j)Qij = Σni ,

where r2, . . . , rni−1 are as in (4.2). But this means that in the canonical form of Theorem 4.1, we
can replace a pair (Toep(1, 1, r2, . . . , rni−1),Σni) of blocks of the form (4.2) by the equivalent pair
(Jni(1), H(i,j)) with blocks as in (4.12). A similar argument shows that a pair of blocks of the
form (4.3) can be replaced by an equivalent pair([

Jni(1) 0
0 Jni(1)

]
,

[
0 H(i,s)

−H(i,s) 0

])
with blocks as in (4.13). Thus, the result follows from Theorem 4.1 by applying suitable transforma-
tions on each block of the form (4.2) or (4.3) and finally applying appropriate block transformations
that group those blocks together and order them by size.

We obtain an analogous corollary for H-symplectic matrices. The proof is analogous to the one of
Corollary 4.7 and is therefore omitted.

Corollary 4.8 Let H = −HT be an invertible n × n skew-symmetric complex matrix, let S ∈ Cn×n
be H-symplectic, and let λ ∈ C be an eigenvalue of S with partial multiplicities n1 > · · · > nm
occurring with the multiplicities `1, . . . , `m, respectively, i.e., the algebraic multiplicity of λ is given by
a = `1n1 + · · ·+ `mnm. Then there exists a nonsingular matrix Q̃ such that

Q̃−1SQ̃ = Ŝ ⊕ S̃, Q̃THQ̃ = Ĥ ⊕ H̃,

where σ(Ŝ) = {λ, 1
λ}, σ(S̃) ⊆ C \ {λ, 1

λ}, and where Ŝ and Ĥ have the same size and the following
forms:
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1) if λ 6∈ {+1,−1} then

Ŝ =

[
S1 0

0 S−T1

]
, Ĥ =

[
0 Ia
−Ia 0

]
,

where

S1 =

 `1⊕
j=1

Jn1(λ)

⊕
 `2⊕
j=1

Jn2(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

 ;

2) if λ ∈ {+1,−1} then

Ŝ = λ
(
S(1) ⊕ S(2) ⊕ · · · ⊕ S(m)

)
, Ĥ = H(1) ⊕H(2) ⊕ · · · ⊕H(m), (4.14)

where the matrices S(i), H(i), i = 1, . . . ,m, have the following forms:

2a) if ni is even, then

S(i) =

`i⊕
j=1

Jni(1), H(i) =

`i⊕
j=1

H(i,j),

where H(i,j) ∈ Uni with (1, ni)-entry h
(i,j)
1,ni
6= 0 for k = 1, . . . , ni and j = 1, 2, . . . , `i, and

where Uni is as in Proposition 4.5;

2b) if ni is odd, then `i is even and

S(i) =

1
2 `i⊕
s=1

[
Jni(1) 0

0 Jni(1)

]
, H(i) =

1
2 `i⊕
s=1

[
0 H(i,s)

−H(i,s) 0

]
,

where H(i,s) ∈ Vni with (1, ni)-entry h
(i,s)
1,ni
6= 0 for k = 1, . . . , ni and s = 1, 2, . . . , 1

2`i, and
where Vni is as in Proposition 4.3.

Remark 4.9 Observe that in case λ = −1 and ni > 1, the blocks −U (i) and −S(i) in (4.11) and
(4.14) are not Jordan matrices; they are direct sums of the negatives of Jni(1). With the unitary
and Hermitian diagonal matrix Ψn := ΣnRn we have Jn(−1) = Ψn(−Jn(1))Ψn. To obtain a form

analogous to (4.11) but with Û a Jordan matrix (in the case λ = −1), in Corollary 4.7 we replace Û by
U (1) ⊕ · · · ⊕ U (m); replace Jni(1) in (4.12) and (4.13) by Jni(−1); and replace the requirements that
H(i,j) ∈ Vni in part 2a) and H(i,s) ∈ Uni in part 2b), by the requirements that H(i,j) ∈ ΨniVniΨni

in part 2a) and H(i,s) ∈ ΨniUniΨni in part 2b). The same replacements (using Ŝ in place of Û) in

Corollary 4.8 will produce a form analogous to (4.14) but with a Jordan matrix in place of Ŝ, in the
case λ = −1.

The partial simple forms of Corollary 4.7 and 4.8 are reminiscent of the ones in [12]. They still
have some freedom in the choice of the matrices from the vector spaces Vni and Uni . This freedom will
become handy in the following sections. We mention in passing that a freedom in parameters has also
been observed in the reduction to the canonical forms of Theorem 4.1 and 4.4. There, the freedom
had been used to set the parameters rk to zero for odd k.

5 Results on special rank one perturbations

A closer look at the canonical form from the previous section reveals that we have to deal with three
different kinds of blocks: (1) blocks associated with a single eigenvalue; (2) blocks associated with a
pair of distinct eigenvalues; (3) paired blocks associated with a single eigenvalue. For the first two
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kinds, two general results describing the behavior of structured rank one perturbations were presented
in [16] and will be slightly modified below. We also add a theorem covering the third case. To keep
these results as general as possible, we will use the notation ? to denote either the transpose T or the
conjugate transpose ∗.

A set Ξ ⊆ Fm is said to be proper algebraic if it is equal to the set of common zeros of a system of
polynomials with coefficients in the field F in the variables (w1, . . . , wm) ∈ Fm and does not coincide
with the whole of Fm. Clearly, any proper algebraic set has Lebesgue measure zero. As in [16, 17, 22],
we say that a property or a statement - which is a function of m parameters w ∈ Fm - holds generically
if the set of those w’s for which it does not hold is contained in a proper algebraic set. A vector u ∈ Fn
will be called generic if it belongs to the complement of a set which is contained in a proper algebraic
set. We have the following two theorems which extend corresponding results of [16].

Theorem 5.1 Let A ∈ Fn×n and let T,G ∈ Fn×n be invertible such that

T−1AT =

 `1⊕
j=1

Jn1
(λ̂)

⊕
 `2⊕
j=1

Jn2
(λ̂)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ̂)

⊕ Ã, (5.1)

T?GT =

 `1⊕
j=1

G(1,j)

⊕G(2) ⊕ · · · ⊕G(m) ⊕ G̃, (5.2)

where λ̂ ∈ F and the decompositions (5.1) and (5.2) have the following properties:

(1) n1 > n2 > · · · > nm;

(2) G(j) ∈ F`jnj×`jnj , j = 2, . . . ,m and the matrices

G(1,j) =


0 . . . 0 g

(1,j)
1,n1

... . .
.

g
(1,j)
2,n1−1 g

(1,j)
2,n1

0 . .
.

. .
. ...

g
(1,j)
n1,1

g
(1,j)
n1,2

. . . g
(1,j)
n1,n1

 , j = 1, 2, . . . , `1;

are anti-triangular (necessarily invertible);

(3) G̃, Ã ∈ F(n−a)×(n−a), where a =
m∑
j=1

`jnj and σ(Ã) ⊆ C \ {λ̂}.

If B ∈ Fn×n is a rank one matrix of the form B = uu?G, then generically (with respect to the
components of u if ? = T , and with respect to the real and imaginary parts of the components of u if
? = ∗), then for all τ ∈ F \ {0} the matrix A+ τB has the Jordan canonical form`1−1⊕

j=1

Jn1(λ̂)

⊕
 `2⊕
j=1

Jn2(λ̂)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ̂)

⊕ J̃ , (5.3)

where J̃ contains all the Jordan blocks of A+ τB associated with eigenvalues different from λ̂.

Theorem 5.2 Let A ∈ Fn×n and let T,G ∈ Fn×n be invertible matrices such that

T−1AT = Â⊕ Ă⊕ Ã, T?GT =

[
0 Ğ

Ĝ 0

]
⊕ G̃, (5.4)

where the decomposition (5.4) has the following properties:
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(a)

Â =

 `1⊕
j=1

Jn1
(λ̂)

⊕
 `2⊕
j=1

Jn2
(λ̂)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ̂)

 ,

where n1 > n2 > · · · > nm and λ̂ ∈ F;

(b) a =
∑m
j=1 `jnj and Ĝ, Ğ, Ă ∈ Fa×a, G̃ ∈ F(n−2a)×(n−2a);

(c) σ(Ă), σ(Ã) ⊆ C \ {λ̂}.

If B ∈ Fn×n is a rank one perturbation of the form B = uu?G, u ∈ Fn, then generically (with respect
to the components of u if ? = T , and with respect to the real and imaginary parts of the components
of u if ? = ∗), then for all τ ∈ F \ {0} the matrix A+ τB has the Jordan canonical form (5.3).

Theorem 5.2 was stated and proved in [16] (Theorems 3.1 and 3.2 there) for the special case that
Ğ = Ia. However, Theorem 5.2 can be immediately reduced to that case by applying a transformation
(A,G) 7→ (Q−1AQ,Q?GQ) with the matrix

Q = T

([
Ia 0

0 Ğ−1

]
⊕ In−2a

)
.

Both Theorem 5.1 and 5.2 were stated and proved in [16] for the matrix A+ B only, but not for the
family of matrices A + τB, where τ ∈ F \ {0}. However, the proof given in [16] can be immediately
generalized to the more general case. Observe that the fact that (for generic vectors u and v) the

parameter τ has no influence in the Jordan structure of the eigenvalue λ̂ under consideration, is in line
with the results in [22], where rank one perturbations of the form A + τB for unstructured matrices
A and B are considered, see also the proof of the following theorem given in the appendix that clearly
shows that the presence of the parameter τ is harmless in the derivation of the Jordan structure of λ̂.

Theorem 5.3 Let A ∈ Fn×n and let T,G ∈ Fn×n be invertible such that

T−1AT =

 `1⊕
j=1

Jn1(λ̂)

⊕
 `2⊕
j=1

Jn2(λ̂)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ̂)

⊕ Ã (5.5)

TTGT =

 1
2 `1⊕
j=1

[
0 G(1,2j−1)

G(1,2j) 0

]⊕G(2) ⊕ · · · ⊕G(m) ⊕ G̃, (5.6)

where `1 is even, λ̂ ∈ F, and the decompositions (5.5) and (5.6) have the following properties:

(1) n1 > n2 > · · · > nm;

(2) G(j) ∈ F`jnj×`jnj , j = 2, . . . ,m, the matrices

G(1,j) =


0 . . . 0 g

(1,j)
1,n1

... . .
.

g
(1,j)
2,n1−1 g

(1,j)
2,n1

0 . .
.

. .
. ...

g
(1,j)
n1,1

g
(1,j)
n1,2

. . . g
(1,j)
n1,n1

 , j = 1, 2, . . . , `1;

are anti-triangular (necessarily invertible), and their entries satisfy the following two conditions:

(2a) g
(1,2s)
n1,1

= −g(1,2s−1)
n1,1

for s = 1, . . . , `12 ;
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(2b) there exists at least one index s ∈ {1, . . . , `12 } such that at least one of the three values

g
(1,2s)
n1,1

+ g
(1,2s−1)
n1−1,2 , g

(1,2s)
n1−1,2 + g

(1,2s−1)
n1,1

, or g
(1,2s)
n1,2

+ g
(1,2s−1)
n1,2

is nonzero.

(3) G̃, Ã ∈ F(n−a)×(n−a), where a =
m∑
j=1

`jnj and σ(Ã) ⊆ C \ {λ̂}.

If B ∈ Fn×n is a rank one matrix of the form B = uuTG, where u ∈ F, then generically (with respect
to the components of u) for all τ ∈ F \ {0} the matrix A+ τB has the Jordan canonical form

Jn1+1(λ̂)⊕

`1−2⊕
j=1

Jn1
(λ̂)

⊕
 `2⊕
j=1

Jn2
(λ̂)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ̂)

⊕ J̃ , (5.7)

where J̃ contains all the Jordan blocks of A+ τB associated with eigenvalues different from λ̂.

The rather technical proof of Theorem 5.3 is given in the Appendix.

6 Rank one perturbations of H-orthogonal matrices

We finally have all ingredients to prove our main result concerning structured rank one perturbations
of H-orthogonal matrices, where H = HT .

Theorem 6.1 Let H ∈ Cn×n be symmetric and invertible, let U ∈ Cn×n be H-orthogonal, and let
λ ∈ C be an eigenvalue of U . Assume that U has the Jordan canonical form `1⊕

j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J ,
where n1 > · · · > nm and where J with σ(J ) ⊆ C \ {λ} contains all Jordan blocks associated with
eigenvalues different from λ. Furthermore, let u ∈ Cn be a vector satisfying uTHu 6= 0 and let
B = − 2

uTHu
uuTHU .

(1) If λ 6∈ {−1, 1}, then generically with respect to the components of u, the matrix U + B has the
Jordan canonical form`1−1⊕

j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of U +B associated with eigenvalues different from λ.

(2) If λ ∈ {+1,−1} and if n1 is odd, then generically with respect to the components of u, the matrix
U +B has the Jordan canonical form`1−1⊕

j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of U +B associated with eigenvalues different from λ.
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(3) If λ ∈ {+1,−1} and if n1 is even, then `1 is even and generically with respect to the components
of u, the matrix U +B has the Jordan canonical form

Jn1+1(λ)⊕

`1−2⊕
j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of U +B associated with eigenvalues different from λ.

(4) If −1 6∈ σ(U), then −1 ∈ σ(J̃ ). Similarly, if 1 6∈ σ(U), then 1 ∈ σ(J̃ ).

Proof. Concerning the parts (1)–(3), we may assume without loss of generality that U and H are in
the canonical form of Corollary 4.7. If λ 6∈ {+1,−1} or if λ ∈ {+1,−1} and n1 is odd, then (1) and (2)
follow immediately from Theorem 5.1 or Theorem 5.2, respectively, applied to U and G = HU , where
τ = − 2

uTHu
. If λ ∈ {+1,−1} and n1 is even, then we can apply Theorem 5.3 to U and G = HU to

obtain (3). Indeed, observe that in the notation of Corollary 4.7 and Theorem 5.3 we have that

g
(1,2s−1)
n1,1

= λh
(1,s)
n1,1

= (−1)n1−1λh
(1,s)
1,n1

,

g
(1,2s)
n1,1

= −λh(1,s)
n1,1

= (−1)n1λh
(1,s)
1,n1

,

g
(1,2s−1)
n1−1,2 = λh

(1,s)
n1−1,2 = (−1)n1−2λh

(1,s)
1,n1

,

g
(1,2s)
n1−1,2 = −λh(1,s)

n1−1,2 = (−1)n1−1λh
(1,s)
1,n1

.

Thus, we find that g
(1,2s−1)
n1,1

= −g(1,2s)
n1,1

and g
(1,2s−1)
n1,1

+ g
(1,2s)
n1−1,2 = −2λh

(1,s)
n1,1

6= 0, and so the condi-
tions (2a) and (2b) of Theorem 5.3 are satisfied.

For the proof of (4), assume that −1 6∈ U . Then it follows from the canonical form of Theorem 4.1
that detU = 1. Indeed, all possible blocks in the canonical form have determinant one except for
Jordan blocks with odd size that are associated with the eigenvalue −1. Since U + B = EU , where
E = I− 2

uTHu
uuTH has determinant −1, it follows for the same reason that the H-orthogonal matrix

U +B must have the eigenvalue −1 (with odd algebraic multiplicity).
The corresponding statement concerning the eigenvalue λ = +1 follows from the above by consid-

ering −U instead of U .

Remark 6.2 We highlight that if +1 and/or −1 are eigenvalues of U then the assertions (2) and/or (3)
apply to either of those eigenvalues. Thus, the fact stated in Theorem 6.1(4) that generically a new
eigenvalue is generated at +1 or −1 only occurs in the situation that this eigenvalue was not yet in
the spectrum of the original matrix. In particular, if both 1 and −1 are eigenvalues of U , then the
largest Jordan blocks associated with both 1 and −1 will disappear, but no “new” eigenvalues at ±1
will be created.

We illustrate the, now no longer surprising, behavior of the eigenvalues +1 and −1 with the help of a
few simple examples.

Example 6.3 Let λ ∈ C \ {0, 1,−1},

U1 =

[
1 0
0 1

]
, U2 =

[
0 1
1 0

]
, U3 =

[
λ 0
0 λ−1

]
, H =

[
0 1
1 0

]
, u =

[
u1

u2

]
∈ F2.

Then, U1, U2, U3 are H-orthogonal. (Note that U3 is the matrix from Example 3.4.) Furthermore,
assume that uTHu = 2u1u2 6= 0. If EH is as in (3.3) then

EH = I2 −
1

u1u2

[
u1u2 u2

1

u2
2 u1u2

]
=

[
0 −u1

u2

−u2

u1
0

]
.
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Perturbing U1, we obtain U1 + B = EHU1 = EH , so the perturbed matrix now has eigenvalues +1
and −1 each with algebraic multiplicity one. According to the theorem, one of the Jordan blocks of
U1 at eigenvalue 1 has disappeared and a new eigenvalue at −1 has emerged. On the other hand, we
obtain that

EHU2 =

[ u1

u2
0

0 u2

u1

]
, EHU3 =

[
0 u1

u2
λ−1

u2

u1
λ 0

]
.

So, EHU2 generically has a reciprocal pair of non-unimodular eigenvalues. According to Theorem 6.1,
both eigenvalues at 1 and −1 have disappeared, because their geometric multiplicities were equal to
one. No new eigenvalues at ±1 have appeared.

Finally, EHU3 has the eigenvalues +1 and −1 according to Theorem 6.1, because neither of those
have been eigenvalues of U3.

Example 6.4 Revisiting Example 3.3, we have seen there that a rank one perturbation of the H-
orthogonal matrix having two Jordan blocks of size 2 associated with the eigenvalue 1 resulted in
an increase of the size of one Jordan block to size 3 and the emergence of the eigenvalue −1. Both
observation are in accordance with Theorem 6.1.

7 Rank one perturbations of symplectic matrices

In this section we consider rank one additive perturbations of complex symplectic matrices. We start
with a lemma that is analogous to Lemma 3.1.

Lemma 7.1 Suppose that J = −JT is an invertible complex n×n matrix, and let S be J-symplectic.
If S̃ is a J-symplectic matrix such that rank (S − S̃) = 1, then there is a vector u ∈ Cn such that

S̃ = (I + uuTJ)S

Conversely, for any vector u ∈ Cn, the matrix S̃ is J-symplectic.

Proof. Set S̃ := S + uvT for some vectors u, v. Then, from S̃TJS̃ = J , using also the fact that
uTJu = 0 (because J is skew-symmetric) it follows that

STJuvT + vuTJS = 0.

From this, we see that v is a multiple of STJu, say v = cSTJu, and so

S̃ = S − cuuTJS.

Writing −c = a2 (which is possible for the complex number c), and incorporating a into the vector u,
we see that general additive rank one perturbations of the J-symplectic matrix S are of the form

S̃ = (I + uuTJ)S.

On the other hand, it is easily seen that for any vector u the matrix S̃ is J-symplectic. Indeed, for
that it suffices to note that I + uuTJ is J-symplectic, which is immediate from

(I − JuuT )J(I + uuTJ) = J − JuuTJ + JuuTJ − JuuTJuuTJ = J. �

Observe that in contrast to the H-orthogonal case, we have det(I + uuTJ) = 1 + uTJu = 1. Also, the
norm of the additive perturbation uuTJS can be arbitrarily small.
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Theorem 7.2 Let J ∈ Cn×n be skew-symmetric and invertible, let S ∈ Cn×n be J-symplectic, and let
λ ∈ C be an eigenvalue of S. Assume that S has the Jordan canonical form `1⊕

j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J ,
where n1 > · · · > nm and where J with σ(J ) ⊆ C \ {λ} contains all Jordan blocks associated with
eigenvalues different from λ. Furthermore, let u ∈ Cn and B = uuTJS.

(1) If λ 6∈ {−1, 1}, then generically with respect to the components of u, the matrix S + B has the
Jordan canonical form`1−1⊕

j=1

Jn1(λ)

⊕
 `2⊕
j=1

Jn2(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of S +B associated with eigenvalues different from λ.

(2) If λ ∈ {+1,−1} and if n1 is even, then generically with respect to the components of u, the
matrix S +B has the Jordan canonical form`1−1⊕

j=1

Jn1
(λ)

⊕
 `2⊕
j=1

Jn2
(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of S +B associated with eigenvalues different from λ.

(3) If λ ∈ {+1,−1} and if n1 is odd, then `1 is even and generically with respect to the components
of u, the matrix S +B has the Jordan canonical form

Jn1+1(λ)⊕

`1−2⊕
j=1

Jn1(λ)

⊕
 `2⊕
j=1

Jn2(λ)

⊕ · · · ⊕
 `m⊕
j=1

Jnm(λ)

⊕ J̃ ,
where J̃ contains all the Jordan blocks of S +B associated with eigenvalues different from λ.

Proof. The proof of parts (1)–(3) is analogous to the proof of the corresponding parts of Theorem 6.1
by using Corollary 4.8 and Theorems 5.1–5.3. Indeed, the corresponding computation of the entries
of G = JS in the notation of Corollary 4.8 and Theorem 5.3 gives

g
(1,2s−1)
n1,1

= λh
(1,s)
n1,1

= (−1)n1−1λ,

g
(1,2s)
n1,1

= −λh(1,s)
1,n1

= −λ,

g
(1,2s−1)
n1−1,2 = λh

(1,s)
n1−1,2 = (−1)n1−2λ,

g
(1,2s)
n1−1,2 = −λh(1,s)

2,n1−1 = λ.

Thus, as n1 is odd, we find that g
(1,2s−1)
n1,1

= −g(1,2s)
n1,1

and g
(1,2s−1)
n1,1

+ g
(1,2s)
n1−1,2 = 2λ 6= 0 as well as

g
(1,2s)
n1,1

+ g
(1,2s−1)
n1−1,2 = −2λ 6= 0, and so the conditions (2a) and (2b) of Theorem 5.3 are satisfied.

Remark 7.3 We mention that in contrast to the H-orthogonal case, generically +1 and −1 will never
occur as new eigenvalues of the perturbed matrix if they have not yet been eigenvalues of the original
matrix. This follows from the fact that generically the new eigenvalues are all simple as we will show
in the following section. However, the eigenvalues +1 and −1 must both occur with even algebraic
multiplicity for symplectic matrices, as it can be easily seen from the canonical form of Theorem 4.2.
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8 Simplicity of new eigenvalues

In this section, we investigate the multiplicity of the ‘new eigenvalues’ of a perturbed H-orthogonal or
J-symplectic matrix. Our aim is to show that generically all new eigenvalues will be simple. We start
with a lemma that generalizes previous results from [16].

Lemma 8.1 Let A ∈ Cn×n have the pairwise distinct eigenvalues λ1, . . . , λm ∈ C with algebraic
multiplicities a1, . . . , am and let X ∈ Cn×n. Suppose that the matrix B(u) = A + uuTX generically
(with respect to the entries of u) has the eigenvalues λ1, . . . , λm with algebraic multiplicities ã1, . . . , ãm,
where ãj ≤ aj for j = 1, . . . ,m. Furthermore, let ε > 0 be such that the discs

Di :=
{
µ ∈ C

∣∣ |λi − µ| < ε2/n
}
, i = 1, . . . ,m

are pairwise disjoint. If for each j = 1, . . . ,m there exists a vector uj ∈ Cn with ‖uj‖ < ε such that
the matrix A+uju

T
j X has exactly aj − ãj simple eigenvalues in Dj different from λj, then generically

(with respect to the entries of u) the eigenvalues of B(u) that are different from the eigenvalues of A
are simple.

Proof. For the proof of Lemma 8.1 we follow the lines of the proof of [16, Lemma 2.5]. First we
note that by the choice of ε, any matrix B(u) with ‖u‖ < K · min{1, ε} has exactly ai eigenvalues
in the disc Di, where the positive constant K depends only on ‖A‖, ‖X‖ and n. This follows from
well-known results on matching distance of eigenvalues of nearby matrices, see for example [25, Section
IV.1] and references there. (Concrete formulas are available for K but we do not need them.) We set
ε′ = K ·min{1, ε}.

Let Ω denote the generic set of vectors u for which B(u) has the eigenvalues λ1, . . . , λm with
algebraic multiplicities ã1, . . . , ãm. Next, let us fix λj and let χ(λj , u) be the characteristic polynomial
in the independent variable t for the restriction ofB(u) to its spectral invariant subspaces corresponding
to the eigenvalues of B(u) within Dj . Then the coefficients of χ(λj , u) are analytic functions of the
components of u (cf. [16, Lemma 2.5]).

Let q(λj , u) be the number of distinct eigenvalues of B(u) in the disc Dj . Denote by S(p1, p2)
the Sylvester resultant matrix of the two polynomials p1(t), p2(t) and recall that S(p1, p2) is a square
matrix of size degree (p1) + degree (p2) and that the rank deficiency of S(p1, p2) coincides with the
degree of the greatest common divisor of the polynomials p1(t) and p2(t). We have

q(λj , u) = rankS

(
χ(λj , u),

∂χ(λj , u)

∂t

)
− aj + 1.

The entries of S(χ(λj , u),
∂χ(λj ,u)

∂x ) are scalar multiples (which are independent of u) of the coefficients
of χ(λj , u), and therefore the set Q(λj) of all vectors u ∈ Cn, ‖u‖ < ε′, for which q(λj , u, v) is maximal
is the complement of the set of common zeros of finitely many analytic functions of the components
of u. In particular, Q(λj) is open and dense in

{u ∈ Cn | ‖u‖ < ε′}.

By hypothesis, there exists a vector uj ∈ Cn such that B(u) has exactly aj − ãj simple eigenvalues in
Dj different from λj . If by chance the vector uj is not in Ω, then we slightly perturb uj to obtain a new
vector u′j ∈ Ω such that B(uj) has the eigenvalues λ1, . . . , λm with algebraic multiplicities ã1, . . . , ãm
and aj − ãj simple eigenvalues in Dj different from λj . Such choice of u′j is possible because Ω is
generic, the property of eigenvalues being simple persists under small perturbations of B(uj), and the
total number of eigenvalues of B(u) within Dj , counted with multiplicities, is equal to aj , for every
u ∈ Cn, ‖u‖ < ε′. Since Ω is open, clearly there exists δ > 0 such that for all u ∈ Cn with ‖u−uj‖ < δ
the matrix B(uj) has the eigenvalues λ1, . . . , λm with algebraic multiplicities ã1, . . . , ãm and aj − ãj
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simple eigenvalues in Dj different from λj . Since the set of all such vectors u is open in Cn, it follows
from the properties of the set Q(λj) established above that in fact we have

q(λj , u, v) = aj − ãj , for all u ∈ Cn, ‖u− uj‖ < δ.

So for the open set
Ωj := Q(λj) ∩ Ω

which is dense in {u ∈ Cn | ‖u‖ < ε′}, we have that all eigenvalues of B(u) within Dj different from
λj are simple. Now let

Ω′ =

m⋂
j=1

Ωj ⊆ Ω.

Note that Ω′ is nonempty as the intersection of finitely many open dense (in {u ∈ Cn | ‖u‖ < ε′}) sets.
Finally, let χ(u) denote the characteristic polynomial (in the independent variable t) of B(u). Then

the number of distinct roots of χ(u) is given by

rankS

(
χ(u),

∂χ(u)

∂t

)
− n+ 1

and therefore, the set of all vectors u ∈ Ω on which the number of distinct roots of χ(u) is maximal, is
a generic set. Since Ω′ constructed above is nonempty, this maximal number is equal to

∑m
j=1(aj− ãj),

i.e., generically all eigenvalues of B(u) that are different from λ1, . . . , λm are simple.

Theorem 8.2 Let J ∈ C2n×2n be skew-symmetric and invertible, let S ∈ C2n×2n be J-symplectic, and
let B = uuTJS, where u ∈ C2n. Then generically (with respect to the entries of u) the eigenvalues of
S +B that are not eigenvalues of S are all simple.

Proof. In view of Theorem 4.2, we may assume without loss of generality that S and J have the
forms

S = S1 ⊕ S2, J = J1 ⊕ J2,

where Si and Ji have the same size for i = 1, 2, and where σ(S1) = {1} and σ(S2) ⊆ C \ {1}. Then
we consider rank one perturbations of the form S + uiu

T
i JS, i = 1, 2 with

u1 =

[
v1

0

]
, u2 =

[
0
v2

]
,

where the size of the vector vi is corresponding to the size of Si. Note that both perturbations are
not generic, because the perturbation with ui just perturbs the block Si of S. Nevertheless, it follows
from Theorem 7.2 that the behavior of the algebraic multiplicities of the eigenvalues of Si under
a generic perturbation of the form Si + viv

T
i JiSi is identical to the behavior of the corresponding

eigenvalues of S. Thus, in view of Lemma 8.1 it suffices to construct a rank one perturbation of
the form Si + viv

T
i JiSi that results in a perturbation that respects the generic behavior of algebraic

multiplicities of eigenvalues of Si and that only has simple eigenvalues in the spectrum different from
the spectrum of Si. However, in both cases, we can apply the Cayley transformation from Section 2,
because S1 does not have the eigenvalue −1 and S2 does not have the eigenvalue +1. The existence
of the desired perturbations then follows easily from the results on J-Hamiltonian matrices in [16], in
particular Theorem 4.2 there.

Unfortunately, an analogous approach will not work for H-orthogonal matrices, because rank one
perturbations of H-orthogonal matrices of sufficiently small norm may not exists due to the scaling
factor 2

u∗Hu in the formula (3.3). However, numerical tests suggest that indeed new eigenvalues of
perturbed H-orthogonal matrices will be generically simple. The following example is in line with that
observation.
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Example 8.3 Let k ∈ N, n = 2k + 1, and U = Jn(1). Then we will show below that there exists
a nonsingular matrix H = (hij) ∈ Vn with eTnHen = hnn 6= 0 such that the H-orthogonal matrix

Ũ = (In − 2
hnn

ene
T
nH)U has only simple eigenvalues.

By Proposition 4.3, H is uniquely determined by its entries hk+1,k+1, . . . , hnn. If hnn = 1, then

λIn − Ũ takes the form

λIn − Ũ =



λ− 1 −1 0 . . . 0

0 λ− 1 −1
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 λ− 1 −1

2h1n 2(h1n + h2n) . . . 2(hn−2,n + hn−1,n) 2hn−1,n + 2 + λ− 1

 ,

and hence its characteristic polynomial p(λ) has the form

p(λ) = det(λIn − Ũ) = (λ− 1)n +

n−1∑
j=0

(2hj,n + 2hj+1,n)(λ− 1)j (with h0n := 0 and hnn = 1)

=: λn + an−1λ
n−1 + · · ·+ a1λ+ a0,

where
aj = 2hj,n + αj+1,jhj+1,n + · · ·+ αn−1,jhn−1,n + αnj

for some coefficients αi,j−1, i = j, . . . , n − 1 for j = 0, . . . , n − 1. Thus aj depends on hin for
i = j, . . . , n− 1, but not on hin for i < j. From (4.6), we then obtain that

aj = (−1)j−1hjj + γj+1,jhj+1,j+1 + · · ·+ γn−1,jhn−1,n−1 + γn,j (8.1)

for some coefficients γj+1,j , . . . , γn,j for j = k + 1, . . . , n− 1.

Since Ũ is H-orthogonal, it follows from Theorem 4.1 that p(λ) has the form

p(λ) = (λ− 1)µ+(λ+ 1)µ−
∏̀
i=1

(λ− λi)µi(λ−
1

λi
)µi ,

for some nonzero values λ1, . . . , λ` and some multiplicities µ+, µ−, µ1, . . . , µ`. Moreover, since detU =

1 and thus det Ũ = −1, it follows that µ− is odd (and hence necessarily µ+ is even, possibly zero).
But then, [14, Corollary 5.9] it follows that p(λ) = λnp( 1

λ ). This implies that

aj = an−j , j = 1, . . . ,
n+ 1

2
and a0 = 1.

Thus, p(λ) is already uniquely determined by an−1, . . . , ak+1 and from (8.1) we see that there is a
unique choice of the parameters hk+1,k+1, . . . , hn−1,n−1 such that an−1 = · · · = ak+1 = 0 so that

the characteristic polynomial p(λ) of Ũ will be λn + 1 for H ∈ Vn given by this particular choice

of hk+1,k+1, . . . , hn−1,n−1 and hnn = 1. In particular, all eigenvalues of Ũ are simple. If by chance
hk+1,k+1 = 0 and thus H is singular, then choose hk+1,k+1 := ε > 0. Since the entries of p(λ)

depend continuously on hk+1,k+1 it will be guaranteed that the eigenvalues of Ũ are still simple if ε is
sufficiently small.

Note that if Ĥ symmetric and invertible is given such that Û is Ĥ-orthogonal, where Û is similar
to Jn(1), then by Corollary 4.7 the pair (Û , Ĥ) is equivalent to the pair (U,H) with H constructed as

above. Thus, we have shown that for any symmetric and invertible matrix Ĥ and any Ĥ-orthogonal
matrix Û similar to Jn(1), there exists an H-orthogonal rank one perturbation such that all eigenvalues
of the perturbed matrix are simple.
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9 Conclusions

We have presented several general results on Jordan forms of real and complex matrices under generic
rank one perturbations, within the framework of certain structures imposed on the matrices and their
perturbations. These results served as a basis for a study of the perturbation analysis of complex
unitary (with respect to a nondegenerate sesquilinear form), orthogonal (with respect to a nondegen-
erate bilinear form), and symplectic (with respect to a nondegenerate skew-symmetric form) matrices
under rank one perturbations that preserve the indicated structure. The forms in question are rep-
resented by an invertible hermitian or symmetric matrix H, or skew-symmetric (as the case may be)
matrix J . The complex unitary case is disposed of quickly by virtue of the Cayley transform that
reduces the unitary case to Hamiltonian matrices whose perturbation analysis was developed earlier.
The orthogonal and symplectic cases present additional difficulties because generally speaking they
cannot be reduced by the Cayley transform. The main findings of the paper are the following. For
a given complex J-symplectic matrix S, a rank one additive perturbation that results again in an
H-symplectic matrix, generically (with respect to the vector parameter representing the perturbation)
destroys the biggest Jordan block for every eigenvalue of S, except for the case of the eigenvalue ±1
and the biggest Jordan block corresponding to this eigenvalue is of odd size n1. In the exceptional case,
generically the two biggest blocks are destroyed and one block of size n1 + 1 is created (corresponding
to the same eigenvalue ±1). Moreover, generically the “new” eigenvalues (i.e., those that are not
eigenvalues of S) of the perturbed matrix are all simple. For complex H-orthogonal matrices, we have
an analogous result, but now the exceptional case applies to the eigenvalues ±1 when the size of the
biggest Jordan block is even. However, we do not claim here the generic simplicity of new eigenvalues
as for H-symplectic matrices, the reason being that there exist J-symplectic matrices arbitrarily close
in norm to the given J-symplectic matrix S that differ from S by a rank one matrix, but this is not
the case for H-orthogonal matrices. An additional phenomenon is observed for H-orthogonal (but not
J-symplectic) matrices U , namely, if ±1 is not an eigenvalue of U , then ±1 is a new eigenvalue.
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10 Appendix: Proof of Theorem 5.3

In this section we prove Theorem 5.3. The proof follows the same lines as the proof of Theorem 4.2 in
[16], but is more general and extends the result that was obtained there. Before we prove Theorem 5.3,
we quote two results from [16]. The first one follows from the Brunovsky canonical form, see [2], and
also [7, 3], of general multi-input control systems ẋ = Ax+Bu under transformations

(A,B) 7→ (C−1(A+BR)C,C−1BD),

with invertible matrices C,D and arbitrary matrix R of suitable sizes.

Theorem 10.1 Let A ∈ Cn×n be a matrix in Jordan canonical form

A = Jn1
(λ1)⊕ · · · ⊕ Jng (λg)⊕ Jng+1

(λg+1)⊕ · · · ⊕ Jnν (λν), (10.1)

where λ1 = · · · = λg =: λ̂ ∈ C, λg+1, . . . , λν ∈ C \ {λ̂}, n1 ≥ · · · ≥ ng. Moreover, let B = uvT , where

u =

 u1

...
uν

 , v =

 v1

...
vν

 , ui, vi ∈ Cni , i = 1, . . . , ν.

Assume that the first component of each vector vi, i = 1, . . . , ν is nonzero. Then the matrix Toep (v1)⊕
· · · ⊕ Toep (vν) is invertible, and if we denote its inverse by S, then S−1AS = A and

S−1BS =
[
weT1,n1

, . . . , weT1,nν
]
, (10.2)

where w = S−1u. Moreover, the matrix S−1(A+B)S has at least g− 1 Jordan chains associated with

λ̂ of lengths at least n2, . . . , ng given by

e1 − en1+1, . . . , en2
− en1+n2

;
e1 − en1+n2+1, . . . , en3

− en1+n2+n3
;

...
. . .

...
e1 − en1+···+ng−1+1, . . . , eng − en1+···+ng−1+ng .

(10.3)

Theorem 10.2 (partial Brunovsky form) Let

A =
(
Jn1

(λ̂)⊕ `1
)
⊕ · · · ⊕

(
Jnm(λ̂)⊕ `m

)
⊕ Ã ∈ Cn×n,

where n1 > · · · > nm and σ(Ã) ⊆ C \ {λ̂}. Moreover, let a = `1n1 + · · ·+ `mnm denote the algebraic

multiplicity of λ̂ and let B = uvT , where u, v ∈ Cn and

v =


v(1)

...
v(m)

ṽ

 , v(i) =

 v(i,1)

...
v(i,`i)

 , v(i,j) ∈ Cni , j = 1, . . . , `i, i = 1, . . . ,m.

Assume that the first component of each vector v(i,j), j = 1, . . . , `i, i = 1, . . . ,m is nonzero. Then the
following statements hold:

(1) The matrix S :=

(
`1⊕
j=1

Toep(v(1,j))⊕ · · · ⊕
`m⊕
j=1

Toep(v(m,j))

)−1

⊕ In−a exists and satisfies

S−1AS = A, S−1BS = w

eT1,n1
, . . . , eT1,n1︸ ︷︷ ︸
`1 times

, . . . , eT1,nm , . . . , e
T
1,nm︸ ︷︷ ︸

`m times

, zT


where w = S−1u and for some appropriate vector z ∈ Cn−a.

25



(2) The matrix S−1(A+B)S has at least `1 + · · ·+ `m− 1 Jordan chains associated with λ̂ given as
follows:

a) `1 − 1 Jordan chains of length at least n1:

e1 − en1+1, . . . , en1 − e2n1 ;
...

. . .
...

e1 − e(`1−1)n1+1, . . . , en1
− e`1n1

;

b) `i Jordan chains of length at least ni for i = 2, . . . ,m:

e1 − e`1n1+···+`i−1ni−1+1, . . . , eni − e`1n1+···+`i−1ni−1+ni ;
e1 − e`1n1+···+`i−1ni−1+ni+1, . . . , eni − e`1n1+···+`i−1ni−1+2ni ;
...

. . .
...

e1 − e`1n1+···+`i−1ni−1+(`i−1)ni+1, . . . , eni − e`1n1+···+`i−1ni−1+`ini ;

(3) Partition w = S−1u as

w =


w(1)

...
w(m)

w̃

 , w(i) =

 w(i,1)

...
w(i,`i)

 , w(i,j) =


w

(i,j)
1
...

w
(i,j)
ni

 ∈ Cni ,

and let λ1, . . . , λq be the pairwise distinct eigenvalues of A different from λ̂ having the algebraic

multiplicities r1, . . . , rq, respectively. Set µi = λi − λ̂, i = 1, 2, . . . , q.

Then the characteristic polynomial pλ̂ of A+B − λ̂I is given by

pλ̂(λ) = (−λ)aq(λ) +

(
q∏
i=1

(µi − λ)ri

)
·

(−λ)a + (−1)a−1
m∑
i=1

`i∑
j=1

ni∑
k=1

w
(i,j)
k λa−k

 ,

where q(λ) is some polynomial;

(4) Write pλ̂(λ) = cnλ
n + · · ·+ ca−n1+1λ

a−n1+1 + ca−n1
λa−n1 . Then

ca−n1
= (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w(1,j)
n1

 ;

and in the case n1 > 1 we have in addition that

ca−n1+1 = (−1)a

 q∑
ν=1

rνµ
rν−1
ν

q∏
i=1
i6=ν

µrii


 `1∑
j=1

w(1,j)
n1

+ (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w
(1,j)
n1−1

 ,

if n1 − 1 > n2 or, if n1 − 1 = n2, then

ca−n1+1 = (−1)a

 q∑
ν=1

rνµ
rν−1
ν

q∏
i=1
i6=ν

µrii


 `1∑
j=1

w(1,j)
n1


+ (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w
(1,j)
n1−1 +

`2∑
j=1

w(2,j)
n2

 .
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The following notation of linear combinations of Jordan chains will be necessary.

Definition 10.3 Let A ∈ Cn×n and let X = (x1, . . . , xp) and Y = (y1, . . . , yq) be two Jordan chains

of A associated with the same eigenvalue λ̂ of (possibly different) lengths p and q. Then the sum X+Y
of X and Y is defined to be the chain Z = (z1, . . . , zmax(p,q)), where

zj =

{
xj if p ≥ q
yj if p < q

, j = 1, . . . , |p− q|

and

zj =

{
xj + yj−p+q if p ≥ q
yj + xj−q+p if p < q

, j = |p− q|+ 1, . . . ,max(p, q).

To illustrate this construction, consider e.g. X = (x1, x2, x3, x4) and Y = (y1, y2), then X + Y =
(x1, x2, x3 + y1, x4 + y2).

It is straightforward to check that the sum Z = X + Y of two Jordan chains associated with an
eigenvalue λ̂ is again a Jordan chain associated with λ̂ of the given matrix A, but it should be noted
that this sum is not commutative.

Proof of Theorem 5.3. Let τ ∈ F \ {0} be arbitrary. We may assume without loss of generality

that A and G are already in the forms (5.5) and (5.6). Furthermore, we may assume λ̂ = 0, otherwise

consider the matrix A− λ̂I instead of A. Then the algebraic and geometric multiplicity a and γ of the
eigenvalue zero of A are given by

a =

m∑
s=1

`sns, γ =

m∑
s=1

`s,

respectively. Let us partition u conformably with the forms (5.5) and (5.6), i.e., we let

u =


u(1)

...
u(m)

ũ

 , u(i) =

 u(i,1)

...
u(i,`i)

 , u(i,j) =


u

(i,j)
1
...

u
(i,j)
ni

 ∈ Cni ,

for j = 1, . . . , `i; i = 1, . . . ,m. Thus, ũ ∈ Cn−a. Then the vector vT = uTG has the following
structure:

v = (uTG)T = GTu =


v(1)

...
v(m)

ṽ

 , v(i) =

 v(i,1)

...
v(i,`i)

 , v(i,j) =


v

(i,j)
1
...

v
(i,j)
ni

 ∈ Cni ,

for j = 1, . . . , `i and i = 1, . . . ,m, where v(1,2s−1) = (G(1,2s))Tu(1,2s) and v(1,2s) = (G(1,2s−1))Tu(1,2s−1),
that is

v(1,2s−1) =


g

(1,2s)
n1,1

u
(1,2s)
n1

g
(1,2s)
n1−1,2u

(1,2s)
n1−1 + g

(1,2s)
n1,2

u
(1,2s)
n1

∗
...
∗

 , v(1,2s) =


g

(1,2s−1)
n1,1

u
(1,2s−1)
n1

g
(1,2s−1)
n1−1,2 u

(1,2s−1)
n1−1 + g

(1,2s−1)
n1,2

u
(1,2s−1)
n1

∗
...
∗


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for s = 1, . . . , `1/2. Generically, the hypothesis of Theorem 10.2 is satisfied, i.e., the first entries
of the vectors v(i,j) are nonzero. Thus, generically the matrix S as in Theorem 10.2 exists so that
S−1(A+ τB)S is in partial Brunovsky form. In fact, S−1 takes the form

S−1 =

 `1⊕
j=1

Toep (v(1,j))

⊕ · · · ⊕
 `m⊕
j=1

Toep (v(m,j))

⊕ In−a,
and it follows that

S−1τBS = w(eT1,n1
, . . . , eT1,n1︸ ︷︷ ︸
`1 times

, . . . , eT1,nm , . . . , e
T
1,nm︸ ︷︷ ︸

`m times

, zT ) (10.4)

for some z ∈ Cn−a, where w = S−1u. Thus,

w = S−1u =


w(1)

...
w(m)

w̃

 , w(i) =

 w(i,1)

...
w(i,`i)

 , w(i,s) =


w

(i,j)
1
...

w
(i,j)
ni

 ∈ Cni , (10.5)

for j = 1, . . . , `i and i = 1, . . . ,m, where

w(1,2s−1)
n1

= τg
(1,2s)
n1,1

u(1,2s)
n1

u(1,2s−1)
n1

, w(1,2s)
n1

= τg
(1,2s−1)
n1,1

u(1,2s−1)
n1

u(1,2s)
n1

= −w(1,2s−1)
n1

(10.6)

using the hypothesis (2a), and, provided that n1 > 1,

w
(1,2s−1)
n1−1 = τg

(1,2s)
n1,1

u(1,2s)
n1

u
(1,2s−1)
n1−1 + τg

(1,2s)
n1−1,2u

(1,2s)
n1−1 u

(1,2s−1)
n1

+ τg
(1,2s)
n1,2

u(1,2s)
n1

u(1,2s−1)
n1

w
(1,2s)
n1−1 = τg

(1,2s−1)
n1,1

u(1,2s−1)
n1

u
(1,2s)
n1−1 + τg

(1,2s−1)
n1−1,2 u

(1,2s−1)
n1−1 u(1,2s)

n1
+ τg

(1,2s−1)
n1,2

u(1,2s−1)
n1

u(1,2s)
n1

for s = 1, . . . , `1/2. This implies that

w
(1,2s−1)
n1−1 + w

(1,2s)
n1−1

= τ(g
(1,2s)
n1,1

+ g
(1,2s−1)
n1−1,2 )u(1,2s)

n1
u

(1,2s−1)
n1−1 + τ(g

(1,2s)
n1−1,2 + g

(1,2s−1)
n1,1

)u
(1,2s)
n1−1 u

(1,2s−1)
n1

+τ(g
(1,2s)
n1,2

+ g
(1,2s−1)
n1,2

)u(1,2s−1)
n1

u(1,2s)
n1

which, by the hypothesis (2b), is generically nonzero.
We will now show in two steps that generically A + τB has the Jordan canonical form (5.7). By

Theorem 10.2 we know that generically A+ τB has `1 − 1 Jordan chains of length n1 and `j Jordan
chains of length nj , j = 2, . . . ,m associated with the eigenvalue zero. (These chains are linearly
independent but need not form a basis of the corresponding root subspace of A + τB yet, as it may
be possible to extend some of the chains.) In the first step, we will show that generically there exists
a Jordan chain of length n1 + 1. In the second step, we will show that the algebraic multiplicity of the
eigenvalue zero of A+ τB generically is ã = (

∑m
s=1 `sns)− n1 + 1 = a− n1 + 1. Both steps together

obviously imply that (5.7) represents the only possible Jordan canonical form for A+ τB.

Step 1: Existence of a Jordan chain of length n1 + 1.
Consider the following Jordan chains associated with the eigenvalue zero of S−1(A + τB)S and

denoted by C1,s and Ci,j , respectively:

length n1 : C1,s : e2(s−1)n1+1 − e(2s−1)n1+1, . . . , e(2s−1)n1
− e2sn1

, s = 1, . . . , `12
length ni : Ci,j : −e1 + eΣi−1

k=1`knk+(j−1)ni+1, . . . ,−eni + eΣi−1
k=1`knk+jni

, j = 1, . . . , `i,
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where i = 2, . . . ,m. Observe that Ci,j , i 6= 1, are just the Jordan chains from Theorem 10.2 multiplied
by −1 while the chains C1,s are linear combinations of the Jordan chains from Theorem 10.2. Namely,
in the notation of (10.3), and numbering the chains in (10.3) first, second, etc., from the top to the
bottom, we see that the chains C1,1, . . . , C1,`1/2 are the negative of the second chain plus the first
chain, the negative of the fourth chain plus the third chain, . . ., the negative of the (`1 − 1)-th chain
plus the (`1)-th chain, respectively. Now consider the Jordan chain

C :=

`1/2∑
s=1

α1,sC1,s

+

m∑
i=2

`i∑
j=1

αi,jCi,j

of length n1 (see Definition 10.3), and let y denote the n1-th (and thus last) vector of this chain. We
next show that the Jordan chain C can be extended by a certain vector to a Jordan chain of length
n1 +1 associated with the eigenvalue zero, for some particular choice of the parameters αi,s (depending
on u) such that generically at least one of α1,1, . . . , α1,`1/2 is nonzero. To see this, we have to show
that y is in the range of S−1(A+ τB)S. First, partition

y =


y(1)

...
y(m)

ỹ

 , y(i) =

 y(i,1)

...
y(i,`i)

 , y(i,j) =


y

(i,j)
1
...

y
(i,j)
ni

 ∈ Cni ,

for j = 1, . . . , `i; i = 1, . . . ,m. Then by the definition of y, we have ỹ = 0 ∈ Cn−a,

y(1,2s−1)
n1

= α1,s, y(1,2s)
n1

= −α1,s, s = 1, . . . , `1/2,

y(i,j)
ni = αi,j , j = 1, . . . , `i; i = 2, . . . ,m.

We have to solve the linear system

S−1(A+ τB)Sx = y. (10.7)

Partitioning

x =


x(1)

...
x(m)

x̃

 , x(i) =

 x(i,1)

...
x(i,`i)

 , x(i,j) =


x

(i,j)
1
...

x
(i,j)
ni

 ∈ Cni ,

and making the ansatz x̃ = 0, then equation (10.7) becomes (here we use (10.4, (10.5))):

w
(i,j)
k

(
m∑
ν=1

`ν∑
µ=1

x
(ν,µ)
1

)
+ x

(i,j)
k+1 = y

(i,j)
k , k=1,..., ni−1; j=1,..., `i; i=1,...,m, (10.8)

w(i,j)
ni

(
m∑
ν=1

`ν∑
µ=1

x
(ν,µ)
1

)
= αi,j , j=1,..., `i; i=2,...,m, (10.9)

w(1,2s−1)
n1

(
m∑
ν=1

`ν∑
µ=1

x
(ν,µ)
1

)
= α1,s, s=1,..., `1/2, (10.10)

w(1,2s)
n1

(
m∑
ν=1

`ν∑
µ=1

x
(ν,µ)
1

)
=−α1,s, s=1,..., `1/2. (10.11)
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Set x
(1,1)
1 = 1 and x

(ν,µ)
1 = 0, for µ = 1, . . . , `ν ; ν = 1, . . . ,m; (ν, µ) 6= (1, 1), as well as αi,j = w

(i,j)
ni

for j = 1, . . . , `i; i = 2, . . . ,m and α1,s = w
(1,2s−1)
n1 for s = 1, . . . , `1/2. Then (10.9) and (10.10) are

satisfied and so is (10.11), because w
(1,2s)
n1 = −w(1,2s−1)

n1 by (10.6). Finally, the equation (10.8) can be

solved by choosing x
(i,j)
k+1 = y

(i,j)
k − w(i,j)

k for k = 1, . . . , ni − 1; j = 1, . . . , `i; i = 1, . . . ,m.

Step 2: We show that the algebraic multiplicity of the eigenvalue zero of A + τB generically is
ã = (

∑m
s=1 `sns)− n1 + 1 = a− n1 + 1.

Let µ1, . . . , µq denote the pairwise distinct nonzero eigenvalues of A and let r1, . . . , rq be their
algebraic multiplicities. Denote by p0(λ) the characteristic polynomial of A+τB. By Theorem 10.2, the
lowest possible power of λ associated with a nonzero coefficient in p0(λ) is a−n1 and the corresponding
coefficient ca−n1

is

ca−n1
= (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w(1,j)
n1

 = 0,

because of (10.6). If n1 = 1 then ã = a and there is nothing to show as the algebraic multiplicity of
the eigenvalue zero cannot increase when a generic perturbation is applied. Otherwise, we distinguish
the cases n2 < n1 − 1 and n2 = n1 − 1. If n2 < n1 − 1, then by Theorem 10.2 the coefficient ca−n1+1

of λa−n1+1 in p0(λ) is

ca−n1+1 = (−1)a

 q∑
ν=1

rνµ
rν−1
ν

q∏
i=1
i 6=ν

µrii


 `1∑
j=1

w(1,j)
n1

+ (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w
(1,j)
n1−1



= (−1)a−1

(
q∏
i=1

µrii

) `1∑
j=1

w
(1,j)
n1−1


= (−1)a−1

(
q∏
i=1

µrii

)(
`1/2∑
s=1

(
τ(g

(1,2s)
n1,1

+ g
(1,2s−1)
n1−1,2 )u(1,2s)

n1
u

(1,2s−1)
n1−1

+τ(g
(1,2s)
n1−1,2 + g

(1,2s−1)
n1,1

)u
(1,2s)
n1−1 u

(1,2s−1)
n1

+ τ(g
(1,2s)
n1,2

+ g
(1,2s−1)
n1,2

)u(1,2s−1)
n1

u(1,2s)
n1

))

by (10.7), where we have used (10.6) in the second equation to show that
∑`1
j=1 w

(1,j)
n1 = 0. By the

hypothesis (2b), it follows that ca−n1+1 generically is nonzero. If, on the other hand, n2 = n1 − 1,
then again by Theorem 10.2 (and using (10.6)) the coefficient ca−n1+1 of λa−n1+1 in p0(λ) is

ca−n1+1 = (−1)a−1

(
q∏
i=1

µrii

) `1∑
s=1

w
(1,s)
n1−1 +

`2∑
j=1

w(2,j)
n2

 ,

so in comparison to the case n2 < n1 − 1, there is an extra term in ca−n1+1 depending on w
(2,j)
n2 ,

j = 1, . . . , `2. However, each entry w
(2,j)
n2 only depends on the entries of the vectors u(2,s), s = 1, . . . , `2,

so still ca−n1+1 is nonzero generically. In all cases, we have shown that zero is a root of p0(λ) with
multiplicity a−n1 + 1. Thus, the algebraic multiplicity of the eigenvalue zero of A+ τB is a−n1 + 1.
Together with Step 1, we obtain that (5.7) generically is the only possible Jordan canonical form of
A+ τB.
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