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1. Introduction  

1.1 Why you should read this thesis 

In times of low interest rates, trading strategies that promise a high risk-adjusted return are of par-

ticular interest. In particular, intelligent arbitrage trading strategies that exploit mispricing to earn a 

risk-free premium are attractive to practitioners. The key success factor in such trading strategies is 

the identification of mispriced stocks.  

In an efficient market, two assets that receive an identical payoff in each state of the world must 

have the same current price as arbitrage opportunities that arise otherwise. If one asset is more ex-

pensive than another, investors sell the more expensive asset and buy the cheaper asset. The investor 

receives the identical payoff in each state of the world with the new asset, but earns the price differ-

ence on top by the transaction. If enough investors use this arbitrage opportunity, the supply of the 

more expansive asset increases, which consequentially decreases the price. Likewise, the rising de-

mand for the cheaper asset increases the price of the second asset. This process continues until both 

assets are equally priced. In a perfect world, there is a sufficient number of arbitrageurs in the mar-

ket, and nothing prevents them from exploiting the profitable mispricing opportunity. However, for 

various reasons, markets are not always perfectly efficient, which creates opportunities for mispric-

ing. The exploitation of this temporary mispricing generated by market inefficiencies is the main 

business of hedge funds with their arbitrage trading strategy.  

One of the most profitable arbitrage trading strategies is pairs trading. The success of pairs trading 

on the market is a clear violation of the efficient market hypothesis. Studying the strategy is there-

fore not only interesting for practitioners, but also an interesting research field for the academic 

world. Nonetheless, relatively little academic research has been published about pairs trading until 
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now since the trading strategy was first introduced in academic literature by Gatev, Goetzmann, and 

Rouwenhorst (2006). 

What is pairs trading? Pairs trading is a relative value trading strategy that exploits arbitrage oppor-

tunities with the following procedure: in the first step, pairs trading identifies stock pairs with an 

almost identical price pattern during a 12-month identification period. Natural candidates for pairs 

trading are, for instance, competitors in the same market, like Coca-Cola and Pepsi, or BMW and 

VW. For efficiency reasons, pairs trading as an algorithm-based strategy does not hand-pick pairs. 

To automate the selection process, Gatev, Goetzmann, and Rouwenhorst (2006) compute a KPI, the 

SSD, for all possible stock pair combinations at the end of the 12-month identification period. The 

SSD is smaller, the more similar the price development of both stocks is. The twenty pairs with the 

lowest SSD are included in a trading portfolio, and they are eligible for trading in a subsequent 6-

month trading period.  

During the subsequent trading period, the price development of each stock is compared daily with 

the development of the pair’s second stock. The underlying argument of pairs trading is that price 

deviations of two close economic substitutes are temporary and dissolve in the near future, which 

can be profitably exploited. In order to do so, a new trade is initialized as soon as the price spread1 

between both stocks exceeds two standard deviations, as measured during the identification period. 

Gatev, Goetzmann, and Rouwenhorst (2006) assumes that the worse performing stock is temporary 

underpriced, and suggest initiating a $1 long position in the worse performing “loser” stock. Ac-

cordingly, they assume that the better performing “winner” stock is overpriced, so they consequently 

initiate a $1 short position in the winner stock. If the price difference is indeed the result of ineffi-

cient markets, then both stock prices revert and the mispricing disappears. Both positions are closed 

                                                 
1 All prices are normalized to one at the beginning of the identification period and at the beginning of the trading period. 
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as soon as both prices cross. Pairs trading profits if the “loser” stock rises and the “winner” stock 

falls. Figure 1 illustrates one trade for Coca-Cola and Pepsi during March and May 2016.  

Figure 1: Example for pairs trading with Coca-Cola and Pepsi 

This figure shows the  

 
Figure 1 displays the price development of Coca-Cola and Pepsi and illustrates what trading activ-

ities pairs trading would perform during the trading period. Both stock prices are normalized to 1 

on the first day of the trading period and accordingly only fractions of the stocks are bought or sold.  

 

Pairs trading has become an interesting field for academic research since Gatev, Goetzmann, and 

Rouwenhorst (2006) for several reasons: in a perfect, frictionless markets, all assets are correctly 

priced. The evidence of positive pairs’ trading returns prove the existence of market inefficiencies. 

Therefore, studying pairs trading contributes new valuable insights to better understand the origin, 

the persistence, and the liquidation of mispricing. Learning more about the impact of responsible 

drivers, market conditions, and the inherent risk profile plays an important role in this research field. 

In addition, the pairs trading methodology can also be used as an alternative, out-of-the-box test 

method to measure a different type of mispricing. Likewise, pairs trading is of high interest for 

practitioners because of its self-financing character combined with a high return potential – in times 

of low interest rates now more than ever. Moreover, its market-neutral character makes it an inter-

esting addition to every hedge fund portfolio. Pairs trading is, for instance, used by the American 
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Century Alternatives® Market Neutral Value Fund and many trading platforms offer pairs trading 

tools for users.  

Previous papers examined the profitability of pairs trading in different markets and asset classes, 

alternative trading algorithms, and the source of mispricing. My interest in pairs trading developed 

while I coded a basic pairs trading program during for my master’s thesis and found some anomalies 

that could not been explained by current literature. Far too little attention has been paid to the con-

crete impact of the strictly rule-based trading algorithm in the academic world. Up to now, hardly 

anything is known about whether the selection of pairs and the trading procedure are biased by the 

strict selection regime and the trading rules. The most difficult question, but at the same time one 

of the most important ones, is the question of which source generates pairs trading returns. However, 

only few studies have investigated return sources in a systematic way so far. The central purpose of 

this thesis is to provide new insights to close the identified knowledge gap and to contribute to a 

deeper understanding of market inefficiencies, arbitrage, and algorithm-based trading strategies.  

The first part of this thesis explains the general methodology and the return calculation of pairs 

trading. Afterward, I introduce my data selection and summarize the base line results for pairs trad-

ing before I come to the main part of this thesis. A review of relevant, corresponding literature is 

provided in each chapter. The main part of this thesis consists of three major chapters that empiri-

cally investigate three novel aspects of pairs trading that are important for the academic world and 

practitioners alike. In the next section, I introduce and motivate the central research questions for 

each of the three chapters and explain the contribution of the outcome for the academic discussion 

and the resulting implications for practitioners. All three core chapters are stand-alone sections and 

can be read without the knowledge of the previous core chapter. Together, these three core chapters 

provide novel insights that are reviewed and interpreted in the final conclusion. 
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1.2  Introduction to core chapters 

The first core chapter “Demystifying pairs trading: The role of volatility and correlation” explains 

why the profitability of the popular trading strategy “pairs trading,” as introduced by Gatev, 

Goetzmann, and Rouwenhorst (2006), varies across markets, industries, macroeconomic circum-

stances, and firm characteristics. I disentangle how the strategy’s two input parameters, stock vola-

tility and pairs correlation, influence the rule-based pair selection, the trading algorithm, and the 

total return. I find that the traditionally applied pair selection fails to identify the most profitable 

pairs. In the US market, small algorithm modifications increase the average risk-adjusted monthly 

return from 37 bp to 76 bp between 1990 and 2014. The findings are robust regarding liquidity 

issues, bid-ask spread, and limits of arbitrage. The findings of this chapter complement the literature 

on pairs trading by providing empirical evidence on how the predefined trading algorithm has a 

technical impact on the total return of pairs trading. These insights are important, as the technical 

effect and the limitations of the algorithm might be partly the driver behind previous findings that 

were mistakenly explained by economic factors. The finding that the traditional pairs trading algo-

rithm does not select the pairs with the best return-risk profile is especially important for practition-

ers. This insight demonstrates the importance of being cautious when interpreting the results of 

algorithm-based investment strategies. 

The central purpose of the second core chapter, “Slow information diffusion as driver for pairs trad-

ing,” is to provide evidence that information diffusion is a major source of pairs trading returns. It 

is often claimed that the returns of technical strategies are a random product in general, as trading 

signals and positions are determined by an algorithm instead of fundamental data or economic 

events. The investigation of the economic source of the return of technical strategies is therefore an 

important field in the academic world. I provide several pieces of evidence that suggest that the 

return of pairs trading is not earned by chance. Gatev, Goetzmann, and Rouwenhorst (2006) argue 
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that pairs trading returns can be understood as premium for the exploitation of temporary stock 

mispricing. Previous pairs trading literature identifies a number of possible factors that result in 

mispricing, such as gradual information diffusion, among others. Relevant information is gradually 

processed by different stocks for numerous reasons. The gradual information diffusion creates tem-

porary mispricing that is characterized by leader-follower relationships of stocks that gradually in-

corporate information. I argue that gradual information diffusion is a perfect candidate to explain 

pairs trading returns, because the pairs trading algorithm is designed to perfectly exploit the induced 

leader-follower relationship. In this core chapter, I therefore investigate the effect of leader-follower 

relationships of stocks on the return of pairs trading. Additionally, I contribute to the existing pairs 

trading literature by providing evidence that information diffusion is a major source of return.  

Understanding the role of gradual information diffusion in pairs trading is likewise important for 

practitioners. A fundamental story behind the trading strategy facilitates explaining the idea of pairs 

trading to clients. Furthermore, the knowledge enables an active pairs trader to adequately manage 

the fundamental risk in times of turbulent markets when information processing is impeded.  

The third core chapter, “Idiosyncratic risk, costly arbitrage, and asymmetry: Evidence from pairs 

trading,” applies pairs trading as a novel test setting to contribute to the growing literature about the 

idiosyncratic risk puzzle. The idiosyncratic risk puzzle describes the observation that stocks with 

high idiosyncratic volatility earn higher returns. This observation is puzzling, as the efficient market 

hypothesis states that idiosyncratic risk is not compensated because it can be diversified. Stam-

baugh, Yu, and Yuan (2015) explain the idiosyncratic risk puzzle with a combination of arbitrage 

risk and arbitrage asymmetry. They claim that the type of mispricing that could only be exploited 

with a short position is persistent, as short selling constraints impede arbitrage. In contrast, mispric-

ing that can be exploited with a long position is not persistent, as arbitrageurs can easily exploit this 

mispricing type. In this chapter, I challenge Stambaugh, Yu, and Yuan’s (2015) line of arguments 
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and use pairs trading as an alternative proxy for the extent of mispricing. Analyzing the US stock 

market between 1990 and 2014, my findings confirm, consistent with Stambaugh, Yu, and Yuan 

(2015), a negative relation between idiosyncratic volatility and return among overpriced stocks and 

a positive relation between idiosyncratic volatility and return among underpriced stocks. As pairs 

trading measures a different type of mispricing compared to Stambaugh, Yu, and Yuan’s (2015) 

applied mispricing index, this out-of-sample analysis tests whether the proposed idiosyncratic risk 

effect is determined by the type of mispricing. This analysis is a great example how pairs trading 

can be utilized as an alternative out-of-sample test setting to contribute additional evidence to any 

mispricing related research question.  

Altogether, the findings in this thesis extend the knowledge about pairs trading, especially regarding 

the use of a rule-based trading process, the role of gradual information diffusion in pairs trading, 

and the usability of pairs trading in an out-of-sample test setting. Overall, the thesis contributes to 

the academic discussion about market efficiency, the use of algorithmic trading, and the limits of 

arbitrage. 
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2. Methodology 

The most established approach to pairs is the multivariate distance approach as first introduced in 

academic literature by Gatev, Goetzmann, and Rouwenhorst (2006), and also used by Engelberg, 

Gao, and Jagannathan (2009), Jacobs and Weber (2015), among others. Besides this approach, sev-

eral streams coexist in the literature that apply different algorithms for selecting pairs or applying 

modified trading rules. The most prominent approaches besides the distance approach are the coin-

tegration approach (Vidyamurthy (2004), Lin, McCrae, and Gulati (2006)), the copula-based algo-

rithm (Stander, Botha, and Marais (2013)), the stochastic approach (Tourin and Yan (2013)), and 

mixed forms of the listed approaches. For further reference, Krauss (2015) provides a comprehen-

sive overview of different methods. Hauck and Afawubo (2015) and Huck (2013, 2015) empirically 

evaluate various approaches. This study closely follows Gatev, Goetzmann, and Rouwenhorst’s 

(2006) original distance approach to implement pairs trading because of its high recognition. De-

spite its non-trivial coding, the multivariate distance approach of Gatev, Goetzmann, and Rouwen-

horst (2006) is convenient for modifying the algorithm so that all requirements to test this thesis’s 

research hypothesis are met. 

The following Section 2.1 describes the trading rules in detail. It is important to understand the 

technical components of the algorithm to later comprehend the influence of the arbitrarily set thresh-

old and decision rule. Afterward, Section 2.2 explains the return calculation. 

2.1 The pairs trading algorithm 

Following Gatev, Goetzmann, and Rouwenhorst (2006), a pairs trading period in this thesis consists 

of two periods – first, a twelve-month identification period, which is explained in further detail in 

Section 2.1.1, followed by a subsequent six-month trading period, which is explained in Section 

2.1.2. 
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2.1.1 The identification period 

The main objective of the identification period is to find two stocks that are close economic substi-

tutes or more precisely, two stocks with a similar sensitivity to the arrival of new information. The 

rigorous pair selection algorithm ensures that pairs are not selected based on the investor’s subjec-

tive opinion.  

At the beginning of the identification period, all stock prices are normalized to one. The normalized 

price PA,t of stock A on day t with t = 1, …, T, is defined as follows: 

PA,t = CPA,t

CPA,1
,            (1) 

where CPA,t is the closing price of stock A on day t and CPA,1 is the closing price of stock A on the 

first day of the identification period. 

At the end of the twelve-month identification period, I compute four key figures for each possible 

pair combination with stock A and stock B in the stock universe:  

1. Selection measure SSD: The traditional selection measure SSD (sum of squared differences) to 

identify close economic substitutes, as introduced by Gatev, Goetzmann, and Rouwenhorst 

(2006), is the sum of the squared deviations between the normalized price movements of stock 

PA,t and PB,t during the identification period: 

Distance Measure (SSD) = ∑ �PA,t - PB,t�
2T

t=1 ,        (2) 

where PA,t and PA,t are the normalized prices of stock A and B (see formula (1)) on any day t 

during the identification period. The SSD is small if the price spreads PA,t - PB,t is small, if both 

stocks move very similar, and so is the SSD. 

2. Trading signal 2σhist: Following Gatev, Goetzmann, and Rouwenhorst (2006), I determine daily 
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the spread between the two normalized prices PA,t and PB,t and calculate the standard deviation of 

this spread during the identification period. The trading signal in the subsequent trading period 

is defined as two times this particular standard deviation.  

At the end of the identification period, all pairs are ranked in ascending order according to their 

selection measure SSD. Gatev, Goetzmann, and Rouwenhorst (2006) form a trading portfolio 

that consists of the twenty pairs with the lowest SSD. The price spread between stock A and B 

of a pair with a low SSD is small. Hence, pairs trading assumes that both stocks shared a similar 

price development in the past. Figure 2 illustrates the simplified pair selection process with the 

SSD selection measure.  

Figure 2: Pair selection procedure with the SSD selection measure 

 

Figure 2 illustrates the process of calculating the SSD for each possible stock combination from 

the stock universe. Subsequently, the pair combinations are ranked according to their SSD. Fi-

nally, the best pairs are included in the trading portfolio on the basis of their ranking position.  

We later see in chapter 4 that the SSD selection measure introduces a selection bias regarding 

the volatility and correlation of stocks. Therefore, I introduce a modified selection process to 

incorporate a different set of pairs in Section 4.4. For this purpose, I also determine two additional 

figures at the end of the twelve-month identification period for each possible pair combination 
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with stock A and B, the total pair volatility σAB and the pair correlation ρA,B. 

3. Total pair volatility σAB: The total pair volatility is calculated as follows: 

σAB = σA + σB,           (3) 

where σA and σB are the standard deviations of the normalized stock prices PA,t and PB,t of stock 

A and B. 

One obvious question is why not use the standard deviation of the price spread between PA,t and 

PB,t? One of the following analyses examines the influence of pair volatility and correlation on 

the return separately. The measure for pair volatility and correlation must therefore be independ-

ent of each other. The spread between both prices over time is unfortunately not a suitable meas-

ure, as it is determined by the volatility as well as the correlation by both stocks. Therefore, I 

define total pair volatility and classify pairs accordingly. 

4. Pair correlation ρA,B: The pair correlation is based on the simple correlation between the normal-

ized stock prices PA,t and PB,t. 

 

2.1.2 The trading period 

To avoid an in-sample bias, the trading period starts on the first day after the identification period. 

Again, all prices are normalized to one according to formula (1). The strategy later sells $1 of stock2 

A or B and buys $1 of the other stock with the short sale profit. The strategy is therefore self-

financing. 

                                                 

2 I apply the common assumption in financial research that shares can be bought and purchased in arbitrarily amounts. 
The assumption underlies the idea that especially institutional investors trade with high amounts that can be scaled 
accordingly. 
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At the end of each day during the trading period, the trading algorithm checks the status of each pair 

in the trading portfolio. A new trade is opened if: 

|PA,t - PB,t| ≥ 2σhist,          (4) 

where |PA,t - PB,t| is the spread between the two normalized prices and 2σhist represents the trading 

signal that was determined during the identification period as introduced in the previous section. I 

open a new self-financing trade as follows: I sell $1 of the better performing “winner” stock and 

simultaneously buy $1 of the less successful “loser” stock. 

Furthermore, I check each open pair as to whether the two normalized stock prices completely con-

verged during the day. If the answer is yes, the long and the short position are neutralized.  

In general, a pair might open and close several times during the trading period. If prices do not fully 

converge until the end of the trading period, all open positions are closed. Furthermore, trades are 

also closed if the price spread exceeds 4σhist (overshooting trade), or one stock is delisted on any day 

while the trade is active (delisted trade). A new pairs trading period starts every month. At that time, 

the second portfolio has already been active for two months, the third one for three months and so 

on. Because of the overlapping trading periods, six portfolios are traded simultaneously at each 

point in time. 

Gatev, Goetzmann, and Rouwenhorst (2006) and follow-up papers implement a one-day-waiting 

strategy to consider a potential upward bias in returns caused by the bid-ask bounce. In an upward 

trend, the closing price most likely represents the ask price. As pairs trading sells the increasing 

“winner stock,” an investor receives only the lower bid price. Likewise, the closing price of a de-

creasing stock is more likely to be the bid price, which must be purchased at the higher ask price. 

Hence, using closing prices might overestimate the real return. To overcome this problem, the one-

day-waiting strategy waits for one day after the initial trading signal before a trade is executed.  



 

13 

I choose to avoid the one-day-waiting strategy as a proxy and use the exact last bid or last asking 

price to overcome this problem. At trade initialization, I buy the long position at the ask price and 

sell the short position at the bid price. I neutralize the long position at the bid price and the short 

position at the ask price. Similarly, I use these latter prices for the daily evaluation. Additional com-

putations, like the average volatility or correlation, are executed with closing prices. 

 

2.2 Return calculation 

I closely follow the return calculation of Gatev, Goetzmann, and Rouwenhorst (2006) and Engel-

berg, Gao, and Jagannathan (2009) and differentiate two types of return: the return per trade and the 

monthly return, which I will briefly explain in the next two sections. 

2.2.1 Return per trade calculation 

The return per trade is defined as the absolute payoff of a pair’s round trip, expressed as a monetary 

amount. This return is positive if the stock price of the short position decreases and/or the stock 

price of the long position increases.  

For instance, the historical standard deviation of a pair’s price spread is σhist = 0.05. Thus, I open the 

pair as soon as the absolute difference between the normalized price of stock A and the normalized 

price of stock B at time t equals or exceeds 0.1 (see formula 4: |PA,t - PB,t| ≥ 2σhist).  

For instance, PA,1 = $1 and PB,1 = $1 in t = 1, and PA,2 = $1.05 and PB,2 = $0.95 in t = 2. As the price 

spread of $0.1 equals the trading signal 2σhist, I open the trade in t = 2. I initiate a $1 short position 

in the “winner” stock A with a capital commitment of CA,2 = $(-1) and a long position in the “loser” 

stock B with a capital commitment of CB,2 = +$1 in t = 2. In t = 3, the normalized prices of stocks A 

and B fully converge into one: PA,3 = $1 (decrease of -4.76%) and PB,3 = $1 (increase of 5.26%). The 

capital commitments are: CA,3 = −$1 ∗ �1 + (−0.0476)� = −$0.9524, and CB,3 = +$1 ∗ (1 +
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0.0526) = $1.0526. As both normalized prices of stock A and B fully converge, I close the trade 

and receive the following payoff: �CA,3 − CA,2� + �CB,3 − CB,2� = $0.05 + $0.05 = $0.10. The re-

turn of $0.10 represents the return per trade. Figure 3 illustrates the price movements of stock A and 

stock B (in black), as well as the corresponding pairs’ trading positions (“PT” in green).  

Figure 3: Calculation of the return per trade 

 

Figure 3 displays the stock price development of stock A and stock B during the trading period. 

‘PT’ denotes to the absolute amount of $ that a pairs trading invests in stock A and stock B at the 

time when the trade is opened and the amount he receives at the time when the trade is closed.  

 

2.2.2 Calendar Time Return calculation 

The return in calendar time is defined as a monthly return. Similar to Gatev, Goetzmann, and 

Rouwenhorst (2006), I calculate the monthly return as follows: all positions are marked-to-market 

daily. The return ri,t is the return that stock i realizes between day t-1 and t. The stock weight wi,t of 

stock i at day t can be interpreted as capital investment on day t-1 or as a buy-and-hold strategy that 

reinvests daily returns until day t-1. The stock weight wi,1 on the day after the trade initialization is 

set as follows: 

wi,1 = I = �
+$1 for a long position
−$1 for a short position
0      if the pair is closed

  (5) 
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On the following days t > 1, the stock weight wi,t is calculated as the product of the previous days’ 

capital investment:  

wi,t = I ∗ wi,t−1 ∗ �1 + ri,t−1� = I ∗ ∏ �1 + ri,t−1�t−1
t=1  (6) 

The pairs trader’s payoff of stock i on day t equals the weight (or capital investment in t-1) wi,t 

multiplied with the stock return ri,t between t-1 and t: 

Payoffi,t = wi,t ∗ ri,t (7) 

For instance, the stock commitment in stock A in t-1 is +$1.25 (long position), and stock A increases 

from $20 to $21 (5% increase). Hence, the stock commitment in A in t is +$1.25 ∗ (1 + 0.05) =

$1.3125. The payoff is: $1.3125 − $1.25 = $1.25 ∗ 0.05 = $0.0625. Likewise, another example 

for a short position: The stock commitment in stock B in t-1 is -$2 (short position) and stock B 

decreases from $40 to $37.60 (6% decrease). Hence, the stock commitment in B in t is: -$2*(1+(-

0.06))= -$1.88. The payoff is: -$1.88-(-$2)= -$2*-$0.06=$0.12. 

The daily return of a pair P, which includes the two stocks i, is:  

rP,t = ∑ wi,t∗ri,ti∈P
∑ �wi,t�i∈P

= ∑ payoffi,ti∈P
∑ �wi,t�i∈P

 (8) 

The daily pair return can be understood as the sum of the daily payoffs divided by the total pair 

capital commitment.  

The pair return of our example pair P, including stock A and B, equals: rP,t =

$1.25∗0.05+(−$2∗−0.06)
|$1.25|+|−$2| = $0.0625+$0.12

|$1.25|+|−$2| = $0.1812
$3.25

= 0.0562 at time t.  

The daily returns are cumulated to monthly returns afterward. Following Gatev, Goetzmann, and 

Rouwenhorst (2006) and Do and Faff (2010), I report the return on “committed capital.” The term 

“committed capital” might be confusing, as pairs trading is a self-financing strategy with a $1 long 
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and a $1 short position. In order to calculate a return, Gatev, Goetzmann, and Rouwenhorst (2006) 

scale the portfolio’s payoff by the number of actively traded pairs. The authors argue that computing 

the excess return relative to the actual capital employed considers the opportunity costs for commit-

ting capital to pairs trading if the strategy does not trade. As hedge funds are typically free in their 

decisions about the source and the use their funds, Gatev, Goetzmann, and Rouwenhorst (2006) 

argue that the measure “committed capital” provides a more realistic measure to compare different 

investment strategies. Do/Faff (2010) follow their approach. 

The previously outlined procedure implicates that at any time six portfolios, each starting lagged by 

one month, are traded simultaneously. Trades are more likely in the last months in the trading period. 

All prices were normalized at the first day of the trading period. A significant price divergence of 

over 2σhist and the trade triggered thereby is more likely at the end of the trading period when incre-

mental price divergences cumulate. To avoid this bias in the return calculation, I average the 

monthly return of the six simultaneously traded portfolios. Figure 4 illustrates this process. 
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Figure 4: Calculation of pairs trading returns in calendar time 

 

Figure 4 illustrates the method to calculate the average return of the six simultaneously traded 

portfolios during the trading period.  

Gatev, Goetzmann, and Rouwenhorst (2006) interpret the return of pairs trading as a payoff to a 

proprietary trading desk where different traders manage six pairs trading portfolios whose identifi-

cation and trading periods are each staggered by one month. Alternatively, the return can be inter-

preted as the average return of an active pair across all open pairs within the same portfolio and 

across six portfolios that trade simultaneously, but were started in consecutive months. I refer to 

Gatev, Goetzmann, and Rouwenhorst (2006) for further details on the return calculation.  

The calendar time return might differ considerably from the return per trade for three reasons. First, 

the monthly return reflects the combined effect of trading frequency and return per trade. Second, 

the monthly return is scaled to the number of included active pairs in the portfolio. Third, a trade 
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might be open for several months. Therefore, the pair earns only a fraction of the return per trade 

within one month. The interested practitioner can find more information about the return calculation 

in Vidyamurthy’s (2004) implementation book.  
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3. Baseline results 

3.1 Data selection 

I obtained the historical index constituents of the S&P 1500 between January 1990 and December 

2014 from the Compustat Monthly Updates - Index Constituents file. Furthermore, I drew daily 

stock price data from the WRDS CCM merged database. I exclude stocks for a particular pairs 

trading cycle if any of the three – bid, ask or closing price – is unavailable on more than one day 

during the identification period. After this preselection, approximately 1,900 stocks on average are 

eligible for trading each month, forming around 1.8 million possible pair combinations.  

In contrast to related papers, I keep stocks in my sample that are not traded on one day during the 

identification period. I argue that trading is theoretically possible even if a stock is not traded on 

one particular day during the identification period if bid and ask quotes are available. At trade ini-

tialization, I buy the long position at the ask price and sell the short position at the bid price. I 

neutralize the long position at the bid price and the short position at the ask price. Similarly, I use 

these latter prices for the daily evaluation. Additional computations, like the average volatility or 

correlation, are based on closing prices. This modified approach allows me to refrain from approx-

imating the bid-ask bounce and trade with the exact bid and ask prices, and instead to work with 

higher accuracy. Even more important, the modified approach allows me to include less liquid, 

highly volatile stocks that were not traded on one day during the identification period, although it 

was theoretically possible. The inclusion of these less liquid, but highly volatile stocks is crucial to 

evaluating my research hypotheses, as the exclusion of such stocks results in a biased sample.  

The risk factors for the commonly used five factor model are obtained from Kenneth French’s and 

Lubos Pastor’s homepage. Further data is hand-collected from the homepages of the respective au-

thors. 
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3.2 Coding the pairs trading algorithm 

There are numerous tools on the market that allow institutional investors to implement pairs trading. 

Analyzing the outlined research questions demands, however, a high flexibility of the algorithm and 

the possibility of modifying some trading rules. Therefore, I coded the pairs trading algorithm my-

self.  

The complex coding is based on a simplified pairs trading program that I coded during my master’s 

thesis. The major part of the program is coded in Stata, as Stata is one of the most commonly used 

statistics programs in the field of financial research. Unfortunately, Stata does not meet the require-

ments to process the extensive amount of data. In particular, the limitation of elements in a matrix 

is an unfeasible problem in Stata. To overcome this problem, I switched to Mata, a matrix language 

that is integrated into Stata and similar to Java and C within the code. The additional effort of data 

transfer between both programming languages is compensated by the fast data processing in Mata.  

The first part of the algorithm imports three data sets that include bid prices, ask prices, and closing 

prices for each stock in the trading universe, and each trading day between January 1990 and De-

cember 2014. The stock universe also includes stocks with an incomplete price history that went 

public or were delisted during this time. In the first step, the bid, the ask, and the closing price data 

set must be normalized to 1 at the beginning of the identification phase. In the next step, the algo-

rithm computes the SSD, the volatilities of both stocks σA and σB and the pair correlation ρA,B in a 

loop over all days of the identification period. This loop is repeated for each of the approximately 

1.8 million possible pair combinations. Afterward, the algorithm ranks all pair combinations ac-

cording to the SSD in ascending order and identifies the twenty pairs with the lowest SSD. In addi-

tion, the algorithm forms twenty-five portfolios in a modified test setting, which will be explained 
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in chapter 4.4.  

To test the research hypotheses introduced later adequately, the algorithm repeats these steps in a 

rolling window for each identification period that starts with a one-month time lag. In the end, the 

data in the matrix includes the following key figures: individual stock volatility σA and σB, pair 

volatility σAB, pair correlation ρA,B, and the SSD for each possible pair combination and for each 

identification period. This part of the computation is the most time-consuming computation part, 

which took up to six weeks on a standard computer in 2015.  

In the second part of the pairs trading program, the algorithm imports the three price data sets (bid, 

ask, and closing price) for trading and the previously introduced data matrix with the key figures of 

the first algorithm part. Again, the algorithm normalizes all prices of the previously selected stocks 

to 1 on the first day of the trading period. Afterward, the algorithm checks the price differences in 

a loop on each day of the trading period for each selected pair and trades as described in section 

3.1.2. In particular, the identification of the winner/loser stock and the consequentially correct use 

of the bid price for the winner stock or the ask price for the loser stock make this step complex. The 

trading program is highly flexible: it can trade with bid/ask prices or the closing price, it can trade 

at the day of the trading signal or with a one-day-delay to address the bid-ask bounce, it can deal 

with stocks that were delisted during the trading period, and it includes several more options for 

modified trading.  

For each trading period, my algorithm computes the cumulative return of all pairs included in the 

trading portfolio for each of the six months within the trading period. Furthermore, it stores the 

return of each trade together with several key figures, for instance volatility and pair correlation 

during the trading period. As in the identification period, this procedure is repeated with a rolling 
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window over all trading periods. Thereafter, my algorithm uses several loops to perform the com-

plex return computation to average the returns over all open pairs and over all six simultaneously 

traded portfolios within one month, as illustrated in Figure 4. 

At the end of both parts, the algorithm generated a data set that includes monthly pairs trading 

returns and a trade data set that includes the returns of each trade. To shed light on my research 

hypotheses, I merge both datasets with information about the stocks and pair specific characteristics. 

These two datasets form the foundation for all of the following analyses. All analyses, regressions, 

and further statistical investigations in this thesis are executed in Stata using the monthly return 

dataset or the trade dataset. 

3.3 Empirical results 

To evaluate the quality of my computation, I benchmark my results with pairs trading studies from 

recognized journals. I exclude papers that apply major modifications, conceal raw returns, or one-

day-waiting returns. Do and Faff (2010) detect a declining trend in pairs trading returns over time. 

Therefore, I also consider the covered period when comparing returns. Furthermore, minor adap-

tions in the original algorithm might cause small differences, like the preselection of pairs as in 

Papadakis and Wysocki (2007). Table 1 summarizes the monthly US returns for similar stock uni-

verses.  
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Table 1: Comparison with related studies 

Table 1 compares the monthly excess returns of my portfolio selected based on the SSD with the 

excess returns of related papers. The column Period shows the period of time investigated in the 

respective study. 

 

 

 

 

 

 

 

 

 

My return of 37 bp is consistent with the 37 bp return in Do and Faff (2010) for 1989-2002 and 24 

bp for 2003-2009, as well as the 36 bp in Papadakis and Wysocki (2007) for 1994-2006. These 

results indicate that my computation and the bid-ask price approach is reliable. 

  

Paper Period Excess Return 

This study 1990-2014 0.0037 

Gatev, Goetzmann, and Rouwen-
horst (2006) 07/1963-12/2002 0.009 

Do and Faff (2010) 1962–1988 0.0086 

 
1989–2002 0.0037 

 
2003–2009 0.0024 

Do and Faff (2012) 1963-2009 0.0085 

Papadakis and Wysocki (2007) 1981-2006 0.0062 

 
1981-1993 0.0087 

 
1994-2006 0.0036 
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4. Core chapter 1: Demystifying pairs trading: The role of volatility and correlation 

4.1 Motivation 

Numerous papers find that pairs trading returns are higher in markets with high volatility and strong 

correlation. Varying market conditions and factors across individual stocks, industries, and coun-

tries determine the levels of volatility and correlation among stocks that affect the profitability of 

pairs trading. For instance, Gatev, Goetzmann, and Rouwenhorst (2006) find that certain industry 

portfolios outperform others. Do and Faff (2010) discover a superior return in times of market dis-

tress between January 2000-December 2002 and July 2007-June 2009. Jacobs and Weber (2015) 

observe varying returns across different countries. These variations over time, across markets, and 

industries are often explained with different levels of market efficiency by Do and Faff (2010), and 

the number of eligible pairs and limited investor’s attention by Jacobs and Weber (2015). Less effi-

cient markets or industries and investor’s inattention allow more mispricing opportunities, which in 

turn increase the strategy’s return. 

However, until now, little is known about the channel that translates these factors into higher pairs 

trading returns. I extend the current literature about pairs trading by explaining the concrete mech-

anism behind the observation. My insights help to better understand the influence of external factors 

on the profitability of pairs trading. Furthermore, my results encourage a critical evaluation of the 

chosen procedure to select pairs for trading based on the SSD. 

Pairs trading is a technical, rule-based investment strategy. As such, its return is a product of the 

interaction between different input parameters and more or less arbitrarily set rules and thresholds. 

Figure 5 disentangles the technical interdependencies of the rule-based pair selection (SSD measure) 

and the trading algorithm (2σ-trading rule) with the strategy’s return generating components, return 

per trade and trading frequency.  
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Figure 5: Interdependences of the technical decision rules and the return of pairs trading 

 

Figure 5 illustrates the interdependencies of pairs trading. The rule-based trading algorithm in-

fluences the pair selection and the maximum return per trade. The pair selection determines the 

correlation and the pair volatility level. These levels, in turn, influence the return per trade and 

the trading frequency. The strategy’s total return is a function of the return per trade and the trad-

ing frequency. 

 

My analysis of the algorithm, how volatility and correlation translate into higher or lower pairs 

trading returns, complements the literature on pairs trading by bridging the gap between previous 

empirical findings and the mechanism of the technical trading algorithm. Furthermore, the insights 

provide a solid foundation to critically evaluate the influence of pairs trading’s arbitrarily set trading 

rules.  

The remaining parts of the chapter are organized as follows: Section 4.2 summarizes related research 

studies. In Section 4.3, I derive three research hypotheses about the technical drivers of pairs trading. 

To adequately evaluate these research hypotheses, Section 4.4 introduces a modified test setting. 
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Afterward, Section 4.5 tests the proposed hypotheses, before Section 4.6 addresses robustness is-

sues. Finally, Section 8 concludes the chapter.  

4.2 Selected pairs trading literature 

My research is motivated by previous papers that indirectly examine the influence of pair volatility 

and correlation. In this section, I summarize the most important related findings.  

First, out of fifty pairs with the lowest distance measure (SSD), Do and Faff (2010) select the twenty 

pairs with the highest number of price crossings during the identification period and observe a higher 

profitability for these pairs. The authors argue that multiple divergences and convergences of a pair 

within the identification period predict more trading opportunities. I therefore analyze which level 

of pair volatility and correlation maximize the trading frequency. Moreover, Do and Faff (2010) 

find an increased profitability during times of market distress from January 2000-December 2002 

and July 2007-June 2009. These two bear market phases were accompanied by high market volatil-

ity. Hence, I suspect that high volatility increases the return.  

Second, the success of pairs trading was explored in many countries, for instance Andrade, di Pietro, 

and Seasholes (2005), Perlin (2009) and Bolgün, Kurun, and Güven (2010), among others. Most 

notably, Jacobs and Weber (2015) provide a broad overview for 34 countries worldwide. They ob-

serve that less developed markets usually realize a higher return. These markets are normally less 

liquid, and hence possess higher market volatility.  

Third, Engelberg, Gao, and Jagannathan (2009) provide a number of in-depth analyses about the 

drivers of opening, horizon, and divergence risks. Among other findings, they demonstrate the pos-

itive influence of idiosyncratic volatility on the opening probability, and a negative impact of idio-

syncratic volatility on the time until convergence and also on the divergence probability. Similarly, 

Jacobs and Weber (2015) examine the influence of idiosyncratic volatility as a proxy for limits to 
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arbitrage. They find a positive influence of volatility on the total return. Finally, Huck (2015) inves-

tigates the effect of total market volatility over time. He initializes positions if the VIX is categorized 

into a certain regime, also to the traditional opening signal. However, the return is only significant 

at times of an increasing or high 3-month moving average VIX. These exemplary findings indicate 

that volatility and correlation are significant drivers for pairs of trading returns. 

4.3 Research Hypothesis - Disentangling the pairs trading algorithm 

Based on the previously introduced findings in the literature, I derive three research hypotheses to 

identify the channel that translates the levels of volatility and correlation into higher or lower pairs 

trading returns. In Section 4.3.1, I derive why I expect that pairs, which are picked by the traditional 

selection criterion SSD, include stocks with low pair volatility and high correlation levels. These 

levels, in turn, influence the return per trade and the trading frequency. I formulate two research 

hypotheses on how the two drivers, pair volatility and correlation, influence the return per trade in 

Section 4.3.2 and the trading frequency in Section 4.3.3. 

4.3.1 The SSD selection criterion 

I now take a closer look on the distance measure (SSD), and its implicit selection of pairs with low 

pair volatility and high correlation. A broad stream of literature applies the SSD to identify close 

economic substitutes during the identification period. These pairs are eligible for trading in the sub-

sequent trading period. The SSD computes the sum of squared differences of the normalized prices 

Pi,t of two stocks i = A, and B at time t, and selects the twenty pairs with the lowest SSD: 

Distance Measure (SSD)           = ∑ �PA,t-PB,t�
2

=T
t=1  (9)  

       = ∑ �PA,t
2 + PB,t

2 − 2ρA,B�T
t=1 ,     (10) 
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where ρA,B is the Pearson correlation coefficient of the standardized price time series. The Pearson 

correlation coefficient equals: 

 ρA,B = 1
t−1

∑ �PA,t−PA����

sPA
� �PB,t−PB����

sPB
�T

t=1 ,        (11) 

where Pi,t = Pi,t−Pı���

sPi
 are the daily z-transformed normalized prices. 

From the formula in (10), I derive that the correlation coefficient is negatively correlated with the 

SSD. The pairs trading algorithm selects the pairs with the lowest SSD. Based on this, I conclude 

that pairs trading that selects pairs based on the SSD trades with highly correlated pairs. 

Furthermore, I argue that low stock volatility is also crucial to minimize the SSD. Formula (10) 

reveals that high stock prices for PA,t or PB,t increase the SSD. Both prices are normalized to one in 

t = 0. Thus, high values for PA,t and PB,t only arise if stock volatility is high.  

Whether the minimizing influence of strong correlation with the SSD or the increasing effect of 

high stock volatility dominates depends on the magnitude of both factors. Formula (9) provides a 

good clue: let’s consider three stocks A, B, and C, whose prices PA, PB, and Pc are all normalized to 

one in t = 0. The returns of stock A and C are uncorrelated (ρA,C = 0), and the returns of both stocks 

are independently and normally distributed with the same standard deviation σ. Hence, the confi-

dence intervals for the normally distributed price realizations PA and PC are identical with: 

�1 − 𝓏𝓏1−𝛼𝛼2
𝜎𝜎
√𝑛𝑛

, 1 + 𝓏𝓏1−𝛼𝛼2
𝜎𝜎
√𝑛𝑛
�. The return of stock B is perfectly correlated with the return of stock A 

(ρA,B = 1). However, a △ change in the return of stock A translates into a 4△ change of stock B’s 

return. For instance, if PA increases from $1 to $1.01, PB increases from $1 to $1.04. As a conse-

quence, stock B’s standard deviation is higher, and so is the confidence interval of PB. The daily 

price difference between PA and PB might therefore be higher than the price difference between PA 
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and PC, although ρA,B = 1 and ρA,C = 0. For example, in t = 1, stock A increases from PA,0 = 1 to 

PA,1 = 1.01. Hence, stock B increases from PB,0 = 1 to PB,1 = 1.04. The price difference between stock 

A and B is: |PA,1-PB,1| = 0.04. Stock C is uncorrelated with stock A and does not move at all, PC,0 = 

PC,1 = 1. The price difference between stock A and C is therefore: |PA,1-PC,1| = 0.01. If we cumulate 

all daily squared price differences as in formula (9), I come to the following conclusion: the SSD 

for two uncorrelated stocks (A and C) can be smaller than the SSD of two highly correlated stocks 

(A and B) if the highly correlated pair includes at least one highly volatile stock.  

Altogether, I expect a negative relationship between the SSD and correlation, and a positive one 

between SSD and pair volatility. 

Research proposition 1: Pairs with high correlation and low pair volatility are associated with a 

low SSD.  

A validation of research proposition one implies that applying the SSD results in trading with highly 

correlated pairs that exhibit little volatility. However, it is not clear whether this pair volatility and 

correlation combination is beneficial for the return per trade and the trading frequency. 

4.3.2 Return per trade 

This section takes a closer look at the influence of pair volatility and correlation on the return per 

trade. During the trading period, I initialize positions as soon as the stock pair’s price difference 

exceeds two historic standard deviations 2σhist as calculated during the identification period. The 

return is continuously earned while the pair is “open” until stock prices fully converge. At that point, 

I neutralize positions. I distinguish four different closing types.  

• First, trades that fully converge during the trading period are denoted as “natural trades” 

(closing type 1).  

• Second, pairs that are not converged until the last day of the trading period are forcefully 
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closed and categorized as “incomplete trades” (closing type 2).  

• Third, as I trade with highly volatile stocks, investors might be concerned about the asym-

metric return profile of pairs trading. The positive return per trade is limited to 2ơ, while 

pairs that further diverge might generate an infinite loss. Therefore, I close a pair if the price 

difference exceeds 4σ hist on any day while a trade is open. This procedure is similar to 

Engelberg, Gao, and Jagannathan’s (2009) 10-day maximum strategy to close open stock 

positions if they do not converge within ten days after the initial trade opening. The return 

potential is symmetrical within the range of -2ơhist and +2ơhist. These trades are categorized 

as “overshooting trades” (closing type 3). Affected pairs are blocked for the rest of the trad-

ing period. Otherwise, a new trade would open on the next day, as the price spread is still 

above 2ơhist because prices are not set back to one during the trading period. I also assume 

that a price spread of 4ơhist indicates a permanent price spread and thus refrain from further 

trading with these pairs. 

• Fourth, “delisted trades” are trades that automatically close if one stock is delisted (closing 

type 4).  

I now take a closer look on the return potential of these four trade closing types: 

• Closing type 1 (natural trades): I conjecture that a pair always earns a positive return if 

prices fully converge (natural trade). A possible unprofitable price development of one stock 

is always overcompensated by the return of the other stock that overcomes the previous 

price difference. For instance, if the stock price of the short position is rising, the return of 

the long position will overcompensate for the negative return of the short position, as stock 

prices would otherwise not fully converge. 

The return per trade equals the stock price difference at the time of the opening. Positions 
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are initialized as soon as prices diverge by more than 2σhist. Thus, the return of a natural 

trade equals 2σhist plus an overshooting component. The overshooting component occurs if 

the price difference exceeds the 2ơhist threshold during the day and prices further diverge 

until closing prices are set. I derive:  

Return per natural trade = 2�hist+ overshooting.        (12) 

Accordingly, the return per natural trade is higher if the historical standard deviation 2ơhist 

is higher. 

Pairs trading can be understood as a portfolio that consists of stock A (long) and stock B 

(short). The pair’s historic standard deviation ơhist can easily be computed in this case. A 

simple mathematic conversion of formula (12) reveals the relationship between trade return, 

volatility of stock A and B, and the pair’s correlation coefficient pAB: 

Return per natural trade = 2��A
2 +�B

2  - 2�AB�A�B + overshooting, (13) 

The formula validates my conjecture that the return of a successful trade is always positive. 

The overshooting component is always positive as otherwise, the total price difference would 

not exceed 2ơhist. If the price difference is smaller than 2ơhist, the trade would not be opened. 

It applies:  

(�A-�B)2�0.           (14) 

Hence, the influence of volatility on the return per trade is always positive or zero, as formula 

(14) can be transformed as follows: 

�A
2 +�B

2  � 2�AB�A�B,          (15) 

with �AB∈[-1,1]. Based upon (15), I argue that a higher volatility level of stock A or stock B 
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(or both) increases the historic standard deviation, and thus the return per trade. On the con-

trary, higher pair correlation decreases 2ơhist. Neglecting the overshooting component, the 

first differentiation of the function regarding the historical correlation coefficient equals: 

  �f(σA,σB,ρAB)
��AB

= - 2�A�B

��A
2  + �B

2  - 2�AB�A�B

,                    (16) 

The first differentiation is always negative, as the numerator and the denominator (as shown 

in (15)) are positive. The return should therefore increase with declining historical correla-

tion. I conclude that more volatile stocks and a negative or low stock correlation increase the 

return per trade.  

• Closing type 3 (overshooting trades): In contrast, overshooting trades, which are closed if 

the price spread exceeds 4ơhist, always generates a negative return. Recall that positions are 

initialized at a price spread of 2ơhist and are closed at 4ơhist. The potential loss is limited to 

2ơhist, and therefore symmetrical to the return potential of natural trades. The effect of pair 

volatility and correlation with overshooting trades is the reverse of natural trades. High vol-

atility and low correlation increase the risk of exceeding the price difference of 4ơhist. Hence, 

low pair volatility and high correlation reduce the downside risk.  

• Closing type 2 (incomplete trades) and closing type 4 (delisted trades): These trades neither 

fully converge nor diverge by more than 4ơhist. These trades earn a positive return if prices 

converge, and generate a loss if prices diverge. In conclusion, the link depends upon the 

direction of the stock’s movement. 

Altogether, I summarize these propositions in the next research hypothesis:  

Research Hypothesis 2: Highly volatile pairs and negatively correlated pairs increase the return 

per trade of converging trades. In contrast, low volatility and high correlation reduce the downside 
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risk of diverging trades. 

4.3.3 Trading frequency 

I now turn to the second return dimension, the trading frequency, and argue that a high trading 

frequency is beneficial for the strategy’s total return. The trading frequency is defined as the number 

of trades of all pairs within a portfolio over one trading period. Obviously, more trades with positive 

returns are beneficial, whereas many trades with a negative return are negative for the overall return. 

A pair can generate several natural trades within one trading period. Earning the historic price spread 

several times during one trading period successively increases the total return. In contrast, incom-

plete trades, overshooting trades, and delisted trades are always the last trade within a trading period. 

A pair cannot open after an incomplete trade, as the incomplete trade is closed on the last day of the 

trading period. Pairs are blocked for further trades after an overshooting trade, as pairs are otherwise 

opened and closed daily, while the price spread exceeds 4ơhist. Likewise, a pair can obviously not 

open after the delisting of one included stock. As possibly unprofitable trades are limited to one, 

increasing the trading frequency only increases the number of natural trades – the closing trade type 

that always yields a positive return. 

The trading frequency is determined by the probability of opening a pair and the time until conver-

gence. The probability to generate loss-making overshooting trades is determined by the probability 

of a further price divergence while the pair is open. Engelberg, Gao, and Jagannathan (2009) explore 

the influence of various variables on the former probabilities including average mean idiosyncratic 

volatility. The authors observe a positive influence of idiosyncratic volatility on the opening prob-

ability, a negative influence of idiosyncratic volatility on the time until convergence, and on the 

probability of further price divergence. 
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In this thesis, I concentrate on the probability of a pair opening and argue that a pair volatility in-

crease or a correlation decrease between the identification and the trading period increases the open-

ing probability. Let Xt be a normally distributed random variable, which describes the price spread 

that is the difference between the normalized prices of stock A and B on day t. This is actually a 

simplified assumption to demonstrate the idea. Xt is rather a function of Xt-1, the return of stock A, 

and the return of stock B. 

Figure 6 displays the density function of Xt during the identification period with Xt~n, μ,σhist: Let 

the expected value of price spread Xt be µ. The distribution of Xt is symmetrical, as it is equally 

likely that stock A outperforms stock B as it is that stock B outperforms stock A. Following the 

traditional pairs trading algorithm, the threshold to open a trade is 2ơhist. More precisely, a pair is 

opened if Xt falls either below μ-2ơhist or exceeds μ+2ơhist.  

Figure 6: Distribution of price spread Xt during the identification and the trading period 

 

Figure 6 shows the probability density function of Xt during the identification period (DensityID_Period) 

and during the trading period (DensityTrade_Period). Xt is the spread between two normalized prices of 

a pair on day t. 2σhist is calculated as two times the standard deviation of Xt during the identification 

period. Pairs trading initiates a new trade if Xt is smaller than µ-σ or bigger than µ+σ during the 

trading period. The figure on the right-hand side displays the density function of Xt during the iden-

tification period (DensityID_Period) and the density function of Xt during the trading period (Densi-

tyTrade_Period). 
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The figure on the right-hand side displays the case that the volatility of Xt increases between the 

identification and the trading period. The probability density function DensityTrade_Period is now flatter 

and with fatter tails compared to DensityID_Period. The trading signal of 2σhist, however, remains un-

changed. The fatter tails of the DensityTrade_Period increase the chance of initiating a new trade. 

The dashed area in the left figure between μ-2ơhist and μ+2ơhist represents the density to not exceed 

the trading thresholds. I derive from the density function that this probability is 95.45% if Xt is 

normally distributed.  

Hence, the probability to open a new trade is 4.55% if the volatility does not change between the 

identification and the trading period. However, the opening probability changes significantly if Xt’s 

volatility increases to ơTrade_Period at the beginning of the trading period. However, the former thresh-

olds to open the trade of μ +/- 2ơhist, defined based on the volatility as measured during the identifi-

cation period ơhist, are still active. The probability of Xt to exceed the trigger points, illustrated by 

the grey area in the right figure, is significantly higher than before with Xt~n, 0,σtrade. If the vola-

tility of Xt doubles (ơTrade_Period → 2ơhist), then the opening probability increases from 4.55% to 

31.73%.3 On the contrary, a drop in the volatility of Xt (ơTrade_Period < ơhist) decreases the probability 

to open a new trade. 

I now turn to the drivers of Xt’s volatility. The volatility of the price spread Xt (ơhist and ơTrade_Period) 

is directly influenced by the stock volatilities σA and σB. Furthermore, Xt’s volatility is negatively 

influenced by ρA,B, the correlation of stock A and B.4 I derive these results from the following math-

ematical conversion:  

                                                 
3 The probability of a realization within the +/-2ơ area around µ decreases from 95.45% to 68.27% for a realization 
within the +/-ơ threshold. 
4 I derive these results from the following mathematical conversion: V(X) = V(PA − PB) = V(PA) +  V(PB) −
2Cov(PA, PB) = V(PA) +  V(PB) − 2ρA,B�V(PA)�V(PB). 



 

36 

V(X) = V(PA − PB) = V(PA) +  V(PB) − 2Cov(PA, PB) = V(PA) +  V(PB) − 2ρA,B�V(PA)�V(PB).

            (17) 

I conjecture that an increase in stock volatility σA or σB, or a decrease in pair correlation ρA,B between 

the identification and trading period increases the volatility of Xt. In turn, the increase of Xt’s vola-

tility increases the chance to open a new trade, and hence increases the trading frequency. In con-

trast, a decrease in stock volatility or a correlation increase reduces the trading frequency. I conclude 

that selecting promising pairs is also a matter of correctly forecasting volatility and correlation 

changes.  

Correctly forecasting volatilities is one of the major fields in finance research. Volatility clustering 

over time implies that a period of low or high volatility is usually followed by a more medium 

volatility level. Most volatility forecasting models, therefore, assume that volatility follows a mean-

reverting process (e.g., Ornstein-Uhlenbeck (1930) process in Stein and Stein (1991) in Heston’s 

model (1993), and in ARCH/GARCH models (Engle (1982), Bollerslev (1986))). Please refer to 

Andersen, Bollerslev, Christoffersen, and Diebold (2006) for a comprehensive overview of models 

and literature on volatility forecasting.  

If volatility reverts to its mean, the volatility of low volatility pairs should only be temporarily low. 

I expect more volatility increases for low volatility pairs, and hence, more trades by these pairs. In 

contrast, the volatility of high volatility pairs is more likely to decrease, which would generate fewer 

trades. I argue similarly for correlation and expect to observe more correlation decreases for pairs 

with a strong correlation compared to pairs with a weak correlation. I claim: 

Research Hypothesis 3: The number of natural trades is increased by low stock volatility and high 

pair correlation during the identification period, coupled with higher volatility and lower correla-

tion during the trading period. Pair volatility increases are more likely for pairs with currently low 
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pair volatility, while correlation decreases are more likely for pairs with a currently high correla-

tion. 

4.4 Modified methodology 

I apply the methodology and return calculation as explained in chapter 2 with minor modifications 

that allow me to evaluate my research hypotheses.  

To systematically analyze the influence of volatility and correlation, I analyze pairs trading returns 

separately for different pair volatility and correlation levels. I modify the classical pair selection 

algorithm as follows:  

First, I calculate the pair correlation �A,B and pair volatility (𝜎𝜎𝐴𝐴 + 𝜎𝜎𝐵𝐵), a proxy for the combined 

volatility of the pair, during the twelve-month identification period.  

Second, I define five pair correlation and five pair volatility quintiles and classify pairs accordingly. 

Quintile includes the pairs with the weakest pair correlation, Quintile Corr_Q5 includes the pairs 

with the strongest pair correlation. Quintile Vola_Q1 includes the pairs with the lowest level of pair 

volatility, Quintile Vola_Q5 includes the pairs with the highest level of pair volatility.  

Third, I construct twenty-five pair groups from the intersection of the five pair volatility and five 

pair correlation quintile groups. For example, Corr_Q1/Vola_Q1 includes the pairs, whose pair cor-

relation is among the 20% of the weakest correlated pairs and whose pair volatility is among the 

20% of the lowest pair volatility compared to all other pair combinations. The quintile and group 

affiliation of a pair is updated every identification period.  

Fourth, I randomly pick twenty pairs out of each group and include them into one of the twenty-five 

portfolios, double-sorted on pair volatility and pair correlation. A pair remains in the trading port-

folio during the subsequent six-month trading period and is eligible for trading.  
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Finally, I compute the average monthly pairs trading returns and compare the performance of port-

folios of stocks with different pair volatility levels. I form the twenty-five portfolios based on five 

total pair volatility quintiles. I considered that the Vola_Q5 portfolio might contain outliners with 

extreme volatility as the volatility level of these pairs is not capped. The risk of picking an outliner 

within a given group exists in all Corr_Vola combination groups. A possible solution to overcome 

this issue is to simulate pairs trading with each possible pair combination in the Corr_Vola portfolio 

and determine the median of each group. I have decided against this approach because it is highly 

computational and time intensive. Instead, I eliminate the possible sample bias by picking twenty 

stocks out of each group and repeating the random pair selection ten times. Afterward, I average the 

returns of my ten repetitions.  

Table 2 reports the mean pair correlation and pair volatility per quintile during the identification 

period.  

 

 

 

Table 2: Correlation and volatility levels over quintiles 

Table 2 shows the median correlation, the median pair volatility, and the median pair volatility per 

quintile for all selected pairs during all identification periods between January 1990 and June 2014. 

Pair volatility is defined as sum of stock A’s and B’s volatility. 

 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Correlation -0.4885 -0.0471 0.2973 0.5738 0.8026 

            

  Vola_Q1 Vola_Q2 Vola_Q3 Vola_Q4 Vola_Q5 
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Pair Volatility 
 

0.0134 0.0269 0.0434 0.0727 0.1892 

 

For instance, the median pair correlation of all Corr_Q5 pairs (highest pair correlation quintile) is 

0.8026. The median pair correlation ranges from -0.4885 (Corr_Q1) to 0.8024 (Corr_Q5). The av-

erage pair volatility ranges from 0.0134 (Vola_Q1) to 0.1892 (Vola_Q5). 

In the next section, I evaluate my research hypotheses based on this modified test design with 

twenty-five portfolios. 

 

4.5 Empirical results  

4.5.1 Hypothesis 1 – Identification Period: A critical review of the SSD selection method in the 

identification period 

What are the implications of applying the traditional pair selection criterion (SSD)? This section 

investigates the extent to which pair volatility and correlation influence the SSD as proclaimed in 

research hypothesis no. 1.  

Research Hypothesis 1: Pairs with high correlation and low pair volatility are associated with a 

low SSD.  

A significant influence of volatility and correlation implies that the use of the SSD equals selecting 

pairs with a specific pair volatility correlation combination. In turn, this pair selection with a specific 

volatility correlation combination may influence the trading behavior as proposed in research hy-

potheses No. 2 and No. 3, and hence, impacts the total return potential. 

The classical distance measure SSD was introduced by Gatev, Goetzmann, and Rouwenhorst (2006) 
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and applied by several other authors. The appeal to use the SSD is its simplicity and the possibility 

of automatizing the process. The SSD calculates the sum of the squared deviations between the 

normalized price movements of two stocks. The twenty pairs with the lowest SSD are selected for 

trading in the subsequent trading period. To evaluate research hypothesis no. 1, I regress the SSD 

on pair volatility and correlation to investigate the explanation power of both factors. My sample 

includes all possible pair combinations across all identification periods.  

Table 3 reports the regression results. 

 

 

 

 

 

 

 

Table 3: Decomposition of the classical selection criterion (SSD) 

Table 3 displays the results of a panel regression of the SSD distance measure on the standardized 

pair volatility and the standardized correlation coefficient. I control for pair fixed and time fixed 

effects. Standard errors are clustered at the pair level and p-values (p_val) are reported in paren-

theses and adjusted for heteroscedasticity and clustered by pair combination. ***, **, * denote 

significance at the 1%, 5%, and 10% level, respectively. 

 

Variables Pair Volatility (std) Correlation (std) Constant 
 

Coefficient 604.2384*** -27.8919*** 81.6122*** 
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p_val (0.000) (0.000) (0.000) 
 

     

Observations 1,440,000 
   

R-squared 0.88 
   

 

Pair volatility and correlation explain 88% of the SSD’s total variation, which confirms an overall 

strong influence of both factors. As expected, the SSD is positively correlated with pair volatility 

and negatively correlated with pair correlation. The SSD formula (2) does not reveal whether the 

effect of pair correlation or the volatility effect dominates. The standardized regression coefficients 

suggest that low pair volatility dominates the effect of high correlation. To check the robustness of 

my results, I repeat the regression individually for each of my ten data sets. The results confirm the 

previous results separately for each set. These findings add further evidence that the SSD selects 

pairs with low volatility that are strongly correlated. 

As an additional test, I examine into which of my volatility and correlation double-sorted quintiles 

the twenty pairs with the lowest SSD are classified. Almost 67% of all SSD selected pairs are clas-

sified into Corr_Q5/Vola_Q1, the portfolio with the lowest pair volatility and highest correlation. 

The remaining pairs are all allocated to one of the other Corr_Q5 or Vola_Q1 portfolios. I conclude 

that either their pair volatility is very low or their correlation is high. 

The next section investigates the isolated effect of pair volatility and correlation on the trading al-

gorithm. The results revealed that the traditional selection procedure picks pairs with low pair vol-

atility and high correlation. Therefore, I do not restrict my analysis to SSD-selected pairs and use 

the modified test design as introduced in Section 4.4. 
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4.5.2 Hypothesis 2 – Trading Period: The effect of volatility and correlation on the return per trade 

Research hypothesis no. 2 derived the direction of the influence of pair volatility and correlation on 

the return per trade:  

Research Hypothesis 2: Highly volatile pairs and negatively correlated pairs increase the return 

per trade of converging trades. In contrast, low volatility and strong correlation reduce the down-

side risk of diverging trades. 

After the mathematical derivation of the hypothesis in section 4.3.2, this section empirically re-

views the established hypothesis.  

Table 4 reports the average return per trade for each closing type and portfolio. 
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Table 4: Return per trade 

Table 4 shows the average return per trade for double sorted portfolios on pair volatility and cor-

relation between January 1991 and December 2014. Panel A displays the average return per trade 

for natural trades that close after the full convergence of both stocks within the trading period. Panel 

B displays the average return per trade for incomplete trades that are forcefully closed on the last 

day of the trading period. Panel C displays the average return per trade for overshooting trades that 

are closed if prices diverge by more than 4σhist. Panel D displays the average return per trade for 

delisted trades, which are closed if one stock is delisted while the pair is open. The trade universe 

includes all trades by pairs over time. Statistical significance at the 10%, 5%, and 1% level is indi-

cated by *, **, and ***, respectively. 

Panel A: Closing type 1 (natural trades) - Mean return per trade 
  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  0.3022*** 0.2482*** 0.2180*** 0.1841*** 0.1441*** 

Vola_Q2  0.4269*** 0.3658*** 0.3236*** 0.2666*** 0.1979*** 

Vola_Q3  0.5207*** 0.4584*** 0.4004*** 0.3274*** 0.2442*** 

Vola_Q4  0.5912*** 0.5592*** 0.4847*** 0.4042*** 0.3027*** 

Vola_Q5  0.7256*** 0.6580*** 0.6103*** 0.5376*** 0.3861*** 

 
Panel B: Closing type 2 (incomplete trades) - Mean return per trade 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  0.0173*** 0.0167*** 0.0141*** 0.0156*** 0.0118*** 

Vola_Q2  0.0195*** 0.0182*** 0.0186*** 0.0175*** 0.0154*** 

Vola_Q3  0.0241*** 0.0187*** 0.0191*** 0.0212*** 0.0180*** 

Vola_Q4  0.0265*** 0.0242*** 0.0218*** 0.0208*** 0.0208*** 

Vola_Q5  0.0338*** 0.0323*** 0.0295*** 0.0294*** 0.0274*** 

 

 

Panel C: Closing type 3 (overshooting trades) - Mean return per trade 
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  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  -0.2343*** -0.1998*** -0.1705*** -0.1448*** -0.1125*** 

Vola_Q2  -0.3098*** -0.2733*** -0.2398*** -0.2015*** -0.1529*** 

Vola_Q3  -0.3554*** -0.3232*** -0.2834*** -0.2452*** -0.1846*** 

Vola_Q4  -0.3904*** -0.3563*** -0.3310*** -0.2866*** -0.2211*** 

Vola_Q5  -0.4668*** -0.4137*** -0.3808*** -0.3463*** -0.2664*** 

 

Panel D: Closing type 4 (delisted trades) - Mean return per trade 
  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  0.0095* 0.0134*** 0.0138*** 0.0153*** 0.0145*** 

Vola_Q2  0.0008 0.0126** 0.0174*** 0.0190*** 0.0151*** 

Vola_Q3  -0.0175 -0.0048 -0.0016 0.0162*** 0.0167*** 

Vola_Q4  -0.1107*** -0.0395*** -0.0095 -0.0107 0.0088 

Vola_Q5  -0.1322*** -0.1110*** -0.0169 -0.0766*** -0.0550*** 

 

The empirical findings demonstrate: 

• Closing type 1 (natural trades): Panel A reports that the average return per natural trade of a 

Vola_Q1/Corr_Q5 pair (lowest pair volatility and highest correlation quintiles) is $0.14 for a $1 

commitment in the long and the short position. The average return per trade ranges between 

$0.1441 for Vola_Q1/Corr_Q5 pairs and $0.7256 for Vola_Q5/Corr_Q1 pairs. As conjectured 

in research hypothesis no. 2, the return per trade for natural trades increases for higher pair 

volatility levels within each correlation quintile. Furthermore, it decreases for higher correlation 

(within each volatility quintile).  

• Closing type 2 (incomplete trades): Although incomplete trades are forcefully closed on the last 

day, panel B reports an average positive return per trade. Similar to natural trades, higher pair 
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volatility and lower correlation significantly enhance the profitability of incomplete successful 

trades. The return ranges between $0.0118 for Vola_Q1/Corr_Q5 and $0.0338 for 

Vola_Q5/Corr_Q1.  

• Closing type 3 (overshooting trades): Panel C shows that higher pair volatility and lower corre-

lation increase the loss per trade for overshooting trades. The return per trade ranges between -

$0.4668 for Vola_Q5/Corr_Q1, and -$0.1125 for Vola_Q1/Corr_Q5. As expected, the link be-

tween volatility, correlation and return of overshooting trades is the reverse of natural trades.  

• Closing type 4 (delisted trades): Panel D reports that the return of delisted trades is on average 

negative for highly volatile and weakly correlated pairs. Yet, the return is increasing and positive 

for less volatile and highly correlated pairs. The average return per trade ranges between -

$0.1322 for Vola_Q5/Corr_Q1 and $0.0190 for Vola_Q2/Corr_4. However, the return of eight 

out of twenty-five portfolios is insignificant, indicating that there is no clear volatility and cor-

relation effect for delisted trades. 

Altogether, the empirical findings support research hypothesis no. 2. High pair volatility and low 

correlation levels increase the return of converging pairs, but also increase the loss of diverging 

pairs. The volatility and correlation levels during the identification period determine the average 

return level per trade. Hence, pairs in more volatile markets or in times of general higher market 

volatility should earn a higher return per trade. My findings also imply that the SSD’s preselection 

of strong correlated pairs with low volatility does not exploit the full potential compared to weakly 

or negative correlated pairs with higher volatility. 

4.5.3 Hypothesis 3 – Trading Period: The effect of volatility and correlation on the trading fre-

quency 

After examining the return per trade in the previous section, I now turn to the second return building 

block, the trading frequency. This section explores the link between pair volatility, correlation, and 
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trading frequency to evaluate research hypothesis no. 3: 

Research proposition 3: The number of natural trades is increased by low stock volatility and high 

pair correlation during the identification period, coupled with higher volatility and lower correla-

tion during the trading period. Pair volatility increases are more likely for pairs with currently low 

pair volatility, while correlation decreases are more likely for pairs with currently high correlation. 

I argue that raising the trading frequency leads to earning the return per trade multiple times during 

one trading period. Recall that a high trading frequency increases only the number of profitable, 

closing type 1 trades (natural trades). Closing types 2, 3 and 4 are always the last trades within a 

specific trading period. Hence, the number of these potentially loss-making trades is unaffected by 

a higher trading frequency. The argument is subject to the common assumption in financial research 

that the return of the additional trades is not eaten up by the transaction costs. Research on pairs 

trading (e.g. Do/Faff (2012)) reveals evidence that the return is persistent to trading costs. 

In summary, pairs traders should identify the type of volatility and correlation level that increases 

the probability to open new trades. In other words: pairs traders should strive to increase the trading 

frequency. 

The first analysis investigates the influence of pair volatility and correlation on the probability of a 

level shift. A level shift means that the pair volatility or correlation of a pair changes between the 

identification period and the trading period as explained in section 4.3.3. Price spread Xt is defined 

as the difference between the two normalized stock prices of the pair on day t and determines 

whether a new trade is initialized. The opening probability is higher if the volatility of Xt is low 

during the identification period and high during the trading period. As derived in research hypothesis 

no. 3, I conjecture that volatility increases and correlation decreases increase the volatility of Xt, 
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which, in turn, increases the desired opening probability. I expect to observe more volatility in-

creases for pairs with low pair volatility (Vola_Q1 quintile) and less volatility increases for pairs 

with high volatility (Vola_Q5 quintile). Likewise, I argue that correlation decreases are more likely 

for strongly correlated pairs (Corr_Q5) and less likely for weakly correlated pairs (Corr_Q1). I first 

compute the average pair volatility and the correlation coefficient of each pair during the identifi-

cation period, and separately for the subsequent trading period. Based on this, I generate two dum-

mies for each pair: the volatility dummy indicates whether the pair volatility increases between the 

identification and the trading period (D = 1) or not (D = 0). Likewise, I introduce a correlation 

dummy that indicates whether a correlation decrease happened between the identification and the 

trading period. I determine the volatility and the correlation dummy for each trade. Afterward, I 

calculate the average percentage of trades that are generated by pairs with a beneficial volatility 

increase or a correlation decrease for each volatility correlation double-sorted portfolio.  

Table 5 reports the results. 
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Table 5: Level shifts and frequency 

Table 5, Panel A (B) shows the percentage of pairs with a volatility increase (correlation decrease) 

between the identification and the trading period within the twenty-five double-sorted portfolios. 

The percentage reveals that a volatility increase or a correlation decrease, which are both beneficial 

for the total return, are more likely for some portfolios than for others. The analysis includes all 

trades of the 57,600 pairs (twenty pairs per portfolio*10 sets*288 identification periods) during 

January 1991 and December 2014. 

Panel A: Average % of trades whose pairs realized a volatility increase 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  61.08% 60.69% 55.25% 46.78% 33.06% 

Vola_Q2  53.12% 49.41% 43.60% 36.43% 25.05% 

Vola_Q3  46.81% 42.58% 36.24% 30.08% 20.47% 

Vola_Q4  42.17% 35.73% 29.66% 24.21% 16.43% 

Vola_Q5  36.09% 28.48% 22.02% 18.74% 12.11% 

 

Panel B: Average % of trades whose pairs realized a correlation decrease 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  23.68% 41.61% 57.26% 71.59% 85.53% 

Vola_Q2  24.83% 45.33% 61.61% 75.30% 88.65% 

Vola_Q3  25.47% 48.20% 64.09% 77.33% 90.47% 

Vola_Q4  26.58% 51.43% 66.87% 79.51% 92.52% 

Vola_Q5  26.68% 53.04% 69.39% 81.44% 93.78% 

 

 

Table 5, panel A reports the results for pair volatility increases. 61.08% of all trades in portfolio 
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Corr_Q1/Vola_Q1 are generated by pairs with a volatility increase. Consistent with mean-reverting 

volatility (Engle and Patton (2001)), volatility increases are more likely for low pair volatility levels 

(Vola_Q1) across all correlation quintiles. Furthermore, pair volatility increases are more likely for 

reversely correlated pairs (Corr_Q1 quintile). Overall, panel A suggests that desired volatility in-

creases are most frequently generated by pairs with low pair volatility and weak or negative corre-

lation. Similar as in panel A, panel B shows the percentage of trades by pairs with a beneficial 

correlation decrease. For instance, 23.68% of all trades in portfolio Corr_Q1/ Vola_Q1 are gener-

ated by pairs whose correlation level decreased. Panel B indicates that desired correlation decreases 

are most often generated by pairs with high volatility and high correlation. Table 6 summarizes the 

insights from panels A and B. These results confirm research hypothesis No. 2. 

Table 6: Influence between volatility and correlation level on beneficial volatility increases 

and correlation decreases 

Table 6 provides an overview of the directions of the effects of high/low volatility and strong/weak 

correlation on the probability of a volatility increase or correlation decrease between the identifi-

cation and the trading period. 

Influence of High 
volatility 

Low 
volatility 

Strong 
correlation 

Weak 
correlation 

Volatility increase ↓ ↑ ↓ ↑ 
Correlation decrease ↑ ↓ ↑ ↓ 

 

Pairs with a high volatility and strong correlation are disadvantageous for the volatility increase 

effect, but beneficial for the correlation decrease effect. Likewise, pairs with low volatility and weak 

or negative correlation are beneficial for the volatility increase effect, but disadvantageous for the 

correlation decrease effect. Yet, it is not clear whether the volatility increase effect dominates the 

correlation decrease effect or vice versa.  

To shed light on this question whether the volatility increase effect or the correlation decrease effect 
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dominates, I analyze the absolute number of trades in each of the twenty-five double-sorted portfo-

lios. The result is displayed in Table 7. 

Table 7: Total number of trades 

Table 7 reports the total number of trades of all pairs within the double sorted trading portfolio on 

pair volatility and correlation between January 1991 and December 2014. 

    Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1   29238 39390 46821 53662 61083 

Vola_Q2   22933 31443 38007 45015 53477 

Vola_Q3   18814 25949 32051 38480 47633 

Vola_Q4   14378 19762 24873 30808 40435 

Vola_Q5   7576 10955 13740 17306 25206 

 

Overall, Table 7 confirms the results of Table 6. The trading frequency is especially high for pairs 

with little volatility and a strong correlation. Pairs with high volatility and a weak or negative cor-

relation trade relatively little. The number of trades generated by pairs with weak or negative corre-

lation and low volatility are relatively higher than the number of trades generated by pairs with 

strong correlation and high volatility. These results suggest that the effect of high correlation in the 

correlation decrease effect is stronger than the effect of low correlation in the volatility increase 

effect.  

 

4.6  Pairs Trading Return in calendar time 

Two major results emerge from the previous two sections: first, the SSD selects pairs with low pair 

volatility and high correlation. This pair selection is a convincing selection to increase the trading 
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frequency. Second, the level of pair volatility and correlation determine the return per trade and the 

trading frequency in a complex relationship. For the predominant closing type 1 (natural trades), 

high pair volatility and negative correlation increase the return per trade on the one hand, but reduce 

the trading frequency on the other. To identify which effect dominates, I study the aggregated effect. 

Therefore, I take a closer look at the monthly pairs of trading returns. The monthly return represents 

the payoff to an investor, and it considers the aggregated effect of pair volatility and correlation on 

the return per trade and the trading frequency. It provides not only the possibility of computing a 

risk-adjusted return, but also allows us to compare the monthly return of a traditionally formed SSD 

portfolio and portfolios with alternating volatility correlation combinations. Additionally, the results 

help us to ultimately judge whether the SSD is superior in selecting profitable pairs.  

The analysis of the monthly returns between January 1991 and December 2014 uncovers whether 

the positive effect of high pair volatility and low correlation on the return per trade, or the negative 

effect of high volatility and low correlation on the trading frequency dominates. 

Table 8 shows the results of the analysis. 
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Table 8: Average monthly trading return   

Table 8, panel A reports the average monthly raw returns of each double sorted trading portfolio 

on pair volatility and correlation between January 1991 and December 2014. To account for well-

established return patterns (Fama and French (1993); Jegadeesh and Titman (1993); Carhart 

(1997); Da, Liu and Schaumburg (2014)), I regress monthly excess returns on a six-factor model. 

Panel B displays the alphas from a time series regression of the one-month pairs trading returns on 

the six-factor model including Fama and French’s (1993) three factor model, a momentum factor, 

a short-term reversal factor, and Pastor and Stambaugh’s (2003) liquidity factor. I use Newey-West 

(1987) standard errors with lag six. Statistical significance at the 10%, 5%, and 1% level is indi-

cated by *, **, and ***, respectively. 

Panel A: Pairs trading return in calendar time 

 

Panel B: Alphas of each correlation and pair volatility quintile portfolio 

 

In panel A, all returns are positive, significant and range between 19 bp to 234 bp. For instance, 

portfolio Vola_Q1/Corr_Q5 (low pair volatility/high correlation) yields an average monthly return 

Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 Q5-Q1 Q5-Q2

Vola_Q1 .0046*** .0037*** .0040*** .0051*** .0047*** 0.0000 0.0010***
Vola_Q2 .0049*** .0035*** .0046*** .0052*** .0050*** 0.0000 0.0015**
Vola_Q3 .0033*** .0038*** .0058*** .0057*** .0065*** 0.0033*** 0.0027***
Vola_Q4 .0044*** .0058*** .0062*** .0065*** .0076*** 0.0032** 0.0018
Vola_Q5 .0019* .0043*** .0046*** .0056*** .0234* 0.0215 0.0191

Q4–Q1 -0.0002 0.0021* .0023** .0014* .0030***
*** p<0.01, ** p<0.05, * p<0.1

Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 Q5-Q1 Q5-Q2

Vola_Q1 .0046*** .0036*** .0039*** .0052*** .0047*** 0.0011 0.0001**
Vola_Q2 .0047*** .0031*** .0045*** .0052*** .0048*** 0.0017 0.0001***
Vola_Q3 .0028** .0037*** .0059*** .0056*** .0066*** 0.0029*** 0.0038***
Vola_Q4 .0040* .0059*** .0066*** .0068*** .0076*** 0.0017** 0.0036
Vola_Q5 0.0018 .0047*** .0053* .0057*** 0.0209 0.0162 0.0191

Q4-Q1 -0.0006 0.0023 0.0028** 0.0016* 0.0029***
*** p<0.01, ** p<0.05, * p<0.1
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of 47 bp. The most striking result to emerge from panel A is the successive increase in monthly 

returns for higher volatility levels from Vola_Q1 to Vola_Q4 in correlation quintiles Corr_Q2 to 

Corr_Q5. The return increase is particularly stronger at higher correlation levels. The return differ-

ences between Corr_Q5 and Corr_Q1 portfolios are insignificant in three out of five cases, indicat-

ing equally high portfolio returns. Furthermore, twenty-one out of twenty-five volatility correlation 

double-sorted portfolios outperform the SSD portfolio with a monthly return of 37 bp. Even the 

direct peer portfolio Vola_Q1/Corr_Q5 with low pair volatility and high correlation earns 10 bp 

more. I speculate that the superior performance of the Vola_Q1/Corr_Q5 portfolio results from ran-

domly selecting twenty out of approximately 72,000 pairs within the particular quintile intersection 

group. These selected pairs have an average level of correlation and volatility within the volatility 

correlation double-sorted group. In contrast, the pairs of the SSD portfolio observe the absolutely 

lowest pair volatility and the highest correlation. I conclude that even slightly higher volatility and 

lower correlation levels increase the pairs’ trading return. 

To control for well-established return patterns, I regress monthly returns on a six-factor model, in-

cluding Fama and French’s three-factor model, a momentum factor and a short-term-reversal factor. 

All data is obtained from Kenneth French’s website. As my sample includes stocks with different 

liquidity levels, I further extend my factor model with Pastor and Stambaughs’ (2003) liquidity 

factor.  

Panel B reports the alphas of the regression for each volatility correlation double-sorted portfolio. 

Like related papers, I use Newey-West Standard errors with lag 6. The results confirm my previous 

findings. All alphas are positive and almost always significant. Again, high pair volatility and strong 

correlation increase alpha.  

Altogether, the results suggest that pairs with high pair volatility and high correlation maximize the 
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return. I conclude that the positive pair volatility effect on the return per trade and the positive effect 

of strong correlation on the trading frequency dominate. This implicates that the SSD, which selects 

pairs with low pair volatility, is not a good instrument to identify the most profitable pairs. The 

monthly return of the traditionally selected portfolio with 37 bp is considerably lower than the risk 

adjusted return of most alternatively formed volatility correlation double-sorted portfolios. 

4.7 Robustness 

Trading strategies that successfully exploit anomalies always raise several robustness questions. 

Therefore, I first address the limits of arbitrage in the next section before I test my results in a cross-

sectional Fama-MacBeth (1973) test design afterward. 

4.7.1 Limits of arbitrage 

One obvious question is whether pairs trading returns are persistent to trading costs. Do and Faff 

(2012) dedicate a full paper to the question and find that pairs trading returns are decreasing but still 

significant and positive after controlling for commissions, market impact, and short selling con-

straints. Their result is consistent with Gatev, Goetzmann, and Rouwenhorst (2006), who also find 

significant positive returns after controlling for transaction costs.  

My previously chosen highly volatile pairs might, however, demand higher trading costs. I address 

the most critical issue, the bid-ask bounce, by directly trading with bid and ask prices, which is more 

accurate than the traditional one-day waiting procedure. As my alphas are positive and significant, 

I conclude that transaction costs are not an impediment, especially not for large institutional traders.  

Furthermore, an investor must be able to hold the position until the pair converges. While the trade 

is open, investors might be confronted with margin calls if the short stock diverges further. Subse-

quently, some arbitrageurs must liquidate their positions to meet the required additional capital com-

mitment as addressed by Shleifer and Vishny (1997). Recalls are more likely when prices are falling. 
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When prices start to converge in pairs trading, the shorted stock of a pair is expected to fall, and is 

hence more likely to be recalled. However, D’Avolio (2002) observes a low recall rate of around 

2% per month. Furthermore, pairs traders can still earn a profit if the price already converges until 

the stock is recalled. To shed further light on this issue, I examine the volatility and correlation 

effect on the trading frequency of overshooting trades (closing type No. 3). These were the trades 

that are forcefully closed during the trading period as the difference between the standardized prices 

exceeds 4σ. Table 9 reports the absolute number of overshooting trades for each volatility correla-

tion double-sorted portfolio. 
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Table 9: Number of Closing Type No. 3 trades (overshooting trades) 

Table 9 reports the absolute number of overshooting trades for each volatility correlation double-

sorted portfolio. For instance, 6152 overshooting trades were observed for the Corr_Q1/Vola_Q1 

portfolio. This means that all stock pairs belonging to the group of stocks with the 20% lowest 

correlation and the 20% lowest volatility generated 6152 overshooting trades.  

 

 Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1 6152 10751 15135 19344 23677 

Vola_Q2 3999 7320 10781 14588 19621 

Vola_Q3 3093 5519 7979 11246 16490 

Vola_Q4 2282 3920 5688 8125 13256 

Vola_Q5 1259 2177 2972 4302 7812 

 

The results indicate that high pair volatility and low correlation reduce the number of overshooting 

trades, and hence, divergence risk. This finding is consistent with Engelberg, Gao, and Jagannathan 

(2009), who find that high idiosyncratic volatility decreases the divergence probability. 

In addition, I address the previously mentioned arbitrage problems by replicating my analyses with 

stocks that are included at the time in the S&P 100 or the NASDAQ 100 indices. To consider pos-

sible liquidity declines, I exclude stocks if they lose their index membership. This test setting chal-

lenges the robustness of my findings in an almost limits of arbitrage-free setting, as all stocks are 

liquid, easy-to-short, cheap-to-trade, and highly efficient due to high analyst coverage. Table 10 

summarizes the results. 
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Table 10: Pairs trading in highly liquid markets 

Table 10, panel A reports the average monthly raw returns for each double-sorted trading portfolio 

on volatility and correlation between January 1991 and December 2014. The sample includes only 

the, at that time, current members of the S&P 100. Likewise, panel B displays the average monthly 

returns of NASDAQ 100 members between January 19955 and December 2014. Statistical signifi-

cance at the 10%, 5%, and 1% level is indicated by *, **, and ***. 

Panel A: Average monthly returns of the S&P 100 (Jan 1990-Dec 2014) 

    Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1   0.0038*** 0.0030*** 0.0025*** 0.0025*** 0.0019*** 

Vola_Q2   0.0055*** 0.0040*** 0.0040*** 0.0028*** 0.0031*** 

Vola_Q3   0.0037** 0.0049*** 0.0036*** 0.0039*** 0.0030*** 

Vola_Q4   0.0035** 0.0039*** 0.0046*** 0.0048*** 0.0042*** 

Vola_Q5   0.0023 0.0025* 0.0027** 0.0033*** 0.0034*** 

Q5-Q1   -0.0015 -0.0005 0.0002 0.0008 0.0015** 
Q4-Q1   -0.0003 0.0009 0.0021* 0.0023** 0.0023*** 

 

Panel B: Average monthly returns of the NASDAQ 100 (Jan 1995-Dec 2014) 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1  0.0032** 0.0046*** 0.0051*** 0.0045*** 0.0020*** 

Vola_Q2  0.0022 0.0048*** 0.0055*** 0.0046*** 0.0057*** 

Vola_Q3  0.0024 0.0065** 0.0065*** 0.0055*** 0.0072*** 

Vola_Q4  0.0026* 0.0076*** 0.0112*** 0.0066*** 0.0067*** 

Vola_Q5  0.0070** 0.0142 0.0108* 0.0063*** 0.0074*** 

Q5-Q1  0.0038 0.0096 0.0057 0.0018 0.0055*** 

Q4-Q1  -0.0006 0.0030 0.0061** 0.0021 0.0048*** 

                                                 
5 The reporting of bid and ask prices for the NASDAQ 100 starts in Jan 1995. 
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All returns are smaller compared to previous returns. Thus, part of the previous returns can be ex-

plained with short selling constraints, a liquidity premium, and efficiency issues. However, all re-

turns are still positive and significant. The NASDAQ 100 portfolios outperform the corresponding 

S&P 100 portfolios. This result is consistent with my previous results, as NASDAQ 100 stocks are 

more volatile than S&P 100 stocks.  

4.7.2 Short Selling Constraints 

Another issue is whether it is difficult to short stocks for pairs trading. Stambaugh, Yu, and Yuan 

(2015) argue that the return asymmetry of long-short strategies might originate from short selling 

constraints of overpriced stocks compared to easily exploitable underpriced stocks. In this case, the 

isolated short leg return exceeds the long leg return. Alternatively, Gatev, Goetzmann, and Rouwen-

horst (2006) claim that long leg profits might represent compensation for an unrealized bankruptcy. 

In this alternative case, the long leg contributes more to the total return than the short leg. To shed 

further light on this topic, I separately compute the isolated return generated by the short and the 

long leg, similar to Gatev, Goetzmann, and Rouwenhorst (2006), and determine the following con-

tribution ratio: 

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑅𝑅𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶 =  𝐼𝐼𝐿𝐿𝑛𝑛𝐿𝐿 𝑙𝑙𝑙𝑙𝐿𝐿 𝑟𝑟𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 𝑝𝑝𝑙𝑙𝑟𝑟 𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡𝑙𝑙
𝑇𝑇𝐿𝐿𝑟𝑟𝑡𝑡𝑙𝑙 𝑟𝑟𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 𝑝𝑝𝑙𝑙𝑟𝑟 𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡𝑙𝑙

 (18) 

Table 11 reports the results. 

 

 

 

 

Table 11: Median percentage contribution of the long leg to the total return 
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Table 11 investigates the contribution of the short and the long leg separately, and displays the 

median percentage contribution of the long leg to the total return between January 1991 and De-

cember 2014. A contribution rate above 0% but below 50% indicates that the long leg contributes 

to the total return, but less than the short leg. 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1 51.29% 50.07% 49.96% 49.45% 49.80% 

Vola_Q2 49.01% 48.91% 48.15% 48.66% 49.21% 

Vola_Q3 47.69% 45.75% 46.59% 46.85% 48.03% 

Vola_Q4 41.87% 41.36% 43.05% 43.97% 46.21% 

Vola_Q5 31.64% 32.60% 35.17% 36.45% 42.12% 

 

Table 11 reveals that the percentage is below 50% in twenty-four out of twenty-five portfolios. This 

finding indicates a higher contribution of the short leg. The long legs of Vola_Q5/Corr_Q1&2 port-

folios contribute relatively little with a share of 31.64%-32.60%. As the return asymmetry is espe-

cially strong for highly volatile stocks, the short leg contribution might originate from mispricing 

that is practically not exploitable. However, D’Avolio (2002) finds that only 16% of all stocks in-

cluded in the monthly CRSP file can eventually not be shorted. 91% of all stocks, including almost 

all S&P 500 constituents, cost less than 1% to borrow, and their value-weighted average fee is ap-

proximately 17‰. The remaining 9% of stocks, which are called “special stocks,” have an average 

fee of 4.5% per annum. Less than 1% of the special stocks demand negative rebate rates and charge 

a fee of up to 50%. Not surprisingly, smaller stocks demand higher fees. However, these special 

stocks account for less than 1% of the market by market value. I assume that the probability of 

“special stocks” in my dataset is relatively low for two reasons. First, my stock universe is restricted 

to current or former members of the S&P 1500. These stocks cover around 90% of the total market 

capitalization and should be under regular investor’s attention according to Wurgler and 
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Zhuravskaya (2002). Second, my stock universe is restricted to stocks with a listed bid and ask price. 

These restrictions secure the liquidity and tradability of my stocks. Even if shorting is impossible, a 

modified pairs trading strategy could only invest in the “loser” stock (long position) and use the 

“winner” stock as a trading signal without physically selling the stock. Alternatively, investors could 

include only stocks that they already hold in their portfolios. 

5.6.1. Fama-MacBeth regression 

In addition to my analyses based on portfolio sorts, I conduct a Fama-MacBeth (1973) regression 

to investigate the role of pair volatility and correlation in the cross-section. I regress pair volatility 

and correlation on the return per trade. This approach allows me to evaluate how the technical driv-

ers influence the return per trade (research hypothesis No. 2) in the cross-section. I use standardized 

coefficients for pair volatility and correlation and apply Newey-West (1987) standard errors with 

lag six. I control for the duration of a trade to consider a potentially wider price spread at the open-

ing.  

A pair can open multiple times during one trading period. The returns of these trades are similar 

because the opening signal, which determines the return per trade, is always identical in these cases. 

Therefore, I only consider the first trade of each pair within a trading period. The volatility coeffi-

cient and the correlation coefficient are both significant at a 1% significance level. A one standard 

deviation increase in pair volatility increases the trade return by 13 cents, whereas a one standard 

deviation increase in correlation decreases the trade return by 7.5 cents. The result adds further 

evidence to my previous findings. For further robustness, I repeat the analysis and choose one ran-

dom trade of each pair within a trading period. I also repeat the analysis with non-overlapping trad-

ing periods. The results remain robust in both additional tests. 
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4.8 Conclusion 

I contribute to the academic discussion about pairs trading by demonstrating that pair volatility and 

correlation are the important levers that influence the two return building blocks of pairs trading: 

the return per trade and the trading frequency. High pair volatility and low correlation are beneficial 

for the return per trade, but not beneficial for the trading frequency. 

The key learning for active pairs traders is that choosing stocks of one specific industry, one country, 

or applying a certain selection procedure like the SSD results in a preselection of eligible pairs for 

trading in terms of volatility and correlation levels. In consequence, this preselection of pairs deter-

mines a given pair volatility and correlation combination. The selection of pair volatility and corre-

lation levels, in turn, affects the total return via the return per trade and the trading frequency. Hence, 

smart investors should optimize the pair volatility correlation level of their stock selection to max-

imize their returns.  
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5. Core chapter 2: Slow information diffusion as a driver for pairs trading 

5.1 Motivation 

Pairs traders are confronted with a major problem: One can only observe the deviation of two stocks 

from each other, while the reason why these stocks deviate is veiled. The unobservable deviation 

driver implicates the risk of a permanent stock price deviation. The lack of an economic explanation 

and the unknown return source, which creates the market inefficiency, makes it difficult to sell the 

trading idea to clients. 

Gatev, Goetzmann, and Rouwenhorst (2006) motivate pairs trading with the exploitation of tempo-

rary mispricing according to the law of one price. Prices are initially driven away from their fair 

value by any sort of market frictions. Natural candidates for pairs are pairs with a lead-lag relation-

ship as their prices regularly diverge and later converge. In recent years, a considerable amount of 

literature introduces gradual information diffusion as the explanation for lead-lag relationships be-

tween stocks. For instance, Engelberg, Gao, and Jagannathan (2009) reveal that pairs, whose indus-

try information diffusion speed differs, outperform pairs with a similar information diffusion speed. 

Furthermore, they find that pairs trading is more profitable for pairs with few common analysts or 

few common institutional holdings. Chen, Chen, and Li (2013) document that an environment with 

slower information diffusion is beneficial for pairs trading, e.g., small companies without media 

coverage, low analyst coverage, or low investor recognition. Moreover, they find that pairs trading 

returns have decreased over the last few years, consistent with improved information efficiency over 

time. They also show that pairs trading is more profitable for highly correlated pairs based on known 

determinants that drive return co-movement. Jacobs and Weber (2015) provide evidence that limited 

investor attention, which provokes slower information diffusion, increases the strategy’s profitabil-

ity. 
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The idea of gradual information diffusion is basically that one stock incorporates common news 

faster than the other one. The first stock, the “leader stock,” processes information faster and reacts 

more quickly to the arrival of new information than the second stock. The second stock, the “fol-

lower stock,” incorporates information more slowly. It moves into the same direction like the “leader 

stock” – however, with a time lag. Throughout this section, the term “leader-follower relationship” 

will be used to refer to this relationship of stocks, generated by gradual information diffusion. This 

leader-follower relationship creates a temporary mispricing of the “follower stock,” which can be 

exploited by appropriate trading strategies – for instance, pairs trading.  

The literature provides numerous explanations as to why stocks process price relevant information 

faster or slower, which leads to gradual information diffusion across the stock universe. For in-

stance, Hong and Stein (1999) theoretically model dynamic information diffusion across sophisti-

cated investors and momentum traders over time. Thereafter, many papers identify sources that in-

duce gradual information diffusion including size (Lo and MacKinlay (1990)), number of analyst 

following the company (Brennan, Jegadeesh, and Swaminathan (1993)), the level of institutional 

ownership (Badrinath, Kale, and Noe (1995)), and trading volume (Chordia and Swaminathan 

(2000)). There are also company links that indirectly delay the incorporation of information so that 

follower-leader stock relationships develop. For instance, Cohen and Lou (2012) find that less com-

plex companies, which only concentrate on one core business, incorporate industry information 

faster into prices than more complex companies with many subsidiaries and business fields in the 

same industry. Other factors include intra-industry leadership (Hou (2007)), industries that lead the 

market (Hong, Torous, and Valkanov (2007)), economically-linked companies (Cohen and Frazzini 

(2008)), supplier and customer industries (Menzly and Ozbas (2010)), and mutual ownership (Antón 

and Polk (2014)).  



 

64 

The central purpose of this section is to provide evidence that gradual information diffusion is a 

major source of pairs trading returns. I start with a closer look on the connection, which both stocks 

of a pair must have, and explain how pairs trading exploits information diffusion-generated mis-

pricing. Afterward, I reason why pairs trading should be included in the circle of promising invest-

ment strategies to exploit that type of mispricing. The next section investigates the leader-follower 

relationship of pairs more closely and links it to common risk factors (Fama/French three factor 

model, short-term reversal factor, and momentum factor). In the final section, I analyze whether 

each trade shows the typical price development that would be expected for a leader-follower rela-

tionship and whether the leader-follower role allocation is persistent. The following empirical anal-

yses are based on the data set of the previous core chapter.  

5.2 Conditions to exploit information diffusion induced mispricing using pairs trading 

Gradual information diffusion can generate temporary mispricing. Pairs trading is a perfect candi-

date to exploit this type of mispricing. However, both stocks of the pair must share some similarities 

but must also have different attributes: 

First, both stocks must be economically connected in a certain way. This link generates a similar 

price reaction upon the arrival of link-specific news. Broad literature on co-movement proposes 

multiple links that cause similar price reactions to exogenous impulses. Obvious factors include 

industry affiliation, regional location, but also veiled links like mutual ownership. This link gener-

ates a similar price reaction. I refer to this type of news as common news.  

Second, there must be a source or specific stock characteristic that initiates the gradual information 

processing. I refer to this component as the deviation factor. 

To understand how pairs trading exploits market inefficiencies generated by gradual information 

diffusion, one can think of two stock exchange-listed companies A and B. Both companies operate 
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in the same industry and their stock prices are consequently influenced by similar factors. However, 

stock A processes information faster than stock B, as stock A is covered by more analysts that 

closely observe the business development and react accordingly. Upon the arrival of new positive 

industry news, stock A incorporates the positive information almost immediately and rises. A’s 

stock price increase causes the initial price deviation of 2σ, the threshold for pairs trading. $1 of the 

normalized price of stock A is sold and $1 of the normalized price of stock B is purchased. As stock 

B is also affected by the particular positive industry information, stock B also reacts to the novel 

positive industry information. However, stock B is covered by less analysts, so the stock price of B 

rises slower and it takes a while until the price fully reflects the piece of information. At a certain 

point, stock B catches up with stock A and both pairs’ trading positions are neutralized. In this 

setting, stock A is the leader stock and stock B the follower stock. The key to understanding the 

source of pairs trading returns is to understand gradual information diffusion and in particular, the 

resulting leader-follower relationship of a stock pair. On the chart, stock B follows stock A in a 

steep movement, until the information is completely incorporated into stock B, so that both prices 

intersect. At that time, both positions are neutralized. 

5.3 Information diffusion exploiting trading strategies vs. pairs trading 

Many papers apply a simple procedure to exploiting temporary mispricing that is generated by grad-

ual information diffusion. First, traders identify and form economically linked pairs, for instance 

Cohen and Frazzini (2008) define pairs based on a customer-supplier relationship. Afterward, stocks 

are classified as fast reacting “leader stocks” or as information slowly processing “follower stocks,” 

based on an economical derived factor. Second, based on the leader’s performance in the previous 

month, traders buy or sell the corresponding follower stocks thereafter. This type of trading strategy 

requires a clear identification of the leader and the follower stock. The classification is usually based 
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on one particular factor, which induces gradual information processing, like size or analyst cover-

age.  

However, this generalized procedure fails to grasp the total complexity of pair links. Two stocks 

might have a mutual link, as they are affected by the same influence factors. Yet, some factors have 

a positive influence on both stocks, while other factors have a positive influence on one stock but a 

negative influence on the other stock. Mutual influence factors might intensify, neutralize or con-

tradict each other. Let me give you an example: Company A and company B share two links. Com-

pany A is a supplier of company B. This link suggests that stock A predicts the return of stock B. 

However, stock B is more liquid than stock A, which suggests that stock B incorporates relevant 

common information more quickly than stock A. The leader-follower role allocation is unclear in 

this setting. Stock A predicts stock B upon the arrival of company-specific information (Cohen and 

Frazzini (2008)), whereas stock B predicts stock A regarding market news. It is unclear whether the 

supplier link or the liquidity link dominates overall. In the worst case, stock B is erroneously in-

cluded in a follower portfolio, although it predicts stock A if the liquidity link is stronger than the 

supplier link. 

In contrast, the holistic approach of pairs trading allows the coexistence of contradicting links. A 

permanent leader follower role allocation is not necessary for pairs trading. If company specific 

news arrives, positions are set so that stock A is the leader and stock B the follower. The positions 

are set in the opposite direction if market news arrives and stock B is the leader and stock A the 

follower. This attribute of pairs trading is also useful if the leader-follower relationship changes 

over time. 

Another potential concern about the classic procedure to exploit gradual information diffusion is the 

timing. Most strategies update their portfolio with follower stocks every month. The follower stocks 



 

67 

are bought at the beginning of the month and sold at the end of the month. This procedure implicitly 

presumes that the follower stock’s information processing lasts from the first day until the last day 

of the stock’s portfolio affiliation months. This timing is presumably not synchronized with the 

actual temporary mispricing generated by gradual information diffusion. For instance, stock B is 

included in the follower portfolio based on its leader stock A’s development in the previous month. 

However, it is possible that stock B already completely incorporated the information in the previous 

month or does not or only partly processes the information in this particular month. This imprecise 

timing of the strategy introduces additional risk to the return. Pairs trading overcomes this timing 

problem as positions are not set before a sufficient price difference occurs. The case that stock B 

already fully incorporated the relevant information is therefore excluded. Similarly, the positions 

are held until the price divergence completely disappears if it does not exceed 4σ. Pairs trading 

accordingly also captures the incorporation of news beyond one month. For all these reasons, pairs 

trading should be included in the circle of promising investment strategies to exploit information 

diffusion induced mispricing. 

5.4 The role of the leader-follower relationship of stock pairs in pairs trading 

The previous section demonstrated the importance of links that induce a leader-follower relationship 

for pairs trading. The objective of the next section is to take a closer look at the prediction power of 

the leader-follower relationship in the next two sections and the role of common risk factors in the 

last section.  

5.4.1 Aggregated cross-serial correlation of stock pairs  

The success of pairs trading heavily depends on the existence of leader-follower relationships. To 

learn more about the prediction power of leader-follower relationship, I determine the total predic-

tion power of one stock’s lagged returns on the second stock and vice versa in the first step. The 
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term “cross-serial correlation” refers to the degree of prediction power in the following. In the next 

step, I form a portfolio with strongly and weakly cross-serial correlated pairs and back-test pairs 

trading for the defined portfolio.  

If gradual information diffusion drives pairs trading returns, pairs trading with strongly cross-serial 

correlated pairs should be less risky to exploit because of the high prediction power of the leader-

follower relationship. If the leader stock accurately predicts the price development of the follower 

stock, then there must have been a sufficient number of fundamental traders who incorporated news 

into prices in the past. Hence, temporary price deviations should disappear after a short while and 

open trades will close more frequently. Thus, the pairs trading portfolio should yield a higher trade 

return.  

In contrast, price deviations of cross-serial uncorrelated pairs are riskier. Here, the successful elim-

ination of a temporary price deviation requires the presence of sufficient arbitrageurs in the market 

and the absence of limits to arbitrage. Therefore, a non-economical initiated price deviation is more 

likely to be persistent. I claim that a portfolio that includes strongly cross-serial correlated pairs 

outperforms a portfolio that includes weakly cross-serial correlated pairs. 

5.4.2 Empirical evidence from portfolios with differently cross-serial correlated pairs 

To verify the impact of cross-serial correlation, I compare the return of strong and weak cross-serial 

pairs in three steps:  

First, I regress the return of stock A on stock B’s lagged returns to measure the degree of cross-

serial correlation in the first step. I consider twenty lags that approximate a cross-serial correlation 

of up to twenty trading days or one month. This time period was also used by Hong, Torous, and 

Valkonov (2007). RA
2  describes how much of the volatility of stock A is described by the lagged 

returns of stock B. It can be understood as explanation power of stock B (leader) to explain the 
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return of stock A (follower), and is a proxy for the strength of the leader-follower relationship be-

tween stock A and B. After repeating the regression for A as the leader and stock B as the follower, 

I determine the stock with the higher explanation power Rmax
2  (with Rmax

2 = {RA
2 ; RB

2 }). Overall, 

each pair combination is described by two R2 (RA
2  and RB

2 ) that describe the magnitude of the leader-

follower relationship between both stocks.  

In the second step, I form two portfolios – one portfolio that includes pairs with a strong leader-

follower relationship, and a second portfolio that includes pairs with a low leader-follower relation-

ship. For this portfolio, I rank each pair based on its Rmax
2 and include the pairs with the twenty 

highest Rmax
2 . For the strong cross-serial correlated portfolio, it is not important whether Rmax

2  is RA
2  

or RB
2  or whether both R2 are high, as long as one strong cross predictability link exists. In contrast, 

the weak cross-serial correlation portfolio must contain pairs with two low Rlow
2 . Therefore, I rank 

RA
2  and RB

2  separately in ascending order and compute the sum of both ranks. I include the twenty 

pairs with the lowest rank sum in the weak cross-serial correlated portfolio.  

In the final step, I simulate the returns for pairs trading for both portfolios and compare the monthly 

returns. To do that, I keep updating the portfolio each month based on the R2.  

One has to keep in mind that stocks are often influenced by common risk factors like size, book-to-

market value and others. As I am also interested in influence factors that link both companies, for 

instance industry or ownership affiliated links, and I also repeat the previously described procedure 

with fitted values. For this purpose, I use the residuals of the previously introduced five-factor model 

(including the three Fama-French factors, a momentum, and a short-term reversal factor) to perform 

the cross-serial correlation regressions to get the Rfitted
2 . Rfitted

2 , which can be understood as corre-

lation measure, orthogonal of similar exposure to common risk factors. This measure is important, 

as many influence factors like mutual ownership are independent of these common risk factors. The 
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portfolios are labeled as fitted cross-serial correlation portfolios with strong or weak cross-serial 

correlation. 

Table 12 shows the average pairs trading returns for all four portfolios (strong vs. weak cross-serial 

correlation; not-fitted vs. fitted). 

 

 

 

 

 

 

 

 

 

 

 

 

Table 12: Returns of strong and weak cross-serial correlation portfolios 

Table 12 displays the average pairs trading return for stocks with a strong and a weak cross-serial 

correlation. I determine the extent of cross-serial correlation by regressing the time-lagged returns 

of one stock on the returns of the other stock and vice versa. The respective two R2 show the expla-

nation power. The pairs with the highest individual R2 are included in the strong cross-serial cor-

relation sample and pairs with the two combined lowest R2 are included in the weak cross-serial 
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correlation portfolio. Fitted vs. not-fitted differentiates whether the five-factor model was added in 

the regression to determine R2 (fitted) or not (not-fitted). The column ‘Strong – Weak’ tests whether 

the returns between both samples significantly differ. 

Statistical significance at the 10%, 5%, and 1% level is indicated by *, **, and ***, respectively. 

P_val reports the p-values from whether the return is significantly greater than 0.  

 
 

 

 

 

 

 

Both strong cross-serial correlation portfolios earn a positive pairs trading return, and the positive 

return is significant. Furthermore, they both significantly outperform the corresponding weak cross-

serial correlated portfolio by 64 bp (not-fitted) and 75 bp (fitted), respectively. This result is inter-

esting, as it provides evidence that pairs trading is more profitable with strongly cross-serial corre-

lated pairs than with weakly cross-correlated pairs. Notably, the pairs trading return of the fitted, 

strong cross-serial correlated portfolio is also positive and significant. I conclude that a strong 

leader-follower relationship does not depend on common risk factors. 

On the contrary, the pairs trading return of the weak cross-serial correlation portfolio is only signif-

icant and positive for non-fitted pairs, but not for fitted pairs. This result is interesting, as it allows 

two conclusions. Firstly, it demonstrates that company-specific links between the stock pairs are 

necessary to earn a positive pairs trading return in the absence of exposure to common risk factors. 

Secondly, in the absence of company-specific links between a stock pair, exposure to common risk 

factors creates a profitable leader-follower relationship.  

 
Strong  
cross-serial  
correlation 

Weak  
cross-serial  
correlation 

 
Strong - Weak 

Not-Fitted 0.0100*** 0.0036**  0.0064** 

p_val (0.0000) (0.0234)   (0.0036) 

Fitted 0.0118*** 0.0043  0.0075** 

p_val (0.0000) (0.1248)  (0.0391) 
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A comparison of the returns of these portfolios, built on the strength of the follower-leader relation-

ship with the portfolio in Section 4.6, double-sorted on volatility and correlation, is worth mention-

ing. Both strong follower-leader portfolios outperform all but one volatility correlation-sorted port-

folio of Table 8,  panel A. The returns of 100 bp (not-fitted) and 118 bp (fitted) are considerable 

higher than the 76 bp of the second most profitable portfolio (Vola_Q4/Corr_Q5). Only the 

Vola_Q5/Corr_Q5 portfolio earns more. This finding is highly remarkable, as it suggests that pairs 

should not be selected based on the classic SSD distance measure, but on the strength of their leader-

follower relationship, approximated by their cross-serial correlation. Furthermore, the finding 

demonstrates that selecting promising pairs should not be based on the at-that-day price difference 

as the classical correlation formula does. Pairs traders should rather focus on cross-serial correlation, 

as this type of correlation identifies gradual information diffusion across stocks more accurately 

than classic correlation.   

5.4.3 Common risk factors and cross-serial correlated pairs 

Until now, the evaluation of the leader-follower relationship in this thesis is purely based on the 

statistical prediction power without considering the economic source of the common link. This sec-

tion overcomes the weakness and investigates the economical source of the common  

news factor that initiates the leader-follower relationship.  

Both stocks must share an exposure to similar economic factors as otherwise, the arrival of new 

information would not affect both stocks. Previous studies on pairs trading concentrate on similari-

ties of firm characteristics as in Chen, Chen, and Li (2013). However, the results of the previous 

section suggest a leader-follower relationship can partly be explained by the exposure of stocks to 

common risk factors.  
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I develop a close economic substitute score (CES score) to measure the economic closeness of two 

stocks. The CES score measures the coexisting exposure of stocks to common risk factors. I choose 

the highly acknowledged five-factor model as previously introduced. All data is obtained from Ken-

neth French’s website. The CES score is computed as follows:  

First, I regress the daily closing prices of each stock on the factors of the five-factor model to deter-

mine each stock’s exposure to each of the five common risk factors. I compute standardized coeffi-

cients for each stock in the sample. I do not use these coefficients for an economical interpretation. 

Rather, scaling the coefficients by calculating standardized coefficients allows me to compare the 

difference in exposure to a common risk factor between two stocks across all risk factors. 

Second, I calculate the absolute difference of each standardized coefficient between stocks A and B 

for all possible pair combinations in each identification period. This coefficient difference indicates 

whether both stocks have a similar exposure to the common risk factor. If the price difference is 

small, both stocks react similarly to news shocks of the particular common factor. 

Third, I rank all pairs in ascending order based on their coefficient difference for each risk factor 

and divide them into five quintiles accordingly. Each pair combination is sorted into one quintile 

for each risk factor i. A score Qi is assigned based upon that. For instance: if a pair is sorted into the 

lowest quintile for risk factor i, then it reacts more similarly to a shock of risk factor i compared to 

at least 80% of the other stocks. The Qi score of the stock pair is 1 for risk factor i.  

In the next step, I compute the CES score for each pair. The CES score sums up the values of all 

five pricing factors i (Qi). To fit the CES score into a range between zero and twenty, the sum is 

deducted by five.     

 CES Score=∑ Qi-5
5
i=1   (19) 
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The CES score is defined in the interval between zero (extremely close substitutes) and twenty (no 

systematic connection). A CES Score of zero indicates that both stocks react more alike upon the 

arrival of a risk factor shock than at least 80% of the other stock pairs would. The score is incre-

mented by one point if the quintile of any pricing factor is increased by one. For example, the score 

is equal to ten if the quintiles of all risk factors equal three.  

Table 13 reports the average CES score across pairs and time for my cross-serial correlated portfo-

lios.  

Table 13: CES score of cross-serial correlated portfolios 

Table 13 displays the average CES score for portfolios of strong and of weak cross-serial correlated 

pairs. The CES score shows whether both stocks in the pair react with a similar sensitivity to five 

pricing factors (Fama and French’s three-factor model, momentum factor, liquidity factor). The 

lower the CES Score, the more similar the exposure to the risk factors. 

 
 Strong cross-serial correlation Weak cross-serial correlation 

Average CES Score 7.8481 10.4906 

The average CES Score is 7.85 in the strong cross-serial correlation portfolio and 10.49 in the weak 

correlation portfolio. The CES score suggests that stocks with a strong cross-serial correlation have 

more similar exposure to common risk factors than stocks with a weak cross-serial correlation. The 

previous section revealed that strong cross-serial correlated stocks earn higher pairs trading returns. 

Although it is not a causal evidence, both findings combined suggest that pairs with stronger com-

mon links earn higher pairs trading returns. This relationship is important, as it supports the idea 

that gradual information diffusion is a major mispricing source that pairs trading exploits. 

5.5  Slow information diffusion and trade types in pairs trading 
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The previous sections provided the theoretical foundation that portfolios that include pairs with a 

strong leader-follower relationship yield higher returns. I now stress this finding and examine 

whether each trade shows the typical price development that would be usual for a leader-follower 

relationship. 

5.5.1 Leader-follower trades: theoretical foundation 

The price development during the trade provides insights into the underlying economic reason why 

the two stocks deviate and converge. Analyzing the underlying price patterns helps to understand 

the economic source of the market inefficiency that allows pairs trading returns. For this purpose, I 

transfer an approach from a paper about mispricing of dual class shares, written by Schultz and 

Shieve (2010). They argue that asynchronous price movements arise if information is incorporated 

more quickly into the price of one share class than the other. 

I argue that my close economic substitute pairs can be regarded as dual class shares in a broader 

sense. Hence, I classify trades that earn a positive return into three different types based on their 

price development. All three types are illustrated in Figure 7.  

 

 

 

Figure 7: Types of return contribution 
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Figure 7 displays the three different characteristically types of trades that may occur during a trad-

ing period. Both stock A as well as stock B can be the initiator of a stock price deviation. Accord-

ingly, the upper figure shows a variant in which stock A is the initiator and the lower figure shows 

a variant with stock B as initiator. 

Type 1 (leader-follower): stock A significantly deviates from stock B. After the price difference 

exceeds 2σ and pairs trading positions are opened, the price of stock A continues to deviate in the 

same direction. However, stock B starts to move in the same direction after a while until both stock 

prices intersect. In this stock constellation, pairs trading earns a positive return if stock A declines 

or stock B rises after the initiation of the trade. Follower stock B earns at least 100% of the trade 

return. If stock A moves further away after the trade initiation, stock B overcompensates the loss of 

A and hence contributes over 100%. Likewise, stock B could also lead the trade. 

Type 2 (single mispricing): Similar to type 1 trades, stock A significantly deviates from stock B. 

However, stock A moves in the opposite direction after pairs trading positions were opened until 

both stocks prices intersect again. The return of type 2 trades is mainly earned by the diverging stock 

that converges back afterward. 
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Type 3 (joint mispricing): Both stocks deviate from each other and positions are set as soon as the 

price difference exceeds 2σ. At a certain point, both positions reverse until they intersect. The return 

of type 3 trades is more or less equally earned by both stocks.  

Type 1 trades are generated by leader-follower relationships of stocks, in particular if one stock 

incorporates common news faster than the other one. In contrast, type 2 and type 3 trades are gen-

erated if one (type 2) or both (type 3) stocks are temporarily mispriced or over-/underreacting.  

5.5.2 Leader-follower trades: empirical evidence 

To empirically investigate which source contributes most to the return of pairs trading, I analyze the 

distribution of trades across the three trade types. For each positive trade, I separately identify the 

return of stock A and stock B. Afterward, I determine whether it is a type 1, type 2, or type 3 trade. 

For this purpose, I compute how much each stock contributes individually to the total trade return. 

The stock that contributes more to the total return is defined as the dominant leg. I define a trade as 

a type 1 trade if the contribution exceeds 105%. If the dominant leg contributes between 77.5% and 

105%, the trade is defined as type 2 trade. A trade is classified as a type 3 trade if the dominant leg 

contributes between 50% and 77.5%.  

In the next step, I analyze the distribution of trades across the three trade types for the strong and 

the weak cross-serial correlation portfolio. As pairs in the strong cross-serial correlation portfolio 

have a stronger leader-follower relationship, I expect to observe more type 1 (leader-follower trades) 

for this portfolio. Table 14 shows the results. 

 

 

Table 14: Distribution of trade types in strong and weak cross-serial correlation portfolios 
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Table 14 shows the percentage of pairs that are classified as trade Type 1 (Leader-Follower), Type 

2 (Single mispricing), and Type 3 (Joint mispricing) differentiated by strong and weak cross-serial 

correlation. A trade is classified as Type 1, if the return of the follower stock contributes more than 

105% to the total trade return (the follower stock overcompensates a loss from the leader stock in 

this case). The trade is classified as Type 2 (Type 3), if the return of the follower stock contributes 

more between 77.5% and 105% (50% - 77.5%) to the total trade return. 

 

 
% of contribution of  
follower stock to the  
total return 

Strong  
cross-serial  
correlation 

Weak  
cross-serial  
correlation 

Type 1 
(Leader-Follower) > 105% 65.85% 45.79% 

Type 2 
(Single mispricing) 77.5% - 105% 16.66% 27.64% 

Type 3  
(Joint mispricing) 50% - 77.5% 17.49% 26.57% 

Total number of trades  4826 2352 

 

As expected, the percentage of leader-follower trades is very high with 65.85% in the portfolio with 

strong cross-serial correlated pairs. In contrast, only 45.79% of the trades in the low cross-serial 

correlation portfolio are leader-follower trades.  

Moreover, the strong cross-serial correlation portfolio has twice as many trades as the weak cross-

serial correlation portfolio. This finding is consistent with the finding of Section 4.3.3 that shows 

that portfolios with a high trading frequency have higher pairs trading returns.  

As both portfolios were constructed based on their cross-serial correlation, the percentage of leader-

follower trades might be disproportionally high (strong) and low (weak). Therefore, I provide an 

out-of-sample analysis with the percentage of type 1 trades for each volatility correlation double-

sorted portfolio in Table 15.  
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Table 15: Percentage of leader-follower trades in volatility correlation double-sorted portfo-

lios 

Table 15 shows the percentage of trades that are classified as trade Type 1 (leader-follower) for 

each volatility correlation double-sorted portfolio. A trade is classified as leader-follower trade if 

the follower stock contributes more than 105% to the total return of the trade. 

 

 Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Vola_Q1 49.45% 48.33% 47.11% 46.11% 46.54% 

Vola_Q2 50.24% 49.98% 48.81% 47.41% 46.76% 

Vola_Q3 50.31% 49.89% 49.75% 48.40% 47.21% 

Vola_Q4 50.35% 50.71% 50.26% 49.36% 48.37% 

Vola_Q5 51.06% 51.26% 51.06% 50.64% 49.64% 

 

Table 15 shows that trades of portfolios with highly volatile and less correlated pairs are classified 

as type 1 (leader-follower) trades in approximately 50% of all cases. The remaining trades are 

caused by type 2 or type 3 trades.  

The most striking aspect that emerges from the data is that the percentage of leader-follower trades 

is relatively similar across correlation quintiles. This finding is fairly surprising. The SSD claims to 

be an ideal candidate to identify pairs that are close substitutes. These pairs reacted similarly to the 

arrival of news in the past. In this line of argument, traders expect more leader-follower trades for 

these pairs. However, Table 15 reveals that the percentage of leader-follower trades for highly cor-

related pairs hardly differs from less correlated pairs.  

Finally and most notable, my portfolio with strong cross-serial correlated pairs has a significantly 

higher percentage of leader-follower trades with ≈15% points more compared to the classic portfo-

lios with the highest correlation (Corr_Q1). This finding suggests that cross-serial correlation is 
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more accurate in identifying promising pairs than mathematical correlation or the SSD. It substan-

tiates the hypothesis that cross-serial correlation among stocks is more important than normal cor-

relation, as it allows the trader to exploit gradual information diffusion-generated trading opportu-

nities more precisely. 

5.6  Persistent Leader-Follower Role Allocation 

As previously introduced, trading on gradual information processing requires two links: 

• Linking factor - so that both stocks are similarly affected by the arrival of common news. 

• Deviation factor - there must be a certain factor or stock characteristic that drives the different 

speed of information processing. The deviation factor determines which stock moves first 

(leader stock) and which stock moves second (follower stock).  

The existence of both factors are the result of a certain stock characteristic. These stock character-

istics determine, for instance, stock liquidity or the number of analysts covering the stock, and usu-

ally remain relatively persistent over time. Hence, the role allocation of the leader and the follower 

stock is relatively constant over time. Frequent changes of the leader-follower roles indicate that a 

pair exploits an unsystematic lead-lag relationship that is presumably not created by gradual infor-

mation processing. Therefore, evidence of a persistent role allocation further strengthens the hy-

pothesis that gradual information diffusion is a major source of pairs trading returns. 

To test the persistence of the leader-follower role allocation, I analyze pairs that trade multiple times 

within one trading period. A leader-follower trade is characterized by the observation that the ma-

jority of the return is earned by the follower stock. Hence, the follower stock is identified by iden-

tifying the stock with a higher proportional return contribution than the total trade return. I pick one 

stock (stock A) of each pair and count the number of trades in which this particular stock takes the 

leader role within one trading period.  
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Each trade of a pair is basically a Bernoulli experiment with two possible outcomes: “X=1” if stock 

A is the leader stock in the particular trade and “X=0” is otherwise. In the absence of a common 

link, it is equally likely that stock A is the leader or the follower stock. In this case, the probability 

p of the event is P(X=1)=0.5. If stock A is more likely to be the leader stock upon the arrival of new 

common information (because A is e.g. more liquid), then the probability should be P(X=1)>0.5. 

Accordingly, P(X=1)<0.5 if stock A is more likely to be the follower stock. 

As each trade is a Bernoulli experiment, multiple trades of one pair within one trading period can 

be regarded as n repetitions of the Bernoulli experiment. Therefore, X should follow a Binomial 

distribution with the probability of p=0.5. However, if the leader-follower role allocation is persis-

tent as a common factor and a constant deviation factor exists, then a statistical test should reject 

the hypothesis that the outcome P(X=1p=0.5, n) follows a binomial distribution with a probability 

of p=0.5 for a pair that trades n times during one trading period. 

I test whether the leader-follower relationship is persistent over time as follows:  

• In the first step, I form five subsamples consisting of pairs that trade n = 2, 3, 4, 5, 6 times6 

during one trading period. That allows me to test the hypothesis with five independent samples. 

The observation unit in this analysis is one pair in one trading period. 

• Afterward, I apply an χ2 goodness-of-fit test for a binomial distribution separately for each sub-

sample. Thereby, I test whether the empirical joint distribution of the quantity, how often stock 

A leads, significantly differs from a theoretical binomial distribution with p = 0.5 and n obser-

vations.  

• If H0 cannot be rejected, no clear follower-leader relationship exists. In this case, I conclude that 

there is no permanent common factor and deviation factor that determines the leader-follower 

                                                 
6 A test with more than six trades within a trading period cannot be conducted, as the number of observations is insufficiently small. 
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role allocation. If I find more observations in the tails compared to the theoretical distribution 

and reject H0, I conclude that stock A either more frequently leads (high number of realized 

events) or follows (low number of realized events).  

Let’s have a closer look at the results for all pairs that trade exactly four times during one trading 

period to exemplify the analysis. The sample includes n4 = 981 pairs. The probability of stock A to 

be leading in zero out of five trades is 6.25% with P(X = 0|p = 0.5, n = 4) = �4
0� 0.50 ∗

(1 − 0.5)4−0 = 0.0625. If there is no clear leader-follower role allocation, statistically stock A 

leads in zero trades in 61.3 out of the 981 cases.  

Table 16 lists the expected outcomes in case there is no permanent role allocation.  
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Table 16: Theoretical binomial distribution in case of a non-permanent role allocation 

Table 16 reports the theoretical number of cases where stock A is the leader if the role allocation 

of stock A and stock B is non-permanent. The observation unit is one pair that trades exactly n 

times during one trading period. Table 16 shows the results only for pairs that trade exactly four 

times. In total, 981 pairs traded exactly four times, so my sample comprises 981 observations. I 

have analogously computed the results for four further samples where pairs trade exactly two 

times, three times, five times or six times during one trading period.  

The first column of the table shows X, the number of trades, where stock A is the leader stock. The 

second column shows the theoretical binomial distribution: P(Xp, n). p is the theoretical proba-

bility that stock A is the leader stock in a Bernoulli experiment. If we assume a non-permanent role 

allocation, p = 0.5 as it is equally likely that stock A is the leader stock as that stock B is the leader. 

n stands for the total number of trades within a trading period of the particular pairs and is 4 as 

Table 16 only includes pairs that trade four times during one trading period. The last column shows 

the theoretical number of cases in which stock A should be the leader stock in X out of four trades, 

if the role allocation between stock A and stock B is not permanent. 

 

X (# trades, where 
A is the leader 
stock) 

 Probability Cases for 
n4 = 981 

0 P(X=0p=0.5 , n=4) 0.0625 61.3 

1 P(X=1p=0.5 , n=4) 0.25 245.3 

2 P(X=2p=0.5 , n=4) 0.375 367.9 

3 P(X=3p=0.5 , n=4) 0.25 245.3 

4 P(X=4p=0.5 , n=4) 0.0625 61.3 

 

In the next step, I conduct a chi-squared test to test whether the observed distribution follows the 

theoretical binominal distribution. Table 17 reports the results of the chi-squared test.  
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Table 17: χ2 Goodness-of-fit test for binomial distribution 

Table 17 reports the chi-squared statistic for pairs that trade n = 2, 3, 4, 5 or 6 times during one 

trading period. The chi-squared statistic indicates whether to reject the hypothesis that the observed 

distribution follows the expected theoretical binomial distribution. In this table, the chi-squared 

goodness-of-fit test compares the observed number of cases where stock A was the leader stock with 

the theoretical number of cases if the role allocation of stock A and B is not permanent. Table 16  

above shows an example of the theoretical distribution for n = 4. Statistical significance that the 

hypothesis of a random leader-follower role allocation in the sample can be rejected at the 10%, 

5%, and 1% level is indicated by *, **, and ***, respectively. 

 

 

 

The chi-squared goodness-of-fit test statistic is 193.35 for n = 4 with a p-value of 0.000. Hence, H0 

is rejected. H0 can also be rejected for the other four samples where pairs trade exactly i = 2, 3, 5 

and 6 times within one particular trading period. This result suggests that the probability that the 

role allocation of the leader and the follower stock is not random.  

A closer look to the tails reveals further information. In this test design, more observations in the 

tails compared to the theoretical binomial distribution means that for a given pair, it is more likely 

that stock A is either always or never the follower stock. This is exactly what I expect to find if a 

pair has a persistent leader-follower relationship. For n=4, I find that the observed distribution for 

X=0 (stock A is always the follower) and X=4 (stock A is always the leader) is indeed higher than 

the theoretical binomial distribution. This result indicates that the distribution has fat tails or, in 

other words, that stock A is more often always the leader stock or always the follower stock. This 

result proves that the leader-follower role allocation is persistent in this sample.  

 

n 2 3 4 5 6 

χ2 2313.32*** 744.84*** 193.35*** 51.21*** 56.35*** 
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5.7 Conclusion 

This section investigated the role of gradual information diffusion in pairs trading to establish grad-

ual information diffusion as an important return source for the trading strategy. Pairs must share a 

common factor so that a new piece of information affects both stocks. Furthermore, a deviation 

factor ensures that both stocks process the relevant information at a different speed. The time lag in 

information processing creates temporary mispricing that is exploited by pairs trading. The leader-

follower relationship of the pair exploits the arbitrage opportunity. Pairs trading is a natural candi-

date with some appealing features that overcome downsides of classic strategies to exploit gradual 

information diffusion. 

My first empirical analysis of this section demonstrated that pairs trading with a strong leader-fol-

lower relationship, approximated by the cross-serial correlation, is more successful than trading 

stocks with a weak leader-follower relationship. Most notably, pairs trading with strong cross-serial 

correlated pairs is more profitable than any of the pairs selected based on the classical Distance 

Measure or their volatility correlation profile as shown in Chapter 4. Furthermore, my results pro-

vide evidence that these pairs are close economic substitutes, as they react more similarly to com-

mon risk factors than other stock pairs do. The next results demonstrated that the majority of trades 

of strong cross-serial correlated pairs follow a typical price development that is typical for a leader-

follower relationship. The percentage of these leader-follower trades is significantly smaller for 

weakly cross-serial correlated pairs. The final analysis provided evidence that the leader-follower 

role allocation of a pair is persistent. This finding is consistent with a stable deviation factor as a 

condition to successful gradual information diffusion. Altogether, these findings provide significant 

evidence that strengthens the idea of gradual information diffusion as an important source of pairs 

trading returns. The study contributes to prove that pairs trading returns are not the random product 
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of a technical stock analysis. Rather, the source of pairs trading returns can be economically ex-

plained by the exploitation of market inefficiencies created by gradual information diffusion. 

  



 

87 

6. Core chapter 3: idiosyncratic risk, costly arbitrage, and asymmetry: evidence from pairs 

trading 

The last two chapters analyzed the mechanics and the return source of pairs trading. In the following 

chapter I use pairs trading as an alternative measure for mispricing to investigate the role of idio-

syncratic risk on the return. 

6.1 Motivation 

Can we earn a risk premium for bearing idiosyncratic risk? Consistent with the capital asset pricing 

model, early studies find no relationship (Fama and MacBeth (1973) and Bali and Cakici (2008)) 

between returns and idiosyncratic risk, measured by idiosyncratic volatility (IVOL). However, some 

papers reveal a positive idiosyncratic volatility effect. High idiosyncratic volatility stocks outper-

form low idiosyncratic volatility stocks. The positive idiosyncratic volatility effect is explained by 

investors’ demand for a risk premium or the impossibility of holding perfectly diversified portfolios 

(Merton (1987)). Further empirical evidence of a positive idiosyncratic volatility effect is provided 

by, among others, Malkiel and Xu (2002), Wurgler and Zhuravskaya (2002), Goyal and Santa-Clara 

(2003), and Fu (2009).  

In contrast, Ang, Hodrick, Xing, and Zhang (2006, 2009) document a negative idiosyncratic vola-

tility effect in the US and in an international sample. As the literature disagrees on whether idiosyn-

cratic volatility has a negative or a positive effect on average returns, and empirical findings are 

contradictory, a growing body of literature, including this thesis, now strains to learn more about 

the economics underlying the idiosyncratic volatility puzzle. 

Hou and Loh (2016) provide a comprehensive overview of different explanation approaches and 

compare their explanation power. They find that approaches based on expected idiosyncratic skew-

ness (Boyer, Mitton, and Vorkink (2010)), maximum daily return (Bali, Cakici, and Whitelaw 



 

88 

(2011)), retail trading proportion (Han and Kumar (2013)), one-month return reversals (Fu (2009); 

Huang, Liu, Rhee, and Zhang (2009)), bid-ask spread (Han and Lesmond (2011)), and past earnings 

surprises (Jiang, Xu, and Yao (2009)) are promising candidates to explain a large part of the puzzle. 

I concentrate on the idiosyncratic volatility effect among mispriced stocks and differentiate between 

under- and overpriced stocks, similar to Stambaugh, Yu, and Yuan (2015) and Cao and Han (2016). 

Both papers find a positive idiosyncratic volatility effect among underpriced stocks and a negative 

idiosyncratic volatility effect among overpriced stocks, caused by a combination of arbitrage risk 

and arbitrage asymmetry. I extend their findings with a novel mispricing measure and broadly con-

firm their findings in the US stock market between January 1991 and December 2014. Therefore, I 

utilize the established relative value arbitrage strategy pairs trading, introduced by Gatev, 

Goetzmann, and Rouwenhorst (2006), to measure a different kind of stock mispricing. Most im-

portant, my analysis provides insights into whether the type of mispricing influences the direction 

of the idiosyncratic volatility effect. This will be explained in more detail in the next section. 

6.2 Motivation to apply an alternative mispricing measure 

Stambaugh, Yu, and Yuan (2015) and Cao and Han (2016) approximate the extent of mispricing for 

each stock with a composite mispricing index, which combines a stock’s individual ranks among 

selected anomaly strategies that exploit mispricing. Stambaugh, Yu, and Yuan (2015) include fi-

nancial distress, O-score bankruptcy probability, net stock issues, composite equity issues, total ac-

cruals, net operating assets, momentum, gross profitability, asset growth, return on assets, and in-

vestment-to-assets, while Cao and Han (2016) consider short-term return reversals, size, book-to-

market, and momentum. 

Both mispricing rankings are mostly based on firm characteristics and accounting data, which are 

updated on a monthly or quarterly basis. The index ranks a stock in each of the anomaly strategies 
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relative to the stock universe. However, the extent of mispricing between two adjacent ranks differs 

within and across the eleven categories because of the rankings’ ordinal nature. Stocks that are cor-

rectly priced according to the composite index can still be temporary mispriced. Furthermore, the 

combination of mispricing categories indicates that moderate mispricing in some categories can 

outweigh extreme mispricing in another category, or that specific mispricing information is over-

rated as it affects more than one anomaly ranking.  

In contrast, pairs trading measures the aggregated mispricing of one stock relative to a historical 

close economic substitute. I adopt the rule-based pairs trading strategy of Gatev, Goetzmann, and 

Rouwenhorst (2006). The strategy is based on the idea that price deviations of two close economic 

substitute stocks represent temporary mispricing that dissolves in the near future. Market- and trad-

ing-related mispricing, like gradual information diffusion and short-term reversals, induce tempo-

rary price divergences that are responsible for the return of pairs trading. Although my mispricing 

measure is positively correlated with Stambaugh, Yu, and Yuan’s composite index in an empirical 

test, the correlation is rather weak and often insignificant. I conclude that my mispricing proxy 

measures a different kind of mispricing, which allows me to challenge the outlined research hypoth-

eses in a novel test setting. 

The analyses in this chapter are related to several ongoing academic discussions. It contributes ad-

ditional empirical evidence to establish the idiosyncratic volatility effect in a novel test setting with 

an alternative mispricing measure. Moreover, I introduce pairs trading as a successful investment 

strategy to exploit the idiosyncratic volatility effect. My study is also related to literature on gradual 

information diffusion and lead-lag relationships, as both concepts potentially generate the initial 

mispricing required for pairs trading.  
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6.3 Modified test design 

For the following analyses in this chapter, I use the data set and the pairs trading algorithm as pre-

viously described in chapter 2. The previous results revealed that the traditional pairs trading algo-

rithm picks pairs with low volatility. To investigate the returns for different idiosyncratic volatility 

levels, I therefore slightly modify my procedure as follows:  

First, in addition to “normal” volatility, I also determine each stock’s idiosyncratic volatility during 

the identification period. Idiosyncratic volatility is the volatility of the residuals, extracted from a 

time series regression of daily stock returns on Fama and French’s (1993) three-factor model, fol-

lowing Ang, Hodrick, Xing, and Zhang (2006). Afterward, I compute a proxy for the combined 

idiosyncratic volatility level of both stocks that equals the sum of both idiosyncratic pair volatilities 

�𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼,𝐴𝐴 + 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼,𝐵𝐵�. Thereafter, I assign each possible pair combination to one of five pair correla-

tions7 and five pair idiosyncratic volatility quintiles. Quintile Corr_Q1 (Corr_Q5) includes the pairs 

with the lowest (highest) pair correlation, while quintile IVOL_Q1 (IVOL_Q5) includes the pairs 

with the lowest (highest) level of pair idiosyncratic volatility. Please refer to Section 6.3 for further 

details. I update the pair group affiliation in each identification period. In the final step, I arbitrarily 

select twenty pairs out of each of the twenty-five pair groups double-sorted on the five pair idiosyn-

cratic volatility and five pair correlation quintile groups. 

Table 18, panel A reports the median pair correlation and idiosyncratic pair volatility per quintile 

during the identification period between January 1990 and June 2014.  

Table 18: Correlation and idiosyncratic volatility levels over quintiles 

Table 18 reports the median correlation, the median pair volatility, and the median idiosyncratic 

pair volatility (IVOL) per quintile for all selected pairs during all identification periods between 

                                                 

7 The correlation is calculated based on the normal volatility, not the idiosyncratic volatility. 
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January 1990 and June 2014. The (idiosyncratic) volatility of a pair is defined as sum of stock A’s 

and B’s (idiosyncratic) volatility. IVOL is defined as volatility of the residuals from regressing the 

daily returns on Fama and French’s (1993) three factor model as in Ang et al. (2006). 

 

For instance, the median pair correlation of all Corr_Q1 pairs is -0.4885, and in IVOL_Q1, the 

median pair volatility is 0.0130 while the median pair idiosyncratic volatility is 0.0008. Please note 

that the pair volatility slightly differs from the reported median pair volatility in Table 2, as the 

quintiles are now formed based on idiosyncratic volatility, not on volatility. The median pair corre-

lation ranges from -.4885 to 0.8026 and includes correlated (Corr_Q3-Corr_Q5), almost uncorre-

lated (Corr_Q2), and negatively correlated pairs (Corr_Q1). The median idiosyncratic pair volatility 

ranges from 0.0008 to 0.2546.  

 

 

 

6.4 Measuring mispricing with pairs trading 

A key aspect of Stambaugh, Yu, and Yuan (2015) and Cao and Han’s (2016) approach to solving 

the idiosyncratic volatility puzzle is their method for measuring mispricing. Different methods 

  Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

Correlation -0.4885 -0.0471 0.2973 0.5738 0.8026 
            

  IVOL_Q1 IVOL_Q2 IVOL_Q3 IVOL_Q4 IVOL_Q5 

Volatility 0.0130 0.0271 0.0435 0.0728 0.1930 

IVOL 0.0008 0.0029 0.0120 0.0523 0.2546 
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measure different forms of mispricing and capture mispricing static or dynamic over time. This 

study contributes to the existing literature by confirming the idiosyncratic volatility effect among 

mispriced stocks with an alternative mispricing measure. My results clarify whether the type of 

mispricing, which influences the level of idiosyncratic volatility, is the driver behind the idiosyn-

cratic volatility effect.  

6.4.1 Pairs trading as an alternative mispricing measure 

I start with a closer look at mispricing and compare how my approach to evaluating mispricing 

differs from Stambaugh, Yu, and Yuan (2015) and Cao and Han (2016). Both papers rank each 

stock in eleven (Stambaugh, Yu, and Yuan) or four (Cao and Han) anomaly categories and compute 

a composite mispricing index based thereupon. Each anomaly ranking is ordinal, so differences in 

index values between two adjacent ranks cannot be compared in a meaningful way 1) between any 

two ranks within an anomaly ranking and 2) across anomaly categories.  

Let me give you two examples to explain these problems in detail: 

• Limitation 1: I rank four stocks (total sample size: 1,000 stocks) according to their mispricing 

of a random anomaly. Stock A (500th rank) is 1% less mispriced than stock B (501th rank) with 

a rank difference of one. Also with a rank difference of one, stock C (999th rank) is 5% less 

mispriced than stock D (1,000th rank). Although stock D is far more mispriced to stock C than 

stock B to A, the composite index considers a one rank difference in both cases.  

• Limitation 2: The difference in mispricing between rank 500 and 501 is 1% in anomaly No. 1. 

However, it is possible that the difference in mispricing between rank 500 and 501 is 5% in 

anomaly No. 2. The composite index only considers the one-unit rank difference. The mispricing 

of stocks that are extremely mispriced in one category might be undervalued if the stock obtains 

medium ranks in all other categories. 
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These limitations particularly affect the ranking’s tails, which are especially interesting for the com-

parison between the most underpriced and overpriced quintiles. The mispricing rankings are mainly 

determined by accounting data that are updated on a monthly or quarterly basis. The index techni-

cally aggregates information about company and stock characteristics that reflect a stock’s proba-

bility to be mispriced. However, it fails to reflect the current actual mispricing level.  

I now turn to the question of how pairs trading measures a different kind of mispricing. Pairs trading 

overcomes the previously listed limitations. The strategy measures mispricing more accurately, as 

it does not use an ordinal ranking. Moreover, pairs trading measures mispricing more dynamically 

than the composite index. For instance, two stocks deviate strongly from each other but converge 

soon afterward. The mispricing is only temporary, so the stocks’ composite mispricing index rank-

ing remains unchanged. However, pairs trading allows one to exploit the temporary mispricing. 

In this next section I compare the empirical correlation between Stambaugh, Yu, and Yuan’s (2015) 

mispricing measure and my proposal to measure mispricing – pairs trading. 

6.4.2 Empirical correlation between the different methods to measure mispricing 

A high rank in Stambaugh, Yu, and Yuan’s (2015) mispricing ranking indicates stronger mispricing. 

Likewise, higher pairs’ trading returns identify higher mispricing levels. To test whether both mis-

pricing measures are statistically correlated, I specifically test whether pairs that are classified as 

highly mispriced by Stambaugh, Yu, and Yuan (2015) also earn higher pairs trading returns. If this 

is the case, I conclude that both approaches are correlated. As some stock characteristics influence 

the information processing speed as well as the composite mispricing ranking, I expect a positive 

correlation. However, I expect a weak connection because pairs trading measures a different, more 

dynamic type of mispricing. 

The analysis is executed as follows: 
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• In the first step, I merge Stambaugh, Yu, and Yuan’s mispricing index with my dataset to get a 

combined sample with stocks that are included in Stambaugh, Yu, and Yuan’s, but also in my 

sample. I exclude pairs whose stocks are classified into different Stambaugh, Yu, and Yuan 

mispricing deciles because I cannot determine whether the overall mispricing of the pair is high 

or low. Furthermore, I am only interested in pairs with extremely high or extremely low mis-

pricing in the following analysis. A pair consisting of differently mispriced stocks is always in 

the middle mispricing range. 

• In the next step, I form mispricing deciles (1st decile = lowest mispricing, 10th decile = highest 

mispricing) based on Stambaugh, Yu, and Yuan’s total ranking.  

• Then, I calculate the pairs trading returns separately for the 1st and 10th mispricing decile trading 

portfolio. Both mispricing measures are positively correlated if Stambaugh, Yu, and Yuan’s 10th 

decile pairs trading portfolio outperforms the 1st decile pairs trading portfolio.  

• As stock pair volatility and correlation influence pairs trading returns, I control for both stock 

characteristics in this step. Therefore, I separately classify all stocks into one of the ten mispric-

ing deciles 1) based on Stambaugh, Yu, and Yuan’s mispricing measure and 2) into one of my 

twenty-five volatility correlation double-sorted portfolios.  

A pair that is classified into the 1st decile comprises two stocks that are individually ranked 

among the top 10% of least mispriced stocks.  

• Afterward, I compute the pairs trading returns for the 1st and the 10th mispricing decile for each 

of the twenty-five double-sorted portfolios. Within each portfolio, we select the twenty pairs 

with the lowest SSD for trading to further assimilate both portfolios in terms of volatility and 

correlation. Overall, I get the time series of 50 pairs of trading portfolios (the 1st and 10th Stam-

baugh, Yu, and Yuan mispricing decile for each of the twenty-five double-sorted pairs trading 

portfolios).  
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• In the next step, I regress the monthly returns of my 50 portfolios on Fama and French’s (1993) 

three factors, the momentum factor, the short-term reversal factor and Pastor and Stambaugh’s 

(2003) liquidity factor.  

• Finally, I compare the risk-adjusted returns between Stambaugh, Yu, and Yuan’s 1st and their 

10th mispricing decile for each of the twenty-five portfolios. Both measures are positively cor-

related if the pairs trading return of the 10th portfolio (Stambaugh, Yu, and Yuan: highest mis-

pricing) is significantly higher than the pairs trading return of the 1st portfolio (Stambaugh, Yu, 

and Yuan: lowest mispricing). 

Table 19 reports the risk-adjusted pairs trading returns and the return from buying the 10th decile 

portfolio and selling the 1st decile portfolio.  
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Table 19: Correlation between pairs trading and Stambaugh, Yu, and Yuan’s (2015) mis-
pricing measure 

Table 19 reports the risk-adjusted pairs trading returns and the return from buying the 10th decile 

portfolio and selling the 1st decile portfolio. H-L (high minus low mispricing) shows the return from 

buying the 10th decile portfolio and selling the 1st decile portfolio. P_val reports the p-values from 

whether the H-L return is significantly greater than 0, in other words whether the returns of both 

portfolios significantly differ. Statistical significance at the 10%, 5%, and 1% level is indicated by 

*, **, and ***, respectively. 

 Correlation Quintiles 

Volatility 
Quintiles 

SYY classifi-
cation 

Q1 (low) Q2 Q3 Q4 Q5 (high) 

Q1  
(low) 

10th High  0.0039*** 0.0051*** 0.0042*** 0.0028*** 0.0030*** 
1st Low 0.0044*** 0.0032*** 0.0025*** 0.0021*** 0.0020*** 
  H-L -0.0005 0.0478 0.0017* 0.0007 0.0010 
  p_val (0.7969) (0.2756) (0.0915) (0.388) (0.1548) 

Q2 10th High  0.0089*** 0.0079*** 0.0072*** 0.0036*** 0.0047*** 
1st Low 0.0043*** 0.0037** 0.0040*** 0.0038*** 0.0034*** 
  H-L 0.0046** 0.0042** 0.0032* -0.0002 0.0013* 
  p_val (0.0459) (0.0910) (0.0529) (0.8751) (0.0998) 

Q3 10th High  0.0070*** 0.0076*** 0.0082*** 0.0086*** 0.0046*** 
1st Low 0.0045* 0.0020 0.0032*** 0.0046*** 0.0033*** 
  H-L 0.0024 0.0056** 0.0050** 0.0039* 0.0013 
  p_val (0.4266) (0.0389) (0.0164) (0.0547) (0.1739) 

Q4 10th High  0.0075** 0.0076*** 0.0068*** 0.0041** 0.0059*** 
1st Low 0.0019 0.0029* 0.0029** 0.0025* 0.0033*** 
  H-L 0.0056* 0.0047* 0.0039 0.0016 0.0026** 
  p_val (0.0833) (0.0919) (0.1146) (0.4403) (0.0307) 

Q5 (high) 10th High  0.0071** 0.0048*** 0.0054* 0.0070*** 0.0065*** 
1st Low 0.0026*** 0.0012 0.0005 0.0021 0.0058*** 
  H-L 0.0045 0.0036 0.0049 0.0049 0.0007 
  p_val (0.1818) (0.3368) (0.1332) (0.1085) (0.7227) 

 



 

97 

The difference is positive in twenty-three out of twenty-five portfolios, which indicates that pairs 

that are classified as mispriced by Stambaugh, Yu, and Yuan (2015) also earn higher pairs trading 

returns. However, the difference is only significant in eleven out of twenty-five portfolios. I con-

clude that pairs trading successfully identifies a broad type of mispricing, which, however, differs 

from Stambaugh, Yu, and Yuan’s mispricing definition to some extent.  

6.5 Idiosyncratic risk, mispricing, and pairs trading returns 

I would now like to address the question of whether high idiosyncratic risk is compensated.  

Standard asset pricing theory reasons that idiosyncratic risk can theoretically be diversified and is 

therefore not compensated. However, recent papers find mixed evidence. Consistent with the capital 

asset pricing model, Fama and MacBeth (1973) and Bali and Cakici (2008) find no relationship 

between idiosyncratic risk and returns.  

Pontiff (2006) disagrees and emphasizes the role of idiosyncratic risk as practically non-diversifia-

ble arbitrage risk in the form of holding costs that force investors to avoid or limit these risky posi-

tions. Arbitrage risk includes, among others, market liquidity risk, funding liquidity risk and trading 

costs (e.g. DeLong, Shleifer, Summers, and Waldmann (1990), Shleifer and Vishny (1997), Mitch-

ell, Pulvino, and Stafford (2002)). Lehmann (1990), Goyal and Santa-Clara (2003), and Fu (2009) 

justify a positive relationship with investors’ demand for a risk premium and the impossibility of 

holding perfectly diversified portfolios. In a seminar paper, Ang, Hodrick, Xing, and Zhang (2006, 

2009) document negative idiosyncratic volatility effects in the US market and in international sam-

ples. Hou and Loh (2016) provide a comprehensive overview of different explanation approaches 

to explain the idiosyncratic volatility puzzle and compare their power to explain it. They find that 

approaches based on expected idiosyncratic skewness (Boyer, Mitton, and Vorkink (2010)), maxi-

mum daily return (Bali, Cakici, and Whitelaw (2011)), retail trading proportion (Han and Kumar 
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(2013)), one-month return reversals (Fu (2009); Huang, Liu, Rhee, and Zhang (2009)), bid-ask 

spread (Han and Lesmond (2011)), and past earnings surprises (Jiang, Xu, and Yao (2009)) are 

promising candidates to explain a large part of the idiosyncratic volatility puzzle.  

Overall, higher levels of idiosyncratic risk impose higher arbitrage risk and hence stronger mispric-

ing (Doukas, Kim, and Pantzalis (2010)). Investors who are willing to bear arbitrage risk or are less 

exposed to it must earn higher compensation for purchasing or short selling mispriced stocks.  

6.5.1 Hypothesis 4 - Idiosyncratic risk puzzle and pairs trading returns 

Stambaugh, Yu, and Yuan’s (2015) and Cao and Han’s (2016) provide a differentiated explanation 

approach for the different findings. I follow their approach and apply their line of arguments on 

pairs trading. Stocks with high idiosyncratic risk face higher arbitrage costs that deter market par-

ticipants from exploiting mispricing. As investors hold smaller proportions of stocks with high ar-

bitrage risk (Pontiff (2006)), a sudden revision of one investor’s expectation causes only slight price 

pressure. Hence, mispricing persists. The return potential among strongly mispriced stocks is natu-

rally higher than among less mispriced stocks. As a consequence, anomaly effects are often stronger 

among stocks with high idiosyncratic volatility. For instance, Ali, Hwang, and Trombley (2003) 

report that high idiosyncratic volatility stocks have a stronger book-to-market effect. McLean (2010) 

cannot confirm the effect for the momentum strategy, but finds prevalent long-term reversals only 

among high idiosyncratic volatility stocks. The higher anomaly effect among stocks with high idi-

osyncratic volatility is a promising opportunity for investors who are willing to bear idiosyncratic 

risk or are less exposed to it. For instance, some investors might be less exposed to arbitrage risk if 

they already hold the stock that pairs trading suggests to sell short, as they are unaffected by the risk 

of margin calls.  

While the stock’s mispricing is gradually reduced, the price and the return of an underpriced stock 
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rises and the price and the return of an overpriced stock falls. Enough active arbitrageurs in the 

market push prices back to their fundamental value so that underpriced stocks rise and overpriced 

stocks fall. In this setting, informed investors fill the position of rational arbitrageurs. They bear the 

risk that noise traders drive prices further away from their fair value (DeLong, Shleifer, Summers, 

and Waldmann (1990)). This leads to a positive relation between idiosyncratic risk and expected 

returns among underpriced stocks and a negative relation between idiosyncratic risk and expected 

returns among overpriced stocks.  

I now transfer the line of arguments to pairs trading. Does idiosyncratic volatility also increase the 

type of mispricing that pairs trading exploits? Highly volatile stocks incorporate information more 

slowly into prices (e.g., Mech (1993), Chorida and Swaminathan (2000)). The price adjustment to 

new information is therefore slower, which imposes additional risk and creates more mispricing. 

Slower information diffusion leads to wider price spreads, which increases the return per trade. 

Furthermore, sufficient price spreads for pairs trading appear more frequently, which also increases 

the trading frequency, and hence, the return.  

In my first research hypothesis, I combine pairs trading with the idiosyncratic volatility theory. Pairs 

trading is technically a long-short strategy that holds a long position in the underpriced stock and a 

short position in the overpriced stock. I expect to observe a positive idiosyncratic volatility effect 

among underpriced and a negative idiosyncratic volatility effect among overpriced stocks. The long 

position participates directly from the performance of the underpriced stock that realizes a positive 

return. The short position participates inversely in the performance of the overpriced stock that re-

alizes a negative return. Hence, a pairs trader profits from the positive idiosyncratic volatility effect 

among underpriced stocks and additionally from the inverse negative effect among overpriced 

stocks. Overall, I expect higher pairs trading returns for higher idiosyncratic volatility quintiles. 
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Research hypothesis No. 4: Portfolios that include high idiosyncratic volatility stock pairs earn 

higher pairs trading returns compared to portfolios that include lower idiosyncratic volatility pairs.  

6.5.2 Empirical evidence  

This section takes a closer look at the monthly pairs trading returns to assess research proposition 

No. 4. Table 20, panel A reports the average monthly raw returns of each double-sorted trading 

portfolio on pair idiosyncratic volatility and correlation between January 1991 and December 2014. 

Panel B shows the alphas of these regressions for each volatility correlation-sorted portfolio.  

Table 20: Average monthly trading return 

Table 20, panel A reports the average monthly raw returns of each double-sorted trading portfolio 

on pair idiosyncratic volatility and correlation between January 1991 and December 2014. To ac-

count for well-established return patterns, I regress monthly excess returns on a six-factor model. 

The model includes Fama and French’s three factors, a momentum factor, and a short-term reversal 

factor. It is possible that some illiquid stocks in the highest idiosyncratic volatility quintile bias the 

portfolio returns, as they might include a liquidity premium. I therefore extend the factor model with 

Pastor and Stambaugh’s (2003) liquidity factor to control for a liquidity premium. Panel B reports 

the alphas of these regressions for each volatility correlation-sorted portfolio. Like related papers, 

I use Newey-West (1987) standard errors with lag six. Statistical significance at the 10%, 5%, and 

1% level is indicated by *, **, and ***, respectively. 

Panel A: Pairs trading profitability in calendar time 

    Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

IVOL_Q1   0.0033*** 0.0031** 0.0026*** 0.0052*** 0.0046*** 

IVOL_Q2   0.0072*** 0.0033** 0.0045*** 0.0067*** 0.0047*** 

IVOL_Q3   0.0080*** 0.0054** 0.0045** 0.0081*** 0.0071*** 

IVOL_Q4   0.0057** 0.0064** 0.0051** 0.0080*** 0.0088*** 

IVOL_Q5   0.0037* 0.0009 0.0030 0.0061*** 0.0052*** 
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Panel B: Alphas of each correlation and idiosyncratic volatility quintile portfolio 

    Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

IVOL_Q1   0.0031* 0.0031*** 0.0026*** 0.0049*** 0.0046*** 

IVOL_Q2   0.0072** 0.0029** 0.0039*** 0.0064*** 0.0044*** 

IVOL_Q3   0.0078** 0.0045*** 0.0057*** 0.0076*** 0.0069*** 

IVOL_Q4   0.0053* 0.0061** 0.0057* 0.0081*** 0.0091*** 

IVOL_Q5   0.0035 -0.0003 0.0024 0.0058** 0.0044** 

The returns of twenty-three out of twenty-five portfolios are positive, significant, and they range 

between 26 bp and 88 bp. For instance, portfolio IVOL_Q1/Corr_Q5 (low idiosyncratic volatil-

ity/high correlation) yields an average monthly return of 46 bp. In line with research hypothesis no. 

4, the return increases for higher levels of pair idiosyncratic volatility, however, not monotonically 

as in Cao and Han (2016). Surprisingly, the highest returns within each correlation quintile are 

earned by the second highest idiosyncratic volatility pair quintile IVOL_Q4. The inter-quintile dif-

ference between IVOL_Q4 and IVOL_Q1 is positive for each correlation quintile and ranges be-

tween 25 bp and 42 bp. Stocks with higher idiosyncratic volatility levels as in IVOL_Q5 bear higher 

arbitrage risk and should therefore realize higher returns. Panel B shows that all alphas are positive 

and significant for twenty-two out of twenty-five portfolios. Consistent with research hypothesis 

no. 4 and with the results in panel A, the risk-adjusted returns increase for higher levels of pair 

idiosyncratic volatility.  

I previously justified my portfolio sort by correlation with the control for diversification effects. As 

pairs trading is a long-short strategy, a portfolio with positively correlated pairs is relatively diver-

sified, whereas negatively correlated pairs amplify risk. This effect is especially strong in the risky, 

high idiosyncratic volatility quintiles. Within each idiosyncratic volatility quintile, the return mon-
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otonically increases for stronger (positive) pair correlation quintiles. Corr_Q2 (median pair correla-

tion -0.0471), which includes uncorrelated pairs, is outperformed by Corr_Q5 (median pair correla-

tion 0.8026) with highly correlated pairs. Yet, it is surprising that within IVOL_Q2 and IVOL_Q3, 

the Corr_Q1 portfolio, which includes negatively correlated pairs, outperforms more diversified 

portfolios. However, the inter-quintile differences are not significant. 

Altogether, my results confirm research hypothesis no. 4. Higher idiosyncratic volatility induces 

more mispricing and allows higher returns, consistent with prior findings from various alternative 

investment strategies. 

6.6 Arbitrage asymmetry and the idiosyncratic volatility effect in pairs trading 

In the next step, I extend my test setting and introduce arbitrage asymmetry. Arbitrage asymmetry 

proclaims that mispricing is stronger among overpriced stocks than among underpriced stocks at the 

same idiosyncratic volatility level because of short-selling restrictions. While buying a stock is easy, 

the action of short selling is far more complicated. This leads to several implications that impose 

additional arbitrage costs, but only on overpriced stocks. In this section, I first explain why the 

idiosyncratic volatility effect among overpriced stocks is higher than among underpriced stocks, 

while the idiosyncratic volatility effect is equally strong for low idiosyncratic volatility stocks. Af-

terward, I examine this hypothesis empirically. 

6.6.1 Hypothesis 5 - Idiosyncratic volatility effect and arbitrage asymmetry 

In a seminal paper, Miller (1977) hypothesizes that divergent opinions about the intrinsic value exert 

upward price pressure on short-selling restricted stocks. Empirical evidence is provided, among 

others, by Figlewski (1981); Chen, Hong, and Stein (2002); and Boehme, Danielsen, and Sorescu 

(2006). Stambaugh, Yu, and Yuan (2015) note that short selling impediments exist at the stock level, 

but also on the investor level. D’Avolio (2002) provides a comprehensive overview of factors that 
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influence the ability and the costs to short a stock. For example, short selling is more expensive and 

overpricing more likely to persist for stocks with low institutional ownership due to the lack of 

sophisticated stock owners who sell or supply stocks (Nagel (2005)). Additionally, fund managers 

can be constrained by investment policy restrictions or have incentives to avoid short selling. Alma-

zan, Brown, Carlson, and Chapman (2004) report that only 32.9% of 1,838 polled funds in 2,000 

were permitted to short, whereas only 9.7% in fact shorted stocks. Overpricing can also be increased 

by firms that thwart short selling by legal threats, physical stock certificates, and lawsuits (Lamont 

(2012)). Also, Stambaugh, Yu, and Yuan (2012) find that mispricing in the short leg (overpriced 

stocks) is higher compared to the long leg when investors’ sentiment is high. Together, these studies 

provide convincing evidence that investors are confronted with higher arbitrage costs for exploiting 

overpriced stocks. Mispricing, and hence, arbitrage returns should therefore be higher among over-

priced stocks compared to underpriced stocks. 

With arbitrage asymmetry in their mind, Stambaugh, Yu, and Yuan (2015) reason that the aggre-

gated idiosyncratic volatility effect is negative in a sample that is equally composed of over- and 

underpriced stocks. The negative idiosyncratic volatility effect of overpriced stocks dominates the 

positive idiosyncratic volatility effect among underpriced stocks because of arbitrage asymmetry. 

As previously explained, pairs trading profits from a positive idiosyncratic volatility effect in both 

legs, so I cannot expect to find a negative effect in the overall sample. To overcome this difficulty, 

I test arbitrage asymmetry by computing the return per trade separately for the long leg (underpriced 

stock) and the short leg (overpriced stock) in the first step. Afterward, I determine the percentage 

contribution of the long leg to the total return per trade (contribution ratio). The contribution ratio 

reveals whether the effect of underpriced stocks is stronger than among overpriced stocks.  

As arbitrage risk is low among stocks with low idiosyncratic volatility, sufficient arbitrageurs in the 

market should secure efficient prices. Among low idiosyncratic volatility stocks, I therefore expect 
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a contribution ratio around 50%, which indicates that both legs contribute equally to the total return. 

On the contrary, mispricing among high idiosyncratic volatility stocks should be stronger especially 

in the short leg. I therefore expect to find a contribution ratio in the long leg far below 50%, which 

indicates that the short leg contributes more.  

Research hypothesis no. 5: The short leg contributes more to the return per trade for pairs with 

high idiosyncratic volatility, whereas both legs contribute on average the same return among low 

idiosyncratic volatility stocks. 

6.6.2 Empirical evidence 

The fifth research proposition argues that the idiosyncratic volatility effect of the overpriced stock 

(short leg) dominates the idiosyncratic volatility effect compared to the underpriced stock (long leg) 

because of arbitrage asymmetry. Overpriced stocks are affected by additional arbitrage costs that 

impede short-leg arbitrage trades.  

In section 4.7.2, Table 11, I demonstrated that the long leg also contributes to the total return in 

portfolios clustered by “normal” volatility. I repeat the analysis with portfolios clustered by idiosyn-

cratic volatility. 

Table 21 shows the median contribution of the long leg to the total return per trade between January 

1991 and December 2014.  

 

 

Table 21: Return contribution of the long leg to the total return 

Table 21 shows the median contribution of the long leg to the total return per trade between January 

1991 and December 2014. Each trade consists of a long position (long leg) in the loser stock and a 
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short position (short leg) in the winner stock. The contribution ratio of the long leg in this table is 

calculated as in formula (18) in section 4.7.2: 𝑙𝑙𝐿𝐿𝑛𝑛𝐿𝐿 𝑙𝑙𝑙𝑙𝐿𝐿 𝑟𝑟𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛
𝑟𝑟𝐿𝐿𝑟𝑟𝑡𝑡𝑙𝑙 𝑟𝑟𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 𝑝𝑝𝑙𝑙𝑟𝑟 𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡𝑙𝑙

.  

The table shows three interesting results:  

First, the correlation level seems to have no impact on the return contribution of the long and the 

short leg, as the table does not show a clear pattern within each idiosyncratic volatility level. 

Second, the contribution ratio is close to 50% within the low to medium idiosyncratic volatility 

quintiles (IVOL_Q1-IVOL_Q3). This means that the return of exploiting overpriced stocks with a 

shorted stock is similar to the return of exploiting underpriced stocks with a long position.  

Third, the contribution ratio is significantly below 50% in the highest idiosyncratic volatility quin-

tile. The long leg contributes less to the total return than the short leg. In other words, the return 

from exploiting the overpriced stock with a short position is more profitable than the return from 

exploiting the underpriced stock with a long position. If restriction impedes short selling the over-

priced “winner” stock, pairs trading could be restricted to the long leg. The positive contribution of 

the long leg indicates that this modified approach is also successful. 

These results confirm research hypothesis no. 5. Furthermore, they are consistent with Stambaugh, 

Yu, and Yuan’s (2015) and Cao and Han’s (2016) line of arguments. Limits to arbitrage deters the 

exploitation of overpriced stocks. Hence, overpricing is stronger than easy-to-exploit underpricing.  

    Corr_Q1 Corr_Q2 Corr_Q3 Corr_Q4 Corr_Q5 

IVOL_Q1  51.02% 50.05% 50.75% 49.96% 50.41% 

IVOL_Q2  49.15% 49.58% 50.11% 49.92% 50.16% 

IVOL_Q3  49.13% 49.10% 49.31% 49.52% 49.51% 

IVOL_Q4  48.16% 47.51% 47.94% 47.76% 49.15% 

IVOL_Q5  43.59% 46.47% 45.20% 45.37% 46.89% 
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Another important finding is that the long leg also contributes a significant share to the total return. 

Hence, if restrictions impede short selling, investors could also use the trading signals of pairs trad-

ing, but only trade with the long leg. 

Altogether, my findings suggest that a negative idiosyncratic volatility effect in one sample contra-

dicts neither the observation of a positive idiosyncratic volatility effect in another sample, nor the 

economic explanations for a positive idiosyncratic volatility effect. The overall negative idiosyn-

cratic volatility effect is simply the result of a positive idiosyncratic volatility effect among under-

priced stocks and an overlaying dominant negative idiosyncratic volatility effect among overpriced 

stocks.  

 

6.7 Robustness - Fama-MacBeth analysis 

In addition to my analyses based on portfolio sorts, I investigate the influence of arbitrage asym-

metry on the return in the cross-section with a Fama-MacBeth (1973) regression.  

Table 22 reports the coefficients of a Fama-MacBeth (1973) cross-sectional regression. Two obser-

vations are made, extracted from each trade: one for the return of the long leg, and one for the short 

leg. The dependent variable is the leg return, which is the return earned by either the short position 

or the long position of a pair. The independent variables include: pair volatility, correlation, a 

dummy for the short leg, and the two interaction terms to measure the influence of idiosyncratic 

volatility and correlation on the short leg. The data sample includes only the first trade of a pair 

within a trading period due to reasons of robustness. Considering all trades of a pair within one 

trading period would bias the analysis. The returns of these trades are significantly determined by 

the opening signal, which is identical for each trade of one particular pair within one specific trading 

period. 
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Table 22: Fama-MacBeth (1973) cross-sectional regression (first natural trade) 

Table 22 reports the coefficients of a Fama-MacBeth (1973) cross sectional regression. The de-

pendent variable is the leg return. The leg return is the return earned by either the short position or 

the long position of a pair. The independent variables include: Pair volatility (Volatility), correla-

tion (Correlation), a dummy (D_Short) for the short leg in model (II)-(IV), and the two interaction 

terms (I_Short×Vola and I_Short×Corr) to measure the influence of volatility and correlation on 

the short leg. The control variable includes the duration of a trade. I standardize pair volatility and 

correlation in the data set separately for each cross-sectional regression to obtain standardized 

coefficients. I use Newey-West (1987) standard errors with lag six and report the p-values in brack-

ets. Statistical significance at the 10%, 5%, and 1% level is indicated by *, **, and ***, respectively.  

 
Model (I) (II) (III) (IV) 

Volatility 0.0665*** 0.0665*** 0.0609*** 0.0597*** 

  (0.000) (0.000) (0.000) (0.000) 

Correlation -0.0361*** -0.0361*** -0.0366*** -0.0351*** 

  (0.000) (0.000) (0.000) (0.000) 

D_Short   0.0268*** 0.0280*** 0.0280*** 

    (0.000) (0.000) (0.000) 

I_Short×Vola   0.0136*** 0.0136*** 

      (0.007) (0.007) 

I_Short×Corr   -0.0021 -0.0021 

      (0.442) (0.442) 

Control yes yes no yes 

R-squared 0.116 0.173 0.195 0.200 

Table 22 broadly confirms research hypothesis no. 5. A one standard deviation increase in idiosyn-

cratic pair volatility increases the average leg return by 6.65 cents (model I) and is significant. Thus, 

higher idiosyncratic risk is compensated with a positive premium. Consistent with short selling re-

strictions, the short leg earns 2.68 cents on average more (model II). This effect is even stronger 

among stock pairs with high idiosyncratic risk.  
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For additional robustness, I replicate the analysis and select a random trade if a pair trades more 

than once within a given trading period. Furthermore, I conduct the Fama-MacBeth regression with 

non-overlapping trading periods. The results in both additional robustness tests confirm the previous 

findings. 

6.8 Conclusion 

I use a novel, innovative test setting to provide evidence that high idiosyncratic volatility increases 

the return of underpriced stocks and decreases the return of overpriced stocks. This effect was in-

troduced by Stambaugh, Yu, and Yuan (2015) and Cao and Han (2016) with a composite mispricing 

index that is based on static firm-specific data to a great extent. To overcome the weaknesses of 

their methodology, I apply pairs trading as an alternative mispricing measure. My mispricing meas-

ure identifies dynamic mispricing that is mainly originated by market frictions. Moreover, I intro-

duce pairs trading as an investment strategy that allows investors to exploit the idiosyncratic vola-

tility effect. My results confirm the arbitrage asymmetry argument underlying the idiosyncratic vol-

atility effect, as proposed by Stambaugh, Yu, and Yuan (2015) and Cao and Han (2016). Higher 

levels of idiosyncratic risk generate a positive return premium among underpriced stocks, and a 

negative premium among overpriced stocks. Altogether, my study demonstrates that the effect is 

not driven by the type of mispricing, but mispricing in general. 
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7. Conclusion and outlook 

This thesis contributes to the literature on algorithm-based hedge fund strategies with new insights 

into pairs trading to further demystify the rule-based trading strategy. Thereby, I closely follow the 

popular trading approach of Gatev, Goetzmann, and Rouwenhorst (2006). After introducing the 

methodology, the return calculation, and previous academic work, I investigate three research ques-

tions to extend the current knowledge of researchers and practitioners about the trading strategy.  

In the first core chapter, I study the influence of volatility and correlation on the pairs trading algo-

rithm. My research reveals that high pair volatility and high correlation increase the overall return, 

because the rule-based trading algorithm works in favor of these two stock characteristics. Unfortu-

nately, the traditional SSD pair selection criterion fails to identify the most promising pairs. The key 

learning of this chapter is that pairs traders should pay close attention to the drivers of their chosen 

trading algorithm. Furthermore, smart investors should optimize their pair selection based on vola-

tility and correlation levels to maximize the risk-adjusted return.  

The second core chapter examines the role of gradual information diffusion as a potential return 

source of pairs trading. Based on previous findings in the literature, I provide a comprehensive 

explanation of how exactly pairs trading exploits inefficiencies that were generated by gradual in-

formation diffusion. My findings about cross-serial correlation, economic links, and persistent 

leader-follower relationships among pairs significantly contribute to existing research. Institutional 

traders can apply the knowledge about gradual information diffusion to improve their individual 

trading approach and use the fundamental story to explain the source of pairs trading returns to 

clients. 

The final core chapter contributes to the field of research that studies whether idiosyncratic volatility 

is compensated with a risk premium. I confirm Stambaugh, Yu, and Yuan’s (2015) and Cao and 
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Han’s (2016) research with pairs trading as a novel, innovative mispricing measure. Like them, I 

find that idiosyncratic volatility generates a positive return premium among underpriced stocks and 

a negative premium among overpriced stocks. As pairs trading measures a different type of mispric-

ing compared to previous work, my out-of-sample analysis contributes to the academic discussion 

with evidence that the idiosyncratic risk effect exists, and that the effect does not depend on the 

source of mispricing.  

The major limitation of this study is the application of the specific pairs trading methodology of 

Gatev, Goetzmann, and Rouwenhorst (2006). Future research could evaluate my findings with an 

alternative pairs trading algorithm, as well as different markets with other asset classes. Notwith-

standing this limitation, this thesis certainly adds to our understanding of pairs trading. 
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