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Summary
The public discourse is an essential element of democracy. Today, political

information consumption is largely mediated through digital technologies and
important political discussions have moved to online platforms. This dissertation
examines di�erent elements and dynamics of the online public discourse within five
research articles. First, a systematic review synthesizes evidence on the broader
relationship between digital media and democracy, which highly depends on
political context. While most beneficial e�ects of information access and political
participation can be found in autocratic regimes and emerging democracies, there is
more reason for concern in established democracies where negative e�ects on
political trust, populism and polarization accumulate.

Next, using digital trace data combined with survey data to zoom into the
political information ecosystem in Germany, I find that it consists of far more than
news media, but that in-depth political discussions also take place in seemingly
unpolitical niches of the internet. While the user base of online public broadcasting
consists of a comparably narrow audience, most citizens consume political content
via mainstream information hubs that can provide a common basis for public
discourse. The most predictive variable for selection into political information
consumption is political knowledge, not partisanship. However, people who actively
write comments online show more extreme political opinions, highlighting
di�erences between active and passive political engagement online. This di�erential
selection pattern is further mirrored in the final project, where high levels of social
media activity also relate to stronger comment toxicity.

An agenda to reduce online toxicity requires an e�cient method to measure
the quality of online discussions. Using discussion data from Reddit, I compare
simple computational measures to manual content coding and find that an
automated toxicity classifier combined with the length of comments corresponds to
established indicators of deliberative quality. I then develop a preemptive strategy
with the aim to reduce toxicity in political discussions among highly active social
media users. Testing various behavioral interventions, I find that simple ‘nudges’ in
the user interface do not reduce the toxicity of comments. However, mixed findings
on a more complex ‘boosting’ intervention, explaining the role of empathy and
perspective taking for political discussions, evince opportunities to open up online
public discourse for those who may otherwise be silenced by high levels of toxicity.

Especially when combined with established approaches of survey
methodology and content analysis, computational social science commands many
tools to map elements and dynamics of the online public discourse from a holistic
perspective. This does not only bear potential to reconnect theoretical ideals of the
public sphere with real life online, but it also enables the generation of evidence for
policymakers and civil society to keep up with the pace of the fast moving target of
digital media.
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Introduction
Public discourse is essential to public opinion formation and eventually

translates into political judgement and action. Today, political information

consumption is largely mediated through digital technologies (Newman et al., 2019)

and important political discussions moved to online environments. Life without

digital media is hard to imagine and, at the same time, established democracies are

increasingly under pressure (Alizada et al., 2022; Lorenz-Spreen, Oswald, et al.,

2023).

Based on a dataset that includes worldwide observations between 1789 and

2021, the most recent V-Dem report expresses deep concern about a decline of

democracy across the past decade. “This intensifying wave of autocratization

around the world highlights the need for new initiatives to defend democracy.”

(Alizada et al., 2022, p. 5). Regarding public discourse, they further argue that “A

signal of toxic polarization, respect for counter arguments and associated aspects of

the deliberative component of democracy got worse in more than 32 countries –

another increase from only 5 nations in 2011” (Alizada et al., 2022, p. 6).

Public discourse and the underlying ecosystem of political information has a

central position in the logic of any democratic system and is, at the same time, the

democratic element strongest a�ected by the digital transformation. The plethora of

interlinked arenas of public discourse online and o�ine can be understood broadly

as ‘public sphere’ (Habermas et al., 1974; Jungherr & Schroeder, 2021) or when tied

to recent developments in deliberation research, more specifically as ‘deliberative

system’ (Bächtiger & Parkinson, 2019). The public sphere is conceptualized as

mediating space between civil society and politics that includes the multifaceted

media system as set of infrastructures, also including digital media, that enable the

publication, distribution, consumption and discussion of political information that

allow people to exercise their rights and duties as citizens (Jungherr & Schroeder,

2021).
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The role of digital media in democratic regression is a highly contested issue

that attracts both academic and public interest. While some draw darkest scenarios

predominantly blaming social media (Haidt, 2022), others argue that the link

between digital media and democracy is largely unclear (Weiss-Blatt, 2022). It is

crucial to distinguish correlation from causation when examining such complex

phenomena linking society, technology and politics. Empirical evidence on the link

between digital media and democracy is much more complex than some may

portray it; however, the field is far from empty.

In 2021, together with Philipp Lorenz-Spreen, Stephan Lewandowsky and

Ralph Hertwig, I conducted a systematic review of causal and correlational evidence

from N = 496 articles on the link between digital media use and di�erent political

variables (Lorenz-Spreen et al., 2021, first publication included in this dissertation,

see p. 45).

From a citizen-centered perspective on a deliberative conception of

democracy, the political variables under review can be broadly categorized into

di�erent stages of the political process. At the information stage as foundation or

input for public discourse, we examined the diversity of exposure to political

information and the level of misinformation. At the communication stage as core of

public discourse, we considered political expression, the level of hate speech and the

tendency to connect to similar others in social networks. At the participation stage,

as result of opinions formed within public discourse, we examined political

participation, support for populists, opinion polarization and political extremism.

Political trust and knowledge could be regarded as subordinate variables as they are

relevant in any stage of the process.

Overall, we find that there is no binary answer to the question of whether

digital media is good or bad for democracy but that the e�ect highly depends on

the political context, the specific political variable, the type of digital media as well

as measurement choices. For example, we find largely positive associations between
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digital media use and political participation, as well as between digital media use

and information consumption, relationships that are likely beneficial for democracy.

These beneficial relationships are most pronounced in autocratic regimes and

emerging democracies in South America, Africa and Asia. However, other

consistently reported associations, such as declining political trust, advantages for

populists, and growing polarization, links to digital media that are likely

detrimental to democracy, are more pronounced in established democracies such as

Europe and the United States.

The fact that, for example, a loss of trust in an autocratic regime might be a

necessary first step towards democratization, highlights the importance of political

context for the interpretation of e�ects. Heterogeneous findings for di�erent types of

digital media were, for example, found for political knowledge: while overall internet

access was largely positively associated with political knowledge, social media use

also came with negative e�ects for political knowledge, likely through mechanisms of

distraction and the misperception that ‘news finds me’ online, implying that active

information search is unnecessary.

Another contribution of our review is that it describes the state of the

research field: little causal evidence, a heavy US focus, mostly survey-based

correlational evidence on media use and self-reported political outcomes. This

makes it often hard to identify the reasons why digital media use is, for example,

associated with decreasing trust in politics, or how observations of online hate

speech and misinformation relates to the broader online public discourse.

While causal evidence largely mirrored the much greater body of

correlational evidence, it became clear that many findings highly depend on how

variables were measured. For example, the phenomenon of the much discussed ‘echo

chambers’ (Sunstein, 2002), suggesting that digital media users are siloed in

attitude reinforcing online environments, appears more pronounced in studies

considering social network data in which people are predominantly connected to
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like-minded others, whereas, when examining people’s media diets through web

browsing and survey data, they appear quite diverse with people being regularly

exposed to cross cutting content. This highlights the importance to explore and

combine various types of data to get a nuanced understanding of phenomena that

are crucially relevant for democracy and public discourse.

Particularly the methodological observations of the systematic review

highlight two key foci for the following projects of this dissertation, (1) issues of

measurement and (2) the combination of descriptive analyses of existing structures

with experiments that allow causal conclusions about specific phenomena of the

online public discourse. In the following section, I motivate and outline the core

empirical contributions of this dissertation which, among the complex interplay

between digital media and democracy, focuses on elements and dynamics within the

online public discourse.

Understanding the online public discourse

While o�ine and online life are getting increasingly inseparable, engagement

with political issues online has direct implications for o�ine politics. In the wake of

this, political discussions between citizens in online spaces are by no means just a

nice-to-have extension of the o�ine public sphere with little implications for ‘real

life’. For example, journalists as the fourth democratic power regularly pick up

political discussions on digital platforms and amplify them via news media. Weblog

discussions can influence the agendas of mass media and vice versa (Messner &

Distaso, 2008; Wallsten, 2007) and Twitter networks of journalists are important

links between digital and mass media (Neuberger et al., 2019). More directly,

hashtag campaigns initiated decentrally by citizens can impact social and legal

change (Neno�, 2020; Sawyer & Gampa, 2018), whereas online hate speech can

translate into severe o�ine hate crime (Müller & Schwarz, 2018).

Overall, the connection between political information consumption and
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political participation in the form of, for example, voting or protesting is long

established in political science literature (Galston, 2001; Persson, 2015). For

example, this link can be established through a direct cognitive pathway in which

greater political knowledge translates into political action, or through an indirect

pathway via increased political e�cacy. More recent literature regarding political

information consumption via digital media reports largely positive associations with

political participation (Lorenz-Spreen, Oswald, et al., 2023).

Facing considerable links between digital media and democracy and taking

into account that the infrastructure of the online public discourse is operated by fast

moving actors without political legitimization, we need to better understand arenas,

actors and discussions themselves. Where are political information presented online,

which platforms are relevant? Who selects into the online public discourse and can

we speak of equal representation? How can we assess the quality of the online public

discourse and is there a way to improve it?

Fig. 1 summarizes this dissertation’s conceptualization of di�erent elements

and dynamics of the online public discourse. The upper section is inspired by the

idea of a ‘deliberative system’ (Bächtiger & Parkinson, 2019) in which the degree of

public ‘deliberation’ is an emergent property of potentially complementary

discussions in di�erent interlinked arenas with di�erent degrees of formality and

deliberative quality. In my conceptualization, the political online ecosystem of

websites and the online public are two sub-systems interlinked through mechanisms

of selection.

On the one hand, we have the overall online environment, consisting of a

variety of interlinked websites. While the majority of websites is irrelevant for online

public discourse (e.g. online shopping, banking and various forms of digital

entertainment), a subset of the web hosts political information and enables political

expression and discussion, while a small fraction of sites even enables political

participation (e.g. online petitioning platforms or municipal sites that connect
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citizens to relevant political actors). I consider the collection of websites that do

play a role in the online public discourse as the political online ecosystem.

On the other hand, we have the online public, a subset of the overall citizenry

that selects into engaging with issues of the online public discourse through sites of

the political online ecosystem (Oswald et al., 2022). Just as members of the online

public are highly heterogeneous in terms of demographic characteristics, political

attitudes etc., websites constituting the political online ecosystem are also

characterized by varying degrees of ‘deliberative potential’ (Oswald, 2022b).

Finally, the online public discourse includes the political issues featured by

the political online ecosystem and discussed by the online public, as well as the links

and flows between issues and discussions in the sense of agenda setting and

discourse dynamics. Besides the substance of political issues and the semantic links

and temporal flows between them, the quality of communication, including the level

of argumentation and toxicity, can be characterizing variables of the online public

discourse (Oswald, 2022a). The final project of this dissertation targets the toxicity

element of the online public discourse (Oswald, 2023) using empathy and

perspective taking based interventions with the idea to open up the second selection

step to the extent that fewer politically interested individuals are kept from active

participation through high levels of toxicity in political discussions online.
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Websites irrelevant 
for public discourse
(entertainment,
shopping, ... )

ONLINE PUBLICPOLITICAL ONLINE ECOSYSTEM

Mainstream Political 
Information Hubs

Public Broadcasting

Niche Forums

Individuals not engaging
with political issues online

Online 
environment Citizens

Selection Step 1
PT

P: Person
T: Topic within the online public discourse

Elements and Dynamics in the Online Public Discourse

Passive, invisible political engagement online
(news consumption, reading comments)

Active, visible political engagement online
(writing comments, liking, sharing, signing petitions)

• Political interest

Selection Step 2

ONLINE PUBLIC DISCOURSE

• Toxicity tolerance
• Opinion extremity
• Privilege?

DISCUSSION QUALITY
…

ToxicityArgumentation

Figure 1

Graphical summary of this dissertation’s main contribution. Conceptualization including (1) the
online political ecosystem of politically relevant websites, (2) the online public as politically engaged
subset of citizens, and (3) the online public discourse including the discussions of salient political
issues. The sites of the online political ecosystem can be characterized by varying, potentially
complementary, degrees of information density, discussion quality, and possibilities for political
participation; the online public is characterized by varying demographic profiles as well as diverse
degrees of political interest, political attitudes etc.; the online public discourse is characterized by
varying levels of deliberative quality, including the levels of toxicity and argumentation. Di�erent
elements of the online public discourse are connected through links of a two-staged selection process.
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The online public discourse from di�erent theoretical angles

The online public discourse can be conceptualized from di�erent theoretical

angles that are characterized by a continuum of normative premises, conceptual

complexity and empirical operationalizability. This dissertation is influenced by

deliberative democratic theory but often takes a more pragmatic perspective of the

online public discourse, focusing on issues of information consumption and selection.

According to Habermas et al. (1974), the public sphere is a social space in

which citizens can gather to freely discuss and form public opinion. Political

communication among citizens within the public sphere is often referred to as

‘deliberation’ - that, however, only deserves its name when fulfilling a set of

discourse quality criteria (Steenbergen et al., 2003). These criteria include, for

example, the justification of arguments, reciprocity between discussants and a

certain level of respect.

Decades after Jürgen Habermas established the political concept of the

public sphere that shaped research agendas from various disciplines of the social

sciences, he expressed his thoughts on the digital transformation of the public

sphere (Habermas, 2022). His concerns about a fragmentation of the online public

sphere through mighty private platforms, the spread of misinformation and hate

speech, bearing the danger of political polarization mostly echoes the pessimist wing

of current debates (Haidt, 2022).

Throughout his line of argument, he puts particular emphasis on the concept

of deliberation, which he regards as the core of a pluralistic democracy. According

to Habermas, the more heterogeneous a society, the more crucial is a deliberative

process to establish public opinion. In this process, the media have the important

role to select the issues that are important, and to guide public attention towards a

shared informational baseline. Based on these common sources of information, every

citizen builds their individual opinion, which can then be aggregated to inform

political decisions. According to (Habermas, 2022), the core to the deliberative
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process of public opinion formation are conflicting positions that eventually give

power to the best rationales.

His diagnosis of a severe regression of this deliberative foundation for all

established democracies is in line with the V-Dem report (Alizada et al., 2022).

Whether this regression can be causally linked to the rise of digital media, he notes,

is an open empirical question—a question we partly address with our systematic

review (Lorenz-Spreen, Oswald, et al., 2023). Furthermore, while changes in media

use that mirror a structural change of the public sphere have been observed in past

decades, he notes that changes of the deliberative quality of discussion are again an

open empirical question. To answer this question in the future, in this dissertation, I

provide a systematic comparison of established deliberative quality indicators and

di�erent automated measures that allow the assessment of communication quality

at larger scale. Despite Habermas’ criticism of various current developments within

the political and public culture that he traces back to digital media, he

acknowledges their empowering benefits for citizens, especially in oppressive regimes

which aligns with our review (Lorenz-Spreen, Oswald, et al., 2023).

In recent years, the classical Habermasian definition of deliberation, strongly

focusing on the sound justification of arguments and the civility of a discussion, has

been criticized for representing an elitist perspective that places unrealistic demands

on citizens. Some voice deep skepticism about the potentials of deliberative

democracy: “Oriented by its roots in classical liberalism, deliberative democratic

theory is premised on felicitous but unrealistic assumptions regarding the capacities

of individual citizens and their communicative competence.” (Rosenberg, 2014, p.

98).

This attitude was however countered in a prominent paper in Science,

arguing that “It is rare that deliberative development happens spontaneously. [. . . ]

The citizenry is quite capable of sound deliberation. But deliberative

democratization will not just happen” (Dryzek et al., 2019, p. 1146). The authors
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argue that social media plays a major role in deliberative systems, and often

amplifies uncivil politics and pathological communication. “Yet the problem is not

social media per se but how it is implemented and organized” (Dryzek et al., 2019,

p. 1145).

While early research on deliberation proposed a normatively optimistic but

theoretically rather abstract understanding of deliberation, including high demands

on citizens (Chambers, 1996; Cohen, 1989; Dryzek, 1987; Fishkin, 1991; Habermas,

1995; Rawls, 1995), deliberation research developed (Esau, 2022). New concepts

such as humor, emotion and empathy were introduced and the justification of

arguments was opened to descriptions of personal experience. Furthermore, the field

acknowledged that relevant political discussions are taking place in online

environments and that this might require a more systemic perspective (Bächtiger &

Parkinson, 2019; Strandberg & Grönlund, 2018).

The shift in measurement decisions also considerably changed the evaluation

of the state of democratic discourse in the digital domain. When using a narrow

Habermasian definition, most researchers come to largely negative conclusions about

the deliberative quality of the online public discourse (Strandberg, 2008; Wilhelm,

1998). When incorporating more inclusive concepts like empathy, humor and

emotion, researchers come to more optimist conclusions (Graham, 2012).

The reality might lie somewhere in the middle, especially when taking into

account that most people are largely disengaged with politics. For example, when

considering desktop browsing histories, only 1% of content visited online is political

in nature (Oswald, 2022b). Considering predictors for online political engagement,

there is heavy selection along political interest and knowledge (Oswald et al., 2022).

Furthermore, this finding implies the motivation of a subgroup of citizens to engage

with political content online and speaks against a uniform distribution of

preconditions for deliberation across the public—a finding that bridges the premises

of pessimists and optimists, since the motivation to engage with political issues is a
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fundamental component for the development of civic competencies that are

necessary to constructively engage in public discourse. Motivation is also

fundamentally necessary to ‘hear the other side’, show respect to others and tolerate

opposing views in democratic societies (Mutz, 2006).

While the distinction between the classical Habermasian and a modern, more

inclusive definition of deliberation is now widely accepted in contemporary literature

(Bächtiger et al., 2010), the more inclusive tools are not the empirical mainstream

yet (Strandberg & Grönlund, 2018), and there is great room for methodological

innovations to map and measure deliberation in the online public sphere, an

endeavor that I dedicate substantive parts of this dissertation to.

Despite the holistic and constructive perspective that a public sphere angle

provides to research on online political communication, the perception of usefulness

of the deliberation concept is not shared by everyone (Achen & Bartels, 2017).

Committed proponents and opponents of the concept of public sphere

deliberation appear to be split along lines that go far beyond political

communication research but may even reflect broader di�erences in Menschenbild.

While some claim the death of deliberation in the digital era, I argue that a modern

conceptualization of deliberation that moves beyond the classical Habermasian

framework is a concept worth considering for both normative and pragmatic reasons.

One obvious factor that may drive di�erences in values attached to the

concept of deliberation may be di�erences between political systems, in particular,

di�erences between the US political system and, for example, European

democracies. While also European democracies su�er from the rise of populists,

multi-party systems that involve coalition formation require, by definition, more

deliberation on the the level of political elites1. Considering the citizens level, while

partisan identity signaling is highlighted as important driver of a�ective political

1 However, it is argued that in principle, also the US constitutional system builds on a deliberative
conception of democracy (Sunstein, 2018).



12

polarization in the US (Bail et al., 2018), party preferences appear more volatile in

many European countries, which is reflected in the increasing dealignment between

voters and established mainstream parties (Spoon & Klüver, 2019). Furthermore,

implied by the popularity of voting advice applications (Munzert & Ramirez-Ruiz,

2021), the alignment of issue attitudes with concrete policy proposals does seem to

matter for the vote choices of many Europeans.

However, there may also be a deeper reason, related to di�erences in the

perception of citizens’ agency and competences. An interesting parallel can be

observed among behavioral science perspectives, a field that is closely linked to

political science in the way that it also examines human behavior in response to

certain information in certain contexts.

Undoubtedly, the work on heuristics and biases by Kahnemann and Tversky

has had enormous influence on the understanding of human cognition and

rationality that transcended into the social sciences and even the wider public.

Centering around the concept of flawed cognition, they argue that “people rely on a

limited number of heuristic principles which reduce the complex tasks of assessing

probabilities and predicting values to simple judgmental operations” (Tversky &

Kahneman, 1974, p.1124).

Starting out from the homo oeconomicus which, obviously, does not

accurately reflect human decision making, Kahnemann’s notions of flawed decision

making can help to make sense of mismatches between preferences and choices. In

the political domain, such mismatches are omnipresent, for example, considering the

mismatch between economic self-interest and trade preferences (Kertzer et al., 2022)

or the gap between environmental attitudes and behavior (Kollmuss & Agyeman,

2002).

However, Kahnemann and Tversky’s work is not the first attempt to

understand human cognition and decision making and remains by far not the only

conception. Already in 1967, Peterson and Beach concluded the much more
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optimist metaphor of “the mind as an intuitive statistician” from a review of 160

experiments (Peterson & Beach, 1967). A recent meta study traced this

fundamental shift in Menschenbild, back to a shift in experimental paradigms

(Ralph Hertwig & Tomás Lejarraga, 2021). While the Bayesian reasoning literature

relied on scenarios that involve learning and experience, the heuristics-and-biases

program relied heavily on described scenarios and one-shot decisions, resulting in

fundamental conclusions about every-day cognition. Certainly both types of

scenarios find their application in real-life, but one might argue that the

overwhelming dominance of the pessimist heuristics-and-biases perspective might

not be justified given that learning is fundamental to human cognition.

A Menschenbild with a focus on cognitive flaws, incompetences and

self-interest, obviously resonates a lot with criticisms of the deliberative ideal of

public discourse, simply because the broad public seems incapable to deliberate. On

the other hand, consistent empirical findings on transferable competences,

cooperation, empathy and adaptive learning challenge the pessimist assumption of

citizens’ incapacity and unwillingness to navigate conflicting arguments in political

discussions.

While opponents argue that deliberative ideals run past real life political

communication, proponents emphasize the need for theoretical anchors to situate

online discussions in the larger democratic discourse.

Today, taking a less normative perspective, the public sphere is often simply

understood as mediating arena between politics and civil society that includes the

media system—infrastructures that enable the publication, distribution,

consumption and discussion of information that allow people to exercise their rights

and duties as citizens (Jungherr & Schroeder, 2021).

A reduction in conceptual complexity and a focus on empirical pragmatism

certainly benefit the analysis of the status quo. While more complex

conceptualizations of deliberation and the public sphere that involve heavy
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normative premises risk reaching the limits of operationalizability, they may

however help to develop future scenarios of a social media environment that serves

democratic discourse.

The following sections summarize the di�erent empirical contributions of this

dissertation regarding di�erent elements and dynamics of the online public discourse

(for an overview, see Fig. 1; for a list of publications, see section B).

Political online ecosystems

Political information consumption is a key democratic element if democracy

is understood as ‘rule by the people’. Dahl (2020) defines the three-step process of

(1) citizens developing attitudes, values and preferences, (2) citizens choosing the

political party that best represents their preferences and concerns and (3) the

elected government developing policies to address the preferences expressed by the

electorate. Without citizens’ access to and engagement with political information,

steps one and two are impossible.

Even though voters may prioritize e�ciency in their decision strategies by

using heuristics or consuming information selectively based on their interests (Lau

& Redlawsk, 2001; Tóth & Chytilek, 2018), citizens’ attitudes and decisions are not

just a product of competence, motivation and experience, but they are also

influenced considerably by the information ecology around them (Boudreau &

MacKenzie, 2014; Henderson et al., 2022; Singh & Roy, 2014).

When regarding the big question of whether the internet facilitates or harms

public discourse, most of the previous empirical research on this question has

focused on specific elements, such as online news media diets or political discussions

on social media platforms. However, increasingly complex media environments are

composed of di�erent arenas with di�erent respective potential for democracy.

Using web tracking data in combination with survey data, including full

browser histories of N = 1, 282 citizens over a six-month period together with
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detailed information on demographics and attitudes, I map the complex online

political ecosystem in Germany (Oswald, 2022b, see full text of publication from p.

121).

I start by identifying which websites were relevant for the online public

discourse in 2017 by matching political key words to the URL strings of the websites

visited by participants. I then develop a multidimensional measure of ‘deliberative

potential’ along six criteria, as indicator of the extent to which a website may fulfill

di�erent functions of a deliberative system.

The first three criteria regard the infrastructure of a website, namely whether

the website provides political information, whether the site o�ers spaces for political

discussion, and opportunities for political participation. Three further criteria

capture whether a website is connected to other politically relevant websites through

network measures of links and flows between websites, whether a website is visited

by demographically diverse citizens and whether a website is visited by individuals

with heterogeneous political views. Finally, using latent class analysis, I explore

di�erent types of websites to structure the political online ecosystem in Germany.

Besides a class of mainstream informational hubs, websites that are widely

used across German speaking media audiences, I find a class of quality information

providers, including the whole spectrum of online public broadcasting services in

Germany. However, this class of high quality journalistic media is not characterized

by a diverse audience. A third class of niche online forums hosts political discussions

among more tightly-knit online communities, supporting previous findings of

incidental exposure to political content online.

Furthermore, I find that while the mainstream information hubs attract a

much larger number of website visits, this sample spends relatively more time

consuming political information on quality information sites as well as engaging in

political discussions within niche online forums. This divergence further highlights a

key measurement point for conclusions drawn from web tracking data which may
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di�er substantially between website visit counts and visit duration.

Selection and representation in the online public discourse

Moving the focus beyond the political online ecosystem (Fig. 1), the next

important question for the assessment of the online public discourse is who

constitutes the online public, the citizens engaging with political content online?

Public discourse is not only shaped by the settings and discussed issues but

also considerably by the individuals involved (Bächtiger & Hangartner, 2010;

Esterling, 2018). For example, Beauchamp (2020) describes the ‘deliberativeness’ of

online discussions as a function of structures and membership. Online political

deliberation, which can narrowly be defined as an ideal form of political discussion

in which participants weight conflicting arguments based on high quality

information, appears to be a rather rare phenomenon in relation to the overall

volume of online communication. To circumvent issues of selection into public

discourse, experimental deliberation research uses random sampling and/or random

assignment for the benefit of internal validity. However, while experimental evidence

can clarify fundamental principles of political discussions under ideal conditions,

this evidence hardly generalizes to real-life online public discourse that underlies

inherent selection processes.

Using web tracking data in combination with survey data again, in a paper

coauthored with Simon Munzert, Pablo Barberá, Andrew Guess and JungHwan

Yang, I map out who engages with political content across various arenas of the

complex political online ecosystem in Germany (Oswald et al., 2022, see full text of

publication from p. 170). We find that especially people with high political

knowledge engage with political information online. Unlike previous research that

largely focused on digital traces of active political engagement, such as comments

written or posts shared on social media, we do not find evidence for strong selection

along other demographic, attitudinal, and political variables but a large overlap
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among the online public.

Selection into political engagement does not necessarily imply a threat to

democratic discourse, especially not when occurring along variables like political

knowledge or interest. Deliberative processes require motivation to consume

relevant information, to process and communicate information, and to tolerate and

engage with opposing views. In turn, a lack of motivation should also guard public

discourse from those with the lowest knowledge of day-to-day political issues.

However, from a broader societal perspective, increasing disengagement with politics

can also be a threat to democracy as civil society may fail to hold their

representatives accountable.

Following a first selection step along political knowledge, we find that people

with rather extreme political views tend to engage more with platforms that enable

political expression and discussion than people with more mainstream political

views. This finding highlights di�erences between active and passive political

internet use and has implications for the inferences drawn from social media data.

While social media data usually captures the visible traces of active engagement in

the online public discourse such as writing comments, ‘liking’ or sharing posts, our

findings imply the existence of a second selection step into this behavior.

In other words, individuals select into passive engagement first, for example,

in the form of political information consumption or discussion reading along their

overall political interest or knowledge. Second, among those individuals, only a

certain group of individuals, likely those with higher toxicity tolerance (Bor &

Petersen, 2022; Kim et al., 2021) and those with more extreme political opinions

(Barberá et al., 2015; Bright et al., 2019) select into active engagement in the online

public discourse that is visible to others2. Therefore, inferences drawn from social

2 A parallel discrepancy between active and passive engagement was also reflected in a recent
study on information sharing across 43 countries, finding that those who shared links on Facebook,
especially political information, were considerably older than those who saw the links (Moretto
et al., 2022).
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media data can only reflect the opinions and communication norms of this subgroup

of individuals who represent a likely skewed tip of the iceberg.

One important lever for more democratic discourse online is the construction

of inclusive online environments that are attractive for everyone who is motivated to

contribute, usually implying a certain degree of political knowledge and/or interest.

However, considering the secondary selection variables identified, this, for example,

implies e�ective action against online toxicity.

Discussion quality and toxicity in the online public discourse

Toxicity directed against groups can increase safety concerns (Henson et al.,

2013) which prevents particularly minorities and traditionally marginalized

individuals from participating in the online public discourse (Lenhart et al., 2016).

One promising example is that displaying community rules in a Reddit forum

slightly increased rule compliance but more importantly, it increased the

participation rate of newcomers (Matias, 2019). The authors traced this back to a

selection process in online discussions where people make frequent, low-cost

decisions on whether to join a discussion or not. Displayed community rules may

reduce people’s concerns about harassment that would otherwise prevent them from

participating (Matias, 2019).

The above described project (Oswald et al., 2022) hints towards a secondary

selection step into active contribution to the online public discourse along variables

such as political opinion extremity. This phenomenon, fostering extreme voices

while keeping marginalized groups largely out of the discourse, aligns with findings

on selection into toxic communication behavior (Bor & Petersen, 2022; Kim et al.,

2021). Therefore, an assessment of the discussion quality and the development of a

strategy to reduce online toxicity to make online environments more inclusive and

public discourse more representative are the objectives of the following two projects.
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Computational assessment of deliberative quality

Moving beyond the mapping of the political online infrastructure and the

individuals involved, a core question regarding the state of public discourse is the

deliberative quality of communicative acts. In theory, high-quality discussions can

help people acquire an adequate understanding of issues and alleviate mechanisms

of opinion polarization (Grönlund et al., 2015; Mutz, 2006). However, the quality of

online political discussions in the digital sphere is mourned by researchers and the

public (Coe et al., 2014; Frimer et al., 2022; Hmielowski et al., 2014). The state of

the online public discourse has given reason for concern in recent years, including

phenomena of a�ective polarization, discussion toxicity and online hate speech

(Lewandowsky et al., 2020; Lorenz-Spreen, Oswald, et al., 2023). The prevalence

and severity of toxicity in online discussions varies between platforms, contexts and

measurement approaches (Coe et al., 2014) but there is large consensus that

toxicity, the inverse of the deliberative quality criterion of respect, is an important

concept to research in online environments (Chen, 2017; Coe et al., 2014; Kim et al.,

2021; Mutz, 2016; Rossini, 2019).

Most prior deliberation research required enormous amounts of time and

human e�ort to assess the deliberative quality of discussions with in-depth manual

content coding (Esau et al., 2017; Friess et al., 2020; Steenbergen et al., 2003).

Facing the importance and the sheer volume of online discussions, reliable

computational approaches to assess the deliberative quality of online discussions at

scale could open a new era of deliberation research. Furthermore, regulators as well

as platforms who might decide to optimize online environments for deliberation

instead of pure engagement, cannot rely on manual content coding. Therefore, this

project focuses on the question of whether simple computational measures can

contribute to the assessment of deliberative quality at scale (Oswald, 2022a, see full

text of publication from p. 199). .

More specifically, I compared structural features of discussion threads and
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simple text-based measures to established manual content analysis. I applied all

measures to online discussions on the social news aggregation and content rating

platform ‘Reddit’ that dealt with the 2020 wildfires in Australia and California

(Oswald, 2022a). I further compared discussions between two ideologically opposite

online communities, one featuring discussions in line with the scientific consensus on

climate change and one featuring climate change skepticism.

Obviously, no single computational measure could capture the

multidimensional concept of deliberative quality. However, I find that measures of

structural complexity, namely the width and depth of comment cascades

(Gonzalez-Bailon et al., 2010), capture engagement and participation as important

preconditions for deliberation. Furthermore, automated toxicity scores (Votta, 2019)

predict manual measures of respect, and the length of comments in combination

with the absence of toxicity predicts manual measures of argumentation. While the

presented computational approaches could not replace in-depth content coding, the

findings imply that selected automated measures can be useful scalable additions to

the measurement repertoire for two specific dimensions of online deliberation,

argumentation and toxicity.

From the perspective of regulators or ‘socially benevolent’ social media

platforms who may eventually prioritize democratic discourse over revenues from

user attention, the assessment of dimensions such as the diversity of users

participating in discussions, the number of replies a discussion cascades through, the

question whether comments go beyond very short exclamations or pure emoji, as

well as the level of toxicity, could be a valuable and scalable starting point to shape

online environments to better serve democratic discourse.

Testing preemptive empathy interventions to reduce toxicity

In response to findings on a second selection step into active, visible

engagement in the online public discourse (Bor & Petersen, 2022; Kim et al., 2021;
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Oswald et al., 2022), the objective of the final project of this dissertation was to

develop a preemptive strategy to reduce online toxicity before it may silence

important voices and trigger subsequent toxicity (Oswald, 2023, see full text of

publication from p. 233). To that end, I conducted a preregistered survey

experiment that tested multiple behavioral interventions to reduce the toxicity of

online communication, three simple prompts or ‘nudges’ (Thaler & Sunstein, 2009)

in the user interface and an educative ‘boosting’ intervention targeting users’

motivation (Hertwig & Grüne-Yano�, 2017).

Following the theoretical turn towards the role of empathy for democratic

deliberation (M. E. Morrell, 2010), this study focused on a�ective empathy and

cognitive perspective taking (Stietz et al., 2019). Already Hannah Arendt argued

that perspective-taking is essential for democratic opinion formation (Arendt, 1968)

while theorists of deliberative democracy further highlight the relevance of a

reflective citizenry, able to navigate conflicting arguments in political discussions

(Bächtiger et al., 2018; Chambers, 2003; Dryzek, 2002; Muradova, 2020).

While social media platforms are often, and often accurately, portrayed as

adversaries of deliberative democracy and gatekeepers of data in an attention

economy, researchers can use social media as tools to gather important target

groups for online interventions, individuals that are usually di�cult to draw into

university labs as participants for experiments.

In this project, I collected data using Facebook Ads, headed by the

statement “We value your opinion!” with the aim to attract those who are active on

the platform and happy to express their political opinions online. The final sample

consisted of N = 2,154 highly active social media users from the US and Germany,

with high political interest but from both political camps, who opted into the

survey without external incentives.

First, participants’ attitudes towards di�erent salient and conflict-prone

political issues were assessed. Participants were then presented with seed statements
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that were designed like typical social media posts. The topics of the seed statements

ranged from climate change, over migration, to the feminist issues of gender-neutral

language in Germany and abortion in the US. By deliberately allocating

participants to statements that oppose their opinion, the aim was to maximize

disagreement between the seed statement and the opinion of the participant.

Before participants commented on the statements, one group was prompted

(‘nudged’, Thaler and Sunstein (2009) to take the perspective of the author and to

think about possible reasons why the author thinks this way (cognitive perspective

taking) and one group was prompted to try to create a sense of empathy with the

author and to reflect on how the author might feel (a�ective empathy). The first

control group did not receive a prompt, whereas the second control group received a

friction placebo, a prompt to take a deep breath before answering. Prior to reading

the provocative posts as a form of educative ‘boosting’ intervention (Hertwig &

Grüne-Yano�, 2017), a fifth group was briefed on the role of empathy and

perspective taking for constructive discussions and the distinction between

legitimate opinion and harmful content online.

All participants were then asked to comment on the controversial statements.

Those free text answers were analyzed using the established toxicity classifier

(Votta, 2019) that was tested in the previous project (Oswald, 2022a). Furthermore,

as a second outcome, also the length of comments was considered as approximate

measure for argumentation, following the findings presented in Oswald (2022a).

Compared to the control group, neither the empathy and perspective taking

nudges nor the friction placebo reduced reply toxicity. The educative boosting

intervention decreased reply toxicity to some degree but the e�ect was not robust

against the inclusion of covariates. However, all nudging interventions significantly

increased the length of replies. Aligning with previous findings on selection into

commenting online (Bor & Petersen, 2022; Kim et al., 2021), toxicity was highest

among people with high online activity.
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The goal of this study was to construct interventions and to test them on the

eventual target group. The envisioned pipeline for regulators, (1) to monitor the

nature of political discussions based on the findings in Oswald (2022a) and (2) to

implement selected interventions tested in Oswald (2023) to mitigate destructive

escalation on controversial issues, however appears more complex. Reducing toxicity

online did not seem to work via simple changes in the user interface, as I find only

weak e�ects of the experimental treatments, especially the prompt-based ‘nudging’

interventions.

However, this study does not allow concluding judgements on the conceptual

role of empathy for democracy. Despite e�orts to increase external validity through

recruitment via Facebook Ads and the construction of organically appearing social

media statements, the study still operates with a hypothetical communication

scenario built into a survey experiment and e�ects highly depend on the design of

the treatments.

The results for the boosting condition give reason for hope in democratic

education that emphasizes the role of empathy and perspective taking for public

discourse. This study only provided a very short and abstract text, mainly targeting

participants’ motivation to engage in empathy but did not address the development

of the cognitive-emotional competences necessary for e�ective perspective taking.

While incivility can even be a welcome stimulant to public debate in some

specific cases (Masullo Chen et al., 2019; Mutz, 2016), I regard the development of

interventions to reduce toxicity in online discussions as important endeavor.

Therefore, more complex interventions conveying an understanding of empathy and

practicing perspective taking in political discussions that involve conflicting

arguments—which are essentially the core of democratic deliberation, should be

explored by future research.
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Outlook
Considering the findings on the two-staged selection process presented in this

dissertation, an open question remains. When do factors like political interest

translate into deliberation and when into toxic behavior online? This relates back to

the fundamental debate on the nature of deliberation as either elitist, a notion stated

by pessimists regarding citizens’ incapacity to deliberate, or egalitarian, a notion

stated by optimists who see potential for constructive public discourse online. What

are the underlying factors bridging the fundamentally di�erent notions of political

online engagement? In other words, what are the factors driving the devides

between constructive participation, toxic participation and non-participation?

Throughout this dissertation, interindividual di�erences across di�erent

types of preconditions for deliberation became visible. The specifics of these

preconditions di�er substantially between passive and active political engagement

online but the path seems to split again for di�erent qualities of active engagement:

toxic versus constructive political engagement.

An empirical examination of the connection between political resources and

di�erent forms of political engagement is one way to address the question. For

example, Rasmussen et al. (2022) found evidence for the paradox that classical

resources such as education and internal political e�cacy can translate into toxic

behavior online.

In a conceptual attempt to disentangle possible mechanisms underlying this

paradox and to address the open question above, I suggest a psychological

framework that includes various types of motivation, each involving di�erent types

of resources (see Fig. 2).
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Figure 2

Suggested psychological framework of online political engagement. Motivation to engage with
politics as precondition for the consumption of political content online. This motivation can relate
to general cognitive capacity, socialization and education. Motivation to visibly express political
views as precondition for active behavior. Additional motivation to engage with opposing views as
necessary for constructive participation and deliberation. A lack of this openness or capacity to
engage with opposing views may translate into toxic behavior online. If discourse toxicity is
perceived as low or manageable, motivation to express political views combined with the willingness
to tolerate opposing views may translate into constructive political participation or deliberation
online. The toxic behavior of those lacking the secondary motivation feeds back into discourse
toxicity and interrupts the path to participation for some who otherwise fulfill all preconditions for
deliberation. Resources such as time and technological infrastructure are necessary at all stages to
let motivation translate into behavior.

Within the first selection step into passive political engagement online,

motivation to engage with politics is the necessary precondition for the consumption

of political content. This motivation could, for example, be traced back to general

cognitive capacity, socialization and education. To translate into, at that stage, for

other citizens invisible behavior, further resources such as time and technical

infrastructure are necessary. Empirically, the first and rather intuitive selection step

could, for example, be reflected by high political knowledge and interest of those

consuming political information online (Oswald, 2022b).

Within the second selection step, the apparent paradox becomes visible as

empirically, often those who are most active online are also those who engage in

toxic behavior. Motivation to visibly express political views is the obvious necessary
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condition for active behavior. Here, individuals can have di�erent motives for

sharing political content online, such as the desire to inform, entertain or connect

with others, but also to surprise and provoke (Lorenz-Spreen, Kozyreva, et al.,

2023).

However, I argue that a second type of motivation is necessary for

constructive participation which may eventually translate into online deliberation.

This specific motivation as potential explanatory factor for conflicting findings on

the quality of political online engagement has previously been conceptualized in

many ways: as motivation to engage with opposing views (Fig. 2), as willingness to

hear the other side or political tolerance (Mutz, 2006), as receptiveness (Minson &

Dorison, 2022), as deliberative listening (M. Morrell, 2018), as ‘democratic

enlightenment’ (Nie et al., 1996) or simply as the opposite of a�ective polarization

(Rasmussen et al., 2022).

A lack of this openness or capacity to engage with opposing views may

originate from various factors ranging from economic deprivation and perceptions of

marginalization to overall mental health and can, given time and technical

infrastructure, eventually translate into toxic behavior online. Supportive factors for

the development of motivation to engage with opposing views could, for example, be

a combination of civic education and digital literacy (Guess & Munger, 2022; Kahne

et al., 2012). Under the premise that an individual is motivated to express political

views and accepts fundamental democratic principles such as basic tolerance for

opposing views, this may translate into active constructive political participation

and eventually deliberation online.

However, in line with previous findings on online toxicity (Henson et al.,

2013; Lenhart et al., 2016), the model includes another filtering step, namely the

premise that discourse toxicity is perceived as low or manageable in the face of, for

example, prior experiences and available coping strategies. In turn, the toxic

behavior of those unwilling or unable to tolerate opposing views feeds back into
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discourse toxicity and consequentially, may push some of those who otherwise fulfill

all preconditions for deliberation out of public discourse online.

The suggested framework not only separates di�erent motivations as

preconditions for two selection steps into political engagement online, it also

distinguishes between di�erent resources which may otherwise blur the picture.

There are classical cognitive and educational resources in the first selection step

that remain relevant until behavior becomes visible, constructive or toxic in nature

(Rasmussen et al., 2022). However, other additional resources are necessary for

constructive public discourse which may, I hypothesize, be factors like

socio-economic security, mental well-being, civic education, and an internalization of

democratic norms that open up peoples’ minds for opposing views. Very pragmatic

resources such as time, (digital) literacy and technological infrastructure are

obviously necessary at all three stages to let motivation translate into behavior.

While the model builds upon existing findings and prior theoretical notions,

the suggested structure of underlying psychological mechanisms remains to be

tested empirically.

Consequences for representation

Considering political expression online, previous research has shown that a

large majority of activity online originates from a small but highly active minority

of users that does not represent society at large (Barberá et al., 2015; Bright et al.,

2019; Guess, 2021). Therefore, I agree that “online democratic mechanisms need to

take steps to promote the views of the majority of users who are less active, or at

least limit the impact of the highly active.” Bright et al. (2019, p. 20).

For example, irrespective of political views, when considering URL tracking

data, there is a consistent pattern that compared to men, women tend to engage

less with political content online (Oswald et al., 2022). This discrepancy might

transcend from structural inequalities and path dependencies regarding overall
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political participation but also from inhibited motivation to visibly participate in

online environments due to expectations of being harassed (see Fig. 2).

In addition, the spiral of silence theory states that people’s willingness to

express their political opinions online depends on the perceived popularity of their

opinions (Matthes et al., 2018; Scheufle & Moy, 2000), implying that toxic

experiences after crossing the threshold of visibly expressing political views online

likely impacts future motivation.

In contrast to public content moderation preferences (Kozyreva et al., 2023),

current developments of weaponized free speech ideals that are propagated by

influential actors (Du�eld, 2022) strengthen platforms for the voices of traditionally

privileged individuals with extreme viewpoints and toxic behavior. This may pose

non-linear threats to democratic discourse online through the creation of negative

feedback loops.

In other words, toxicity is not randomly distributed online but silences

relevant voices in the discourse by predominantly forcing already marginalized

groups o�ine. Therefore, e�ective responses to online toxicity, with intolerable hate

speech at the end of the continuum, are no nice-to-have online well-being boosters

but necessary conditions for the future of a healthy online public discourse.

However, online deliberation is more than the absence of hate speech.

Eventually, the construction of online environments that are functional, attractive

and inclusive for all those motivated to engage in public discourse, combined with a

proactive approach to rebalance existing inequalities that suppressed structurally

underrepresented but in principle motivated and well informed voices, would be one

way to imagine a positive scenario for the role of digital media in democratic

societies.

Facing measures of online toxicity, it becomes clear that the normative ideals

presented in deliberative theory may not o�er an accurate description of the

present. However, the established theoretical concept of the public sphere o�ers a
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constructive perspective of what aspects empirical researchers might focus on to

provide regulators with relevant evidence to inform policies to reshape the link

between digital media and democracy.

Potentials of computational social science

Major hurdles in the endeavor to better understand the state and role of the

online public discourse in today’s society are issues of measurement and empirical

investigation. The emergence of the internet and social media, both glorified, then

demonized in the face of unfulfilled hopes for widespread democratization, in

principle, provides researchers with unique opportunities to observe individual

political engagement in the wild.

The field of computational social science (CSS) bears great potential for the

study of political communication (Theocharis & Jungherr, 2021). Social interactions

can be monitored without inducing observer e�ects, artificial lab settings can be

circumvented to the benefit of external validity, and the seemingly unlimited

amount of data opens opportunities for research groups with limited financial

resources (Salganik, 2019). Assuming access to data, digital traces provide social

scientists with unprecedented information on communication, social networks and

information consumption - optimal conditions for the study of public discourse and

political opinion formation.

One challenge identified for the field of CSS is the connection to established

theories in the social sciences (Jungherr & Theocharis, 2017), a challenge that I try

to address in this dissertation by embedding both experimental and descriptive

work in democratic theory.

Furthermore, while truly interdisciplinary work appears most promising for

CSS, research groups (especially outside the US), institutional infrastructures and

practices still predominantly follow disciplinary boundaries (Theocharis & Jungherr,

2021). In this dissertation, I link the fields of political science and psychology using
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computational social science methods but I would warmly welcome greater

institutional opening to true interdisciplinarity.

However, at the time of writing this dissertation, the major obstacle to

meaningful CSS research appears to become data access. With Elon Musk’s

takeover of Twitter and his decision to eliminate the academic Twitter API3 and

replace it with a restricted commercial model (Meehan, 2023), an entire research

field has been experiencing a major turning point. While some may have argued

that Twitter was overresearched in the first place, the Twitter API was not only a

resource of free communication data for teaching and experimenting, it was the

major data provider for countless research projects across the world, many of which

undergo major disruptions at the moment.

While other platforms are announcing the opening of APIs, their terms of

service appear largely incompatible with transparent, open science research

(Bak-Coleman, 2023). These developments allude to the consequential question of

whether we are observing the start of a downward trend for data availability from

social media platforms. The protection of researchers from litigation from digital

media companies, granting specialized access to non-public data for research

projects of crucial societal importance and the mediation of the relationship between

platforms and researchers regarding data access by a third party are only some

suggested measures that may have the potential alleviate some issues (Brown, 2023).

Research requires resources, and those are not evenly distributed across

countries, institutions and career stages. Within the empirical projects of my

dissertation, I relied on broadly three di�erent data sources: (1) communication

data from Reddit accessed through free and unrestricted APIs, (2) secondary

web-tracking data with linked survey data from an existing research project, and (3)

original survey experiment data with participants recruited via Facebook Ads.

These data sources di�er substantially regarding their accessibility which may have

3 Application Programming Interface
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led to substantially di�erent research output given a di�erent set of resources.

Online information environments are constantly moving targets that underlie

the decisions of powerful actors that are not democratically legitimized (Conger

et al., 2022). This dynamic needs regulation and regulation needs evidence.

Scientists must keep up with the pace of digital media developments, for example,

to better understand the e�ects of digital media on democracy, so that platforms

cannot use empirical darkness as argument for unregulated development (Clegg,

2021).

In this power struggle, it may appear ironic to base research on data provided

by key actors that are, with their design decisions, fundamentally responsible for

current issues within the online public discourse. However, in this race for evidence,

collaborations between researchers and digital media companies that are based on

well negotiated, transparent research agreements are one option to move forward.

Finally, the Digital Services Act (DSA) provides researchers with the unique

opportunity to access formerly restricted data without having to rely on the good

will of platforms. Therefore, if researchers use their levers as provided by the DSA

e�ectively, I am optimistic that the field can use its potential to answer relevant

research questions regarding the online public discourse if working collaboratively

on high-quality description, large-scale field experiments and with fruitful

connections to social science theory.

In this dissertation, I provide various examples of how combinations of

di�erent data sources can be used to map complex theoretical concepts, how online

data can contribute to innovations in measurement, and how social media platforms

can be used as research tools to gather hard to reach target groups for online

experiments.

Computational social science commands many tools to map various elements

of the online public discourse from a holistic perspective, which may eventually

reconnect public sphere theory with real life online.
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Table 1

Potentials of online data to operationalize elements of the online public discourse

POLITICAL ONLINE ECOSYSTEM ONLINE PUBLIC DISCOURSE ONLINE PUBLIC
Concepts Infrastructure, Political issues Discussion of Connections Politically (dis)engaged

Political information political issues between issues citizens
Power users

Measures Information providers Political topics Deliberative Temporal flow of Demographics
Discussion forums Framing quality discussion Attitudes
Petitioning platforms Toxicity Semantic links Knowledge and competencies
Political information on Argumentation between issues Motivation
social media Social network

Potential data Web tracking data News articles Social media posts Network data Survey responses

Social media data Social media posts Comments Time series data Social media data
Online experiments

Note: Non exhaustive list of concepts, measures and potential data sources. Boldface indicates use
in the course of this dissertation.
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ABSTRACT

One of today’s most controversial and consequential issues is whether the global uptake of digital

media is causally related to a decline in democracy. We conducted a systematic review of causal

and correlational evidence (N = 496 articles) on the link between digital media use and different

political variables. Some associations, such as increasing political participation and information

consumption, are likely to be beneficial for democracy and were often observed in autocracies and

emerging democracies. Other associations, such as declining political trust, increasing populism,

and growing polarization, are likely to be detrimental to democracy and were more pronounced in

established democracies. While the impact of digital media on political systems depends on the

specific variable and system in question, several variables show clear directions of associations.

The evidence calls for research efforts and vigilance by governments and civil societies to better

understand, design and regulate the interplay of digital media and democracy.
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Introduction

The ongoing heated debate on the opportunities and dangers that digital media pose to democracy has been hampered

by disjointed and conflicting results (for recent overviews see [1, 2, 3, 4]). Disagreement about the role of new media

is not a novel phenomenon; throughout history, evolving communication technologies have provoked concerns and

debates. One likely source of concern is the dual-use dilemma, that is, the inescapable fact that technologies can be used

for both noble and malicious aims. For instance, during the Second World War, radio was used as a propaganda tool by

Nazi Germany [5], whereas allied radio, such as the BBC, supported resistance against the Nazi regime, for example,

by providing tactical information on allied military activities [6, 7]. In the context of the Rwandan genocide, radio was

used to incite Rwandan Hutus to massacre the country’s Tutsi minority [8]. In the aftermath of the genocide, using the

same means to cause different ends, the radio soap opera Musekeweya successfully reduced intergroup prejudice in a

yearlong field experiment [9, 10].

Digital media appears to be another double-edged sword. On the one hand, it can empower citizens, as demonstrated in

movements such as the Arab Spring [11], Fridays for Future, and #MeToo [12]. On the other hand, digital media can

also be instrumental in inciting destructive behaviours and tendencies such as polarization and populism [13], as well

as fatal events such as the attack on the United States Capitol in January 2021. Relatedly, the way political leaders

use or avoid digital media can vary greatly depending on the political context. U.S. President Trump used it to spread

numerous lies ranging from claims about systematic voter fraud in the 2020 presidential election to claims about the

harmlessness of Covid-19. In spring 2022, Russian President Putin has most social media platforms banned, probably

to prevent access to information about his army’s attack on Ukraine, that would bypass the state-controlled classical

media [14]. At the same time, Ukrainian President Zelensky has skilfully used social media to boost Ukrainian morale

and win the information war with Russia. Examples of the dual-use dilemma of digital media abound.

Clearly, digital media can foster liberation, democratization, and participation, but can also play an important role in

eroding democracy. The role of digital media is further complicated because unlike other communication technologies,

it enables individuals to easily produce and disseminate content themselves and offers largely frictionless interaction

between users. These properties have not only moved the self-organised political behaviour of citizens into the spotlight

[15], they have also shifted power to large digital media platforms. Unlike broadcasters, digital media platforms

typically do not create content; instead, their power lies in providing and governing a digital infrastructure. Although

that infrastructure could serve as an online public sphere [16], it is the platforms, that exert much control over the

dynamics of information flow.

Our goal is to advance the scientific and public debate on the relationship between digital media and democracy by

providing an evidence-based picture of this complex constellation. To this end, we comprehensively reviewed and

synthesized the available scientific knowledge [17] on the link between digital media and various politically significant

variables such as participation, trust and polarization.
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We aimed to answer the preregistered question If, to what degree and in which contexts, do digital media have detrimental

effects on democracy? (preregistered protocol, including research question and search strategy, at https://osf.io/7ry4a/).

This two staged question encompasses, first, the assessment of the direction of effects, and, second, how these effects

play out as a function of political contexts.

A major difficulty facing researchers and policy makers is that most studies relating digital media use to political

attitudes and behaviours are correlational. Because it is nearly impossible to simulate democracy in the laboratory,

researchers are forced to rely on observational data that typically only provide correlational evidence. We therefore

pursued two approaches: First, we collected and synthesized a broad set of articles that examine associations between

digital media use and different political variables. We then conducted an in-depth analysis of the small subset of articles

reporting causal evidence. This two-step approach permitted us to focus on causal effects while still taking the full

spectrum of correlational evidence into account.

For the present purpose, we adopted a broad understanding of digital media, ranging from general internet access to

the use of specific social media platforms, including exposure to certain types of content on these platforms. To be

considered as valid digital media variable in our review, information or discussion forums have to be hosted via the

internet or need to describe specific features of online communication. For example, we considered the online outlets of

traditional newspapers or TV channels as digital source of political information but not the original traditional media

themselves. We provide an overview of digital media variables present in our review sample in Fig. 1d and discern in

our analyses between the two overarching types of digital media: internet, broadly defined, on the one hand and social

media in particular on the other hand.

We further aimed to synthesize evidence on a broad spectrum of political attitudes and behaviours that are relevant

to basic democratic principles [18]. We therefore grounded our assessment of political variables in the literature that

examines elements of modern democracies that are considered essential to their functioning , such as citizens’ basic trust

in media and institutions [19], a well-informed public [20], an active civil society [21, 22], and exposure to a variety

of opinions [23, 24]. We also included phenomena that are considered detrimental to the functioning of democracies,

including open discrimination against people [25], political polarization to the advantage of political extremists and

populists [26], and social segregation in homogeneous networks [23, 27].

The political variables in focus are themselves multi-dimensional and may be heterogeneous and conflicting. For

example, polarization encompasses partisan sorting [28], affective polarization [29], issue alignment [30, 31], and a

number of other phenomena (see [32] for an excellent literature review on media effects on variations of ideological

and affective polarization). For our purpose, however, we take a broader perspective, examining and comparing across

different political variables the directions—beneficial or detrimental to democracy—in which digital media effects play

out.

Notwithstanding the nuances within each dimension of political behavior, wherever possible we explicitly interpret

each change in a political variable as tending to be either beneficial or detrimental to democracy. Even though we try to
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refrain from normative judgements, the nature of our research question required us to interpret the reported evidence

with regard to its relation with democracy. For example, an increase in political knowledge is generally considered to

be beneficial under the democratic ideal of an informed citizenry [20]. Similarly, a certain level of trust in democratic

institutions is crucial for a functioning democracy [33]. By contrast, various forms of polarization (particularly affective

polarization) tend to split societies into opposing camps and threaten democratic decision making [34, 35]. Likewise,

populist politics, that are often coupled with right-wing nationalist ideologies, artificially divide society into a corrupt

“elite” that is opposed by “the people”, which runs counter to the ideals of a pluralistic democracy and undermines

citizens’ trust in politics and the media [36, 37]. We therefore consider polarization and populism, for example, to be

detrimental for democracy.

There are already some systematic reviews of subsets of associations between political behaviour and media use that

fall within the scope of our analysis, including reviews of the association between media and radicalization [38, 39],

polarization [32], hate speech [40], participation [41, 42, 43, 44, 45], echo chambers [46], and campaigning on Twitter

[47]. These extant reviews did, however, not contrast and integrate the wide range of politically relevant variables

into one comprehensive analysis–an objective that we pursue here. For the most relevant review articles, we matched

the references provided in them with our reference list (see Materials and Methods section for details). Importantly,

and unlike some extant reviews, our focus is not on institutions, the political behaviour of political elites (e.g., their

strategic use of social media; see [47, 48]), or higher-level outcomes (e.g., policy innovation in governments [49]). We

also do not consider the effects of traditional media (e.g., television or radio) or consumption behaviours that are not

specific to digital media (e.g., selective exposure [50]). Furthermore, we do not focus on the microscopic psychological

mechanisms that could shape polarization on social media (for a review see [51]). For reasons of external validity, we

omitted small scale laboratory-only experiments (e.g., [52]), but included field experiments in our review. We included

studies using a variety of methods—from surveys to large-scale analyses of social media data—and across different

disciplines, that are relevant to our research question. Details on the inclusion and exclusion criteria are provided in the

Materials and Methods section. Our goal with this knowledge synthesis is to provide a nuanced foundation of shared

facts for a constructive stage in the academic but also societal debate about the future of digital media and their role in

democracy. In our view, this debate and the future design of digital media for democracy requires a comprehensive

assessment of its impact. We therefore not only focus on individual dimensions of political behaviour but, thus going

beyond the extant reviews, compare these dimensions and the methods by which they have been researched so far. This

approach aims to stimulate research that fills evidence gaps and establishes missing links that only become apparent

when comparing the dimensions.

Results

After conducting a preregistered search (most recent update September 15, 2021) and selection process, we arrived at a

final sample of N = 496 articles. For further analysis, we classified them by the set of variables between which they

report associations: type of digital media (e.g., social media, online news), political variables (e.g., trust, participation),



DIGITAL MEDIA AND DEMOCRACY 5

and characteristics of the information ecology (e.g., misinformation, selective exposure), as depicted in Fig. 1a. Each

article was coded according to the combination of these variables as well as method, specific outcome variable, and,

if applicable, the direction of association and potential moderator variables (see Materials and Methods for details).

The resulting table of the fully coded set of studies is at https://osf.io/7ry4a/, alongside the code for the analyses and

visualizations offered here.
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Figure 1: Summary of the reviewed articles. a Combinations of variables in the sample: digital media (A), political

variables (B) and content features such as selective exposure or misinformation (C). Numbers in brackets count articles

in our sample that measure an association between variables. b Geographic distribution of articles that reported site of

data collection. c Distribution of measurements (counted separately whenever one article reported several variables)

over combinations of outcome variables and methods and d over combinations of outcome variables and digital media

variables.
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Fig. 1 reports the composition of the set of included articles. Fig. 1a confirms that the search query mainly returned

articles concerned with the most relevant associations between digital media and political outcomes (A–B, N = 299).

Most of the articles were published in the last five years, highlighting the fast growth of interest in the link between

digital media and democracy. Articles span a range of disciplines, including political science, psychology, computational

science, and communication science. Although a preponderance of articles focused on the United States, there was still

a large geographical variation overall (see Fig. 1b).

Fig. 1c shows the distribution of measurements (counted separately when one article reported several outcomes) across

methods and political variables. Our search query was designed to capture a broad range of politically relevant variables,

which meant that we had to group them into broader categories. The ten most frequently reported categories of variables

were trust in institutions, different variants of political participation (e.g., voter turnout or protest participation), exposure

to diverse viewpoints in the news, political knowledge, political expression, measures of populism (e.g., support for

far-right parties or anti-minority rhetoric), prevalence and spread of misinformation, measures of polarization (e.g.,

negative attitudes towards political opponents or fragmented and adversarial discourse), homophily in social networks

(i.e., social connections between like-minded individuals) and online hate (i.e., hate speech or hate crime). Similarly, the

distribution of outcomes and associated digital media variables in Fig. 1d shows that many studies focused on political

information online, and specifically political information on social media, in combination with political polarization

and participation, while other digital media variables, such as messenger platforms are less explored. The full table,

including the reported political variables within each category, can be found at https://osf.io/7ry4a/. Fig. 1 also reveals

gaps in the literature, such as rarely explored geographical regions (e.g., Africa) and under-studied methods–variable

combinations (e.g., involving the combination of data sources such as social media data with survey or secondary data).
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Figure 2: Distribution of directions of associations from the full sample, reported for various political variables (see

Fig. 1d for a breakdown). Insets show exemplary the distribution of associations with trust, news exposure, polarization,

and network homophily over the different digital media variables with which they were associated.

In the first part of our research question, we ask whether the available evidence suggest that the effects of digital media

are predominantly beneficial or detrimental to democracy. To find an answer, we first selected subsets of articles that

addressed the ten most frequently studied categories of political variables (from here on simply referred to as political

variables). We did not test specific hypotheses in our review. A total of N = 355 associations were reported for these

variables (when an article examined two relevant outcome variables, two associations were counted). The independent

variable across these articles was always a measure of the usage of some type of digital media, such as online news

consumption or social media uptake. Statistically speaking, the independent variables can be positively or negatively

associated with the political outcome variable. For instance, more digital media use could be associated with more

expression of hate (positive association) or less expression of hate (negative association), or they could be not associated

at all. We decided to present relationships not at a statistical level but at a conceptual level. We therefore classified

each observed statistical association as beneficial or detrimental depending on whether its direction was aligned or

misaligned with democracy. For example, a positive statistical association between digital media use and hate speech
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was coded as a detrimental association; by contrast, a positive statistical association between digital media use and

participation was coded as beneficial. Throughout, we represent beneficial associations in turquoise and detrimental

associations in orange, irrespective of the underlying statistical polarity.

Fig. 2 provides an overview of the 10 most frequently studied political variables and the reported directions—color-

coded in terms of whether they are beneficial or detrimental to democracy—of each of their associations with digital

media use. This overview encompasses both correlational and causal evidence. Some findings in Fig. 2 suggest

that digital media can foster democratic objectives. First, the associations reported for participation point mostly in

beneficial directions for democracy (aligned with previous results [45]), including a wide range of political and civic

behaviour (see Fig. 1d), from low-effort participation such as liking/sharing political messages on social media to

high-cost activities such as protesting in oppressive regimes. Second, measures of political knowledge and diversity of

news exposure appeared to be associated with digital media in beneficial ways, but the overall picture was slightly less

clear. Third, the literature was also split on how political expression is associated with digital media. Articles reporting

beneficial associations between digital media and citizens’ political expression were opposed by a number of articles

describing detrimental associations. These detrimental associations relate to the “spiral of silence” idea, that is, the

notion that people’s willingness to express their political opinions online depends on the perceived popularity of their

opinions (see relevant overview articles [53, 54]).

Fourth, we observed consistent detrimental associations for a number of variables. Specifically, the associations with

trust in institutions were overwhelmingly pointing in directions detrimental to a functioning democracy. Measures of

hate, polarization, and populism were also widely reported to have detrimental associations with digital media use

in the clear majority of articles. Likewise, increased digital media use was often associated with a greater exposure

to misinformation. Finally, we also found that digital media were associated with homophily in social networks in

detrimental ways (mostly measured on social media, and here especially Twitter), but the pattern of evidence was a

little less consistent. Differences in the consistency of results were also reflected when broken down along associated

digital media variables (see the insets in Fig. 2): For instance, both trust and polarization measures were consistently

associated with media use across types of digital media, ranging from social media to political information online; in

contrast, results for homophily were concentrated on social media and especially Twitter, while measurements of news

exposure were mostly concentrated on political information online.This points not only to different operationalizations

of related outcome measures, such as diverse information exposure and homophilic network structures, but also to

differences between the distinct domains of digital media in which these very related phenomena are measured. Similar

observations can be made when separating associations between general types of digital media: social media vs. internet

more broadly in Supplementary Figure 1.

Next, we distinguished between articles reporting correlational versus causal evidence and focused on the small subset

of articles reporting the latter (N = 24). We excluded causal evidence on the effects of voting advice applications

from our summary as a very specific form of digital media, explicitly constructed to inform vote choices, and already
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extensively discussed in a meta analysis [55].

Causal inference

Usually, the absence of randomized treatment assignment, an inescapable feature of observational data (e.g., survey

data), precludes the identification of causal effects because individuals differ systematically on variables other than the

treatment (or independent) variable. However, under certain conditions it is possible to rule out non-causal explanations

for associations, even in studies without random assignment that are based on observational data (see [56, 57, 58]). For

a more detailed explanation of the fundamental principles of causal inference, see the Supplementary Material page 5

and, for example, the work of 2021 laureates of the Nobel Memorial Prize in Economics [56, 57, 58].
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Figure 3: Summary of causal evidence for digital media effects on political variables. Each box represents one article.

Treatments are in white boxes on the left, political outcome variables in coloured boxes on the right; M denotes

mediators; H represents sources of effect heterogeneity or moderators. Positive (+) and negative (�) signs at paths

indicate reported direction of effects. Location of sample indicated in top right corner of boxes, primary causal inference

strategy in bottom left. Strategies include statistical estimation strategies such as instrumental variables (IV), matching,

and panel designs (PD) that use, for example, fixed effects (FE) or difference in difference (DiD) for causal estimation,

as well as lab or field experiments (e.g., field experiments rolled out on various platforms that are often supplemented

with IV estimation to account for imperfect compliance). Detrimental effects on liberal democracy are shown in orange,

beneficial effects in turquoise, effects open to interpretation in purple, and null effects in grey. Solid arrows represent

pathways for which authors provide causal identification strategies, dashed arrows represent descriptive (mediation)

pathways.
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Common causal inference techniques that were used in our sample include instrumental variable designs that introduce

exogenous variation in the treatment variable [59, 60, 61, 62, 63], matching approaches to explicitly balance treatment

and control groups [64, 65, 66], and panel designs that account for unobserved confounders with unit and/or time

fixed effects [67, 68]. We also found multiple large-scale field experiments conducted on social media platforms

[69, 70, 71, 72] as well as various natural experiments [61, 73, 62, 59].

Fig. 3 summarizes the findings and primary causal inference techniques of these articles. Again, causal effects were

coded as beneficial for or detrimental to democracy. This figure is structured according to whether evidence stemmed

from established democracies or from emerging democracies and authoritarian regimes, adopting classifications from

the Liberal Democracy Index provided by the Varieties of Democracy project [18]. In some autocratic regimes (e.g.,

China), it is particularly difficult to interpret certain effects. For example, a loss of trust in government suggests a

precarious development for an established democracy; in authoritarian regimes, however, it may indicate a necessary

step toward overcoming an oppressive regime and, eventually, progressing toward a more liberal and democratic system.

Instead of simply adopting the authors’ interpretation of the effects or imposing our own interpretation of effects in

authoritarian contexts, we leave this interpretation to the reader (denoted in purple in the figure). The overall picture

converges closely with the one drawn in Fig. 2. We found general trends of digital media use increasing participation

and knowledge but also increasing political polarization and decreasing trust that mostly aligned with correlational

evidence.

Effects on key political variables

In the following, we provide a short synopsis of the results, point to conflicting trends, and highlight some examples

of the full set of correlational and causal evidence, reported in Fig. 2 and Fig. 3, for six variables that we found to be

particularly crucial for democracy: participation, trust, political knowledge, polarisation, populism, network structures

and news exposure. The chosen examples are stand-ins and illustrations of the general trends.

Participation. Consistent with past meta-analyses [42, 43, 45], the body of correlational evidence supported a

beneficial association between digital media use and political participation and mobilization.

Causal analyses of the effects of digital media on political participation in established democracies mostly studied

voting and voter turnout [74, 67, 75, 71, 76, 64]; articles concerned with other regions of the world focused rather

on political protest behavior [66, 61, 59]. Other articles considered online political participation [71, 65]. One study,

applying causal mediation analysis to assess a causal mechanism [77], found that information-oriented social media

use affects political participation, mediated or enabled through the user’s online political efficacy [65]. Overall, our

evidence synthesis found largely beneficial mobilizing effects for political participation across this set of articles. Our

search did not identify any studies that examined causal effects of digital media on political participation in authoritarian

regimes in Africa or the Middle East.
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Trust. Many articles in our sample found detrimental associations between digital media and various dimensions of

trust (Fig. 2). For example, detrimental associations were found for trust in governments and politics [78, 60, 79, 80, 59,

81, 66, 82], trust in media [83], and social and institutional trust [84]. During the COVID-19 pandemic, digital media

use was reported to be negatively associated with trust in vaccines [85, 86]. Yet the results about associations with

trust are not entirely homogeneous. One multinational survey found beneficial associations with trust in science [87];

others found increasing trust in democracy with digital media use in Eastern and Central European samples [88, 89].

Nevertheless, the large majority of reported associations between digital media use and trust appear to be detrimental

for democracy. While the evidence stems mostly from surveys, results gathered with other methods underpin these

findings (see Fig. 2 inset).

The majority of articles identifying causal effects also find predominantly detrimental effects of digital media on trust.

A field experiment in the United States that set browser defaults to partisan media outlets [37] found a long-term loss

of trust in mainstream media. Studies examining social trust as a central component of social capital find consistent

detrimental effects of social media use [84]; in contrast, they find no effects of broadband internet in general on social

trust [90]. In authoritarian regimes in Asia, increasing unrestricted internet access decreased levels of trust in the

political system [91, 73, 59]. This finding confirms the predominant association observed in most other countries. Yet it

also illustrates how digital media is a double-edged sword, depending on the political context: By reducing trust in

institutions, digital media can threaten existing democracies as well as foster emerging democratic developments in

authoritarian regimes.

Political knowledge. The picture was less clear for associations between the consumption of digital media and

political knowledge. Still, the majority of associations point in beneficial directions and were found in both cross-

sectional surveys [92, 93, 94, 95, 96, 97, 98, 99] and panel surveys [100, 101, 102]. Studies linking web-tracking

and survey data showed increased learning about politics [103], but also a turning away from important topics [104],

whereas other experiments demonstrated an overall beneficial effect of digital media on issue salience [105]. These

findings, however, stand in contrast to other studies that find a detrimental association between political knowledge and

digital media use [106, 107, 108, 109, 110].

The body of causal evidence on political knowledge also tends to paint a relatively promising picture. Multiple articles

found that engagement with digital media increased political knowledge [67, 74, 70, 72] and that engagement with

political content on social media increased political interest among adolescents [111]. In line with these findings, it

has been reported that political messages on social media, as well as faster download speed, can increase information-

seeking in the political domain [71, 67]. By contrast, there is evidence for a decrease in political knowledge [112],

which is mediated through the news-finds-me effect: Social media users’ believe that actively seeking out news is no

longer required to stay informed, as they expect to be presented with important information.

It is important to note that most of these effects are accompanied by considerable heterogeneity in the population

that benefits and the type of digital media. For example, politically interested individuals showed higher knowledge
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acquisition when engaging with Twitter, whereas the opposite effects emerged for engagement with Facebook [113].

Furthermore, there is evidence that the news-finds-me effect on social media can be mitigated when users consult

alternative news sources [112].

Polarization. Most articles found detrimental associations between digital media and different forms of political

polarization [114, 115, 116, 117, 118]. Our review obtained evidence for increasing out-group polarization on social

media in a range of political contexts and on various platforms [119, 120, 121, 122]. Increasing polarization was also

linked to exposure to viewpoints opposed to one’s own on social media feed [123, 69]. Articles comparing several

political systems found associations that were country-dependent [124], again highlighting the importance of political

context [125]. Nevertheless, high digital media use was for the most part linked to higher levels of polarization, although

there was some evidence for balanced online discourse without pronounced patterns of polarization [126, 127, 128], as

well as evidence for potentially depolarizing tendencies [129].

The body of causal articles largely supported the detrimental associations of digital media that emerged, by and large, in

the correlational articles. Among established democracies, both social media use and overall internet use increased

political polarization [63, 70]. This was also the case for an experimental treatment that exposed users to opposing

views on Twitter [69]. However, some findings run counter to the latter result [130]: in a 2-month field experiment,

exposure to counterattitudinal news on Facebook reduced affective polarization (the authors used opposing news outlets

as treatment instead of opinions on social media). Furthermore, one other field experiment did not find evidence

that exposure to partisan online news substantively shifted political opinions, but found a long-term loss of trust in

mainstream media [37]. Still, taking all evidence into account, the overall picture remains largely consistent on the

detrimental association between digital media and political polarization, including some but not all causal evidence.

Populism. Articles on populism in our review examined either vote share and other popularity indicators for populist

parties or the prevalence of populist messages and communication styles on digital media. Overall, articles using panel

surveys, tracking data, and methods linking surveys to social media data consistently found that digital media use was

associated with higher levels of populism. For example, digital platforms were observed to benefit populist parties

more than they benefit established politicians [131, 132, 133, 134]. In a panel survey in Germany, a decline in trust

that accompanied increasing digital media consumption was also linked to a turn towards the hard-right populist AfD

party [80]. This relationship might be connected to AfD’s greater online presence, relative to other German political

parties, [132], even though these activities might be partly driven by automated accounts. There is also evidence for an

association between increased social media use and online right-wing radicalization in Austria, Sweden, and Australia

[135, 136, 137]. Only a minority of articles found no relationship or the reverse relationship between digital media and

populism [138, 139, 140]. For instance, in Japan, internet exposure was associated with increased tolerance towards

foreigners [141].

Similarly, most causal inference studies linked increased populism to digital media use. For instance, digital media use

in Europe led to increased far-right populist support [142, 63], and there was causal evidence that digital media can
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propagate ethnic hate crimes in both democratic and authoritarian countries [68, 62]. Leaving the US and European

political context, in Malaysia, internet exposure was found to cause decreasing support for the authoritarian, populist

government [60].

Echo chambers and news exposure. The evidence on echo chambers points in different directions depending on

the outcome measure. On the one hand, when looking at news consumption, several articles showed that social media

and search engines diversify people’s news diets [143, 144, 145, 67, 146]. On the other hand, when considering

social networks and the impact of digital media on homophilic structures, the literature contains consistent reports

of ideologically homogeneous social clusters [147, 148, 149, 150, 151]. This underscores an important point: Some

seemingly paradoxical results can potentially be resolved by looking more closely at context and specific outcome

measurement (see also Supplementary Figure 2). The former observation of diverse news exposure might fit with the

beneficial relationship between digital media and knowledge reported in [74, 67, 94, 102, 95], and the homophilic social

structures could be connected to the prevalence of hate speech and anti-outgroup sentiments [152, 153, 120, 154, 155].
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Heterogeneity
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Figure 4: Geographical distribution of associations, columns showing beneficial and detrimental outcomes. a Geograph-

ical distribution of reported associations for the variables trust, knowledge, participation, exposure, and expression. Pie

charts show the composition of directions for each country studied. b Geographic representation of reported associations

for the variables hate, polarization, populism, homophily, and misinformation. c Data and variables in a, in absolute

numbers of reported associations and sorted along the Liberal Democracy Index [18]. d Data and variables in b, in

absolute numbers of reported associations and sorted along the Liberal Democracy Index.
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We now turn to the second part of our research question and analyse the effects of digital media use in light of different

political contexts. Fig. 4 shows the geographical distribution of effect directions around the globe. Notably, most

beneficial effects on democracy were found in emerging democracies in South America, Africa, and South Asia. Mixed

effects, by contrast, were distributed across Europe, the United States, Russia, and China. Similarly, detrimental

outcomes were mainly found in Europe, the United States and partly Russia, although this may reflect a lack of studies

undertaken in authoritarian contexts. These patterns are also shown in Fig. 4c and d, where countries are listed according

to the Liberal Democracy Index. Moderators—variables such as partisanship and news consumption that are sources of

effect heterogeneity—displayed in Supplementary Figure 3 also show slight differences between outcomes. Beneficial

outcomes seemed to be more often moderated by political interest and news consumption, whereas detrimental outcomes

tended to be moderated by political position and partisanship.

Furthermore, many causal articles acknowledge that effects differ between subgroups of their sample by including

interaction terms in their statistical models. For example, the polarizing effects of digital media differ between Northern

and Southern European media systems [142]: While consumption of right-leaning digital media increased far-right

votes, especially in Southern Europe, the consumption of news media and public broadcasting in Northern European

media systems with high journalistic standards appears to mitigate these effects. Another example of differential effects

between subgroups was found in Russia, where the effects of social media on xenophobic violence were only present

in areas with pre-existing nationalist sentiment. This effect was especially pronounced for hate crimes with a larger

number of perpetrators, indicating that digital media was serving a coordinating function. In summary, a range of

articles found heterogeneity in effects for varying levels of political interest [67, 113], political orientation [63, 70, 69],

and different characteristics of online content [111].

Most authors, particularly those of the causal inference articles in our body of evidence, explicitly emphasized the

national, cultural, temporal and political boundary conditions for interpreting and generalising their results (see,

e.g., [111]). By contrast, especially in articles conducted on US samples, the national context and results’ potential

conditionality was often not highlighted. We strongly caution against a generalization of findings that are necessarily

bound to a specific political setting (e.g. the US) to other contexts.
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Sampling methods and risk of bias
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Figure 5: Sample size and sampling strategy for reported associations, columns are split between beneficial and

detrimental outcomes. a and b show sample size vs. sampling methods, each dot represents one measurement, as well

as color coded the direction of the reported association. c and d break down sampling methods in more detail and count

the number of reported associations including their direction.

In order to assess study quality and risk of bias, we additionally coded important methodological aspects of the studies,

specifically, the sampling method, sample size and transparency indicators, such as competing interest, open data
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practices and pre-registrations. In Fig. 5, we show an excerpt from that analysis. Different sampling methods naturally

result in different sample sizes as shown in Fig. 5a and b. Furthermore, behavioural data is much more prevalent for

studies that look at detrimental outcomes, such as polarization and echo chambers. Classic surveys with probability

samples or quota samples, in contrast, are often used to examine beneficial outcome measures like trust and participation

(see Fig. 5c and d). Overall, however, no very clear pattern emerges in terms of the reported directions of associations. If

anything, large probabilistic samples report relatively less beneficial associations for both types of outcomes (see Fig. 5).

Generally, different types of data have different advantages, such as probability and quota samples approximating

more closely the ideal of representativeness, whereas the observation of actual behavior on social media escaping

the potential downsides of self-report. A potential blind spot in studies working with behavioural data from social

media, inaccessible to both us and the original authors of the studies, is the selection of data provided by platforms.

Therefore, it is tremendously important for researchers to get unrestricted access or, at least, transparent provision of

random samples of data by platforms. The selection of users into the platforms, however, remains an open issue for

behavioural data as it is often unclear who the active users are and why they are active online. We find that political

outcome measures studied with behavioral data appear to show quite distinct results compared to when studied with

large-scale survey data. Combining both data types would likely maximize the chances for reliable conclusions about

the impact of digital media on democracy.

We found relatively few null effects for some variables. This could be accurate, but it could also be driven by the

file-drawer problem—the failure to publish null results. In an attempt to examine the extent of a potential file-drawer

problem, we contacted authors via large mailing lists but did not receive any unpublished work that fitted our study

selection criteria. With regard to possible risk of bias, we found that only in 143 out of 355 measurements, authors

clearly communicated that no conflict of interest was present (beyond the usual funding statement). However, we did

not find a striking imbalance in the distribution of reported associations between those articles in which no competing

interest was and was not explicitly stated. The few associations for which a conflict of interests was stated, four

pointed in beneficial, three in detrimental and two reported lack of directionality. In only 79 of 355 measurements the

researchers did use open data practices. Considering articles that reported detrimental associations, we did not find a

clear difference in the directions between those with and without open data. However, considering articles that report

beneficial outcomes, the numbers of positive findings in the studies without open data are relatively much larger than

for the open science studies. Namely, 103 beneficial and 33 detrimental associations were reported in those without

open data, while 19 beneficial versus 14 detrimental were reported in studies with open data practices. This observation

might be due to the large number of survey-based studies about participation, which often do not follow open data

practices. Even fewer of the studies in our sample were pre-registerd, namely, 13 of the 355, where nine of those

reported detrimental associations and only three beneficial and one found no direction of association. To shed light

on other potential biases, we additionally examined temporal variations in the directions of reported associations and

found, besides the general explosive growth of studies in this domain, a slight trend toward an increasing number of

both detrimental directions and null effects over time (see Supplementary Figure 4). On the author-level, there was no
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clear pattern in the associations reported by those authors who published the greatest number of articles in our sample;

several authors variously reported detrimental and beneficial effects as well as null effects, with a few exceptions (see

Supplementary Figure 5). Their co-authorship network in Supplementary Figure 6, split for the two types of outcomes

measures, some communities of co-authors can be seen, however, no clear pattern of preferred direction of reported

association can be spotted. Overall, we did not find evidence of a systematic bias in either direction driven by temporal

trends or particular authors.

Discussion

Regardless of whether they are authoritarian, illiberal, or democratic, governments around the world are concerned

with how digital media affects governance and their citizenry’s political beliefs and behaviors. A flurry of recent

interdisciplinary research, stimulated in part by new methodological possibilities and data sources, has shed light on

this potential interplay.

Although classical survey methods are still predominant, novel ways of linking data types, for example linking URL

tracking data or social media data with surveys, permit more complex empirical designs and analyses. Furthermore,

digital trace data allow an expansion in sample size. The articles we reviewed included surveys with a few hundred, up

to a few thousand participants, but also large-scale social media analyses that included behavioral traces of millions.

Yet with computational social science in its early days, the amount of evidence supporting and justifying causal

conclusions is still limited. Causal effects of digital media on political variables are also hard to pin down empirically

due to a plethora of complexities and context factors, as well as the highly dynamic technological developments that

make predicting the future difficult. While emergent political phenomena are hard to simulate in the lab, the value of

estimation and data collection strategies to draw causal inferences from real-life data is enormous. However, the long

established trade-off between internal and external validity still applies which also highlights the value of high quality

descriptive work.

Taking into account both, correlational and causal evidence, our review suggests that digital media use is clearly

associated with variables such as trust, participation, and polarization. They are critical for the functioning of any

political system, in particular democracies. Extant research reports relatively few null effects. However, the trends on

each factor mostly converge, both across research methods and across correlative and causal evidence.

Our results also highlight that digital media are a double-edged sword, with both beneficial and detrimental effects on

democracy. What is considered beneficial or detrimental will, at least partly, hinge on the political system in question:

Intensifying populism and network homophily may benefit a populist regime or a populist politician but undermine

a pluralistic democracy. For democratic countries, evidence clearly indicates that digital media increases political

participation. Less clear but still suggestive are the findings that digital media has positive effects on political knowledge

and exposure to diverse viewpoints in news. On the negative side, however, digital media use is associated with

eroding the “glue that keeps democracies together” [33]: trust in political institutions. The results indicating this danger
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converge across methods. Furthermore, our results also suggest that digital media use is associated with increases in

hate, populism, and polarisation. Again, the findings converge across causal and correlational articles.

Alongside the need for more causal evidence, we found several research gaps, including the relationship between trust

and digital media and the seeming contradiction between network homophily and diverse news exposure. Methods that

link tracking data for measuring news exposure with behavioural data from social media (e.g., sharing activities or the

sentiment of commenting) are crucial to a better understanding of this apparent contradiction.

Limitations

The articles in our sample incorporate a plethora of methods and measures. As a result, it was necessary to classify

variables and effects into broad categories. This is a trade-off we had to make in exchange for the breadth of our

overview of the landscape of evidence across disciplines. For the same reason, we could not provide a quantitative

comparison across the diverse sample of articles. We believe that digital media research would benefit from more

unified measures (e.g., for polarization), methods across disciplines to allow for better comparability in the future, and

a systematic comparison of different types digital media (i.e., Facebook and Twitter are not of one kind nor, in all

likelihood, are their effects), and the extensions of outcome measurements beyond certain types of digital media. This

follows other recent calls for commensurate measures of political and affective polarization [156]. The breadth of our

review and the large number of political outcome measures in particular, made it necessary to be quite restrictive on

other ends (see Fig. 6 for our exclusion process and Table S1 for the detailed criteria). We explicitly decided to prioritize

the selection of causal evidence (see Fig. 7 for an overview of the causal inference techniques that we considered)

and other large-sample, quantitative, published evidence. However, following this preregistered search strategy led to

the selection of unequal numbers of studies for different outcome variables. For example, our search query selected

considerably more studies examining political participation than political expression or trust, while at the same time, it

did not include all studies that are included in other systematic reviews [45] due to stricter exclusion criteria.

The interpretation of our results was in several cases hampered by a lack of appropriate baseline measures. There is

no clear measure of what constitutes a reasonable benchmark of desirable political behaviour in a healthy democracy.

In addition, there were no means of quantification of some of these behaviours in the past, outside of digital media.

This problem is particularly pronounced for factors such as exposure to diverse news, social network homophily,

misinformation, and hate speech. Measuring these phenomena at scale is possible through digital media (e.g., by

analysing social network structure); much less is known about their prevalence and dynamics in offline settings. Many

articles therefore lacked a baseline. For instance, it is not clear what level of homophily in social networks is desirable

or undesirable in a democratic society. Nor is it clear how to interpret the results of certain studies on polarization

[69, 130], whose findings depend on whether one assumes that social media has increased or decreased the exposure to

opposing views relative to some offline benchmark. For example, if exposure to opposing views is increased on social

media, the conclusion of one study [130] would be that it reduces polarization, but if exposure is decreased one would

come to the opposite conclusion. Notably, in this study, counter attitudinal exposure was found to be down-ranked by
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Facebook’s news feed—hence supporting a process that fosters polarization instead of counteracting it. Furthermore,

results about populism might be skewed: Descriptive evidence on the relative activity and popularity of right-wing

populist parties in Europe suggests their over-representation, as in the case of Germany’s AfD, on social media, relative

to established democratic parties (see e.g., [132]). Therefore, it is difficult to interpret even causal effects of digital

media use on populist support in isolation from the relative preponderance of right-wing content online.

Conclusion

Our results provide grounds for concern. Alongside the positive effects of digital media for democracy, there is clear

evidence of serious threats to democracy. In light of the importance of these corrosive and potentially difficult-to-reverse

effects for democracy, a better understanding of the diverging effects of digital media in different political contexts (e.g.,

authoritarian vs. democratic) is urgently needed. To this end, methodological innovation is required. This includes,

for instance, more research using causal inference methodologies, as well as research that examines digital media

use across multiple and interdependent measures of political behaviour. More research and better study designs will,

however, also depend on access to data collected by the platforms. This access has been restricted or foreclosed. Yet

without independent research that has unhampered access to all relevant data, the effects of digital media can hardly be

be understood in time. This is concerning even more so because digital media can implement architectural changes

that, even if seemingly small, can scale up to widespread behavioral effects. Regulation may be required to facilitate

this access [157]. Most importantly, we suggest that the bulk of empirical findings summarized here can be attributed

to the current status quo of an information ecosystem produced and curated by large, commercial platforms. They

have succeeded in attracting a vast global audience of users. The sheer size of their audience as well as their power

over what content and how content gets the most attention has led, in the words of the philosopher Jürgen Habermas,

to a new structural transformation of the public sphere [16]. In this new public sphere, everybody can be a potential

author spontaneously producing content, both right-wing radical networks as well as the courageous Belarusian women

standing up for human rights and against a repressive regime. One need not share Habermas’ conception of “deliberate

democracy” to see that current platforms fail to produce an information ecosystem that empowers citizens to make

political choices that are as rationally motivated as possible. Our results show how this ecosystem plays out to have

important consequences for political behaviours and attitudes. They further underscore that finding out which aspects

of this relationship are detrimental to democracy and how they can be contained while actively preserving and fostering

the emancipatory potential of digital media is, perhaps, one of the most important global tasks of the present. Our

analysis hopes to contribute to the empirical basis of this endeavour.
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Materials and Methods

This systematic review follows the MOOSE Guidelines for Meta-Analyses and Systematic Reviews of Observational

Studies [158]. The detailed protocol of the review process was preregistered on OSF at https://osf.io/7ry4a/. The

repository also contains the completed MOOSE checklist showing where each guideline is addressed in the text.

Fig. 6 summarizes the search query that we used on two established academic databases, Scopus and Web of Science

(both highly recommended search tools [159]), the resulting number of articles from the query and the subsequent

exclusion steps, leading to the final sample size of N = 496 articles under consideration.

Study selection criteria. We included only original, empirical work. Conceptual or theoretical work, simulation

studies, and evidence synthesizing studies were excluded. Articles had to be published in academic journals in English.

Unpublished studies for which only the abstract or a preprinted version was available were excluded from the review.

We excluded small-N laboratory experiments and small-N student surveys (N < 100) from our body of original work

due to validity concerns. Although correlational evidence cannot establish a causal direction, we focused on articles

that examined effects of digital media on democracy but not the opposite. We therefore excluded, for example, articles

that examined ways to digitize democratic procedures. To be included, articles had to include at least two distinct

variables, a digital media variable and a political outcome. Articles measuring a single variable were only included

if this variable was a feature of digital media (e.g., hate speech prevalence, homophily in online social networks,

prevalence of misinformation in digital media).

Search strategy, study selection, coding and data extraction. Articles eligible for our study had to be published

before September 15, 2021. We sourced our review database from Scopus and Web of Science, as suggested by [159].

The search query (see Fig. 6) was constructed in consultation with professional librarians and was designed to be as

broad as possible in order to pick up any articles containing original empirical evidence of direct or indirect effects of

digital media on democracy (including correlational evidence). We further consulted recent, existing review articles in

the field [39, 32, 40] to check for important articles that did not appear in the review body. Articles that were included

manually are referenced separately in the flow chart (see Fig. 6). In addition, we contacted authors via large mailing

lists of researchers working on computational social science and misinformation, but did not receive any unpublished

work that fitted our study selection criteria. The query retrieved N = 3, 512 articles. Of these, 1,352 were retained after

screening the titles for irrelevant topics. This first coding round, whether an article, based on the title, fits the review

frame or not was split between two coders. Coders could flag articles that are subject to discussion to let the other

coder double check the decision. In this round, only clearly not fitting articles were excluded from the sample. A list of

exclusion criteria can be found in the SI.
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Potentially relevant studies 
identified and screened for retrieval 

(n = 3067 + 445 + 22 = 3534)
------------------------------------
3067 (green) – retrieved with first query
445 (blue) – retrieved with second query

22 (orange) – selected manually

Abstract of studies retrieved 
(n = 1086 + 266 + 22)

Potentially appropriate studies for 
review. Studies evaluated in detail to 

determine relevance to inclusion 
criteria (n = 556 + 175 + 22)

Studies with usable information 
for review 

(n = 373 + 102 + 22 = 499)

Ineligible studies excluded based 
on the title. For example, studies 

referring to polarization phenomena 
in other domains than social science 

and studies not involving media 
effects 

(n = 1981 + 179)

Studies excluded if not original 
empirical work, for example 
theoretical studies or reviews 

(n = 530 + 91)

Studies excluded from review, for 
example, for not meeting 

methodological quality criteria
(n = 183 + 73)

Studies reporting causal evidence
(n = 24)
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conspiracy  
radicali*  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(selective AND exposure)

Effect

causal*  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randomiz*  
((control OR treatment) AND 
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difference in difference 

synthetic control  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(panel AND data)  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(quantitative AND analy*)  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(longitudinal AND data)  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Search query

Exclusion process

a
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Web of Science + Scopus: 
3518 articles

affective polarizationpolitical polarization

polarization

499 articles for coding

c

d Top ten outcome measures

Trust  in media (8), general (6), in government (5), political (3), in health 
policy (3), … 

Knowledge  political (35), general (5), issue knowledge (3), political learning (3), 
issue salience (2), …

Participation  political (78), general (29), voting (21), civic engagement (13), protest 
participation (13), …

Exposure  selective (24), news consumption (20), news exposure (11), news 
avoidance (5), selective avoidance (4), …

Expression  political (13), news sharing (4), sharing (3), cross-cutting 
communication (2), self-censorship (2), …

Hate  hate speech (9), incivility (5), anti-muslim hostility (2), anti-muslim 
sentiment (1), anti-immigrant attitudes (1), …

Polarization  general (37), in news/debate (6) opinion (5), affective (3), audience 
fragmentation (1), …

Populism  populist content (10), populist support (7), general (4), populist 
strategies (4), populist vote (3), AfD rise (2), …

Network/echo-
chamber 

 echo chambers (23), network structure (13), homophily (9), 
homogeneity (1), …

Misinformation  volume (13), general (10), health (5), sharing (5), spreading (5), …

Figure 6: Strategy for curating the sample of relevant articles. a Keywords included in our search query, run on Web of

Science and Scopus, with logical connectors. Focus on causal inference methods (method column), but also inclusion

of descriptive quantitative evidence. Relationships between digital media (cause column) and political outcomes (direct

effect box) or content features (indirect effect box). b Flow-chart representing the step wise exclusion process, starting

with title based exclusion, followed by abstract based exclusion. c Exemplary illustration of the outcome variable

extraction from the abstracts. d Breakdown of the most frequently reported political variables into top 10 categories.

Numbers in brackets are counts of measurements in the set.
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Instrumental Variable Strategy:
Broadband coverage in 
municipality as source of
exogenous varia8on. Only the
through I explained variance in 
X is used to calculate the local
average treatment effect of X 
on Y.

Matching Strategy:
Prune sample using
coarsened exact
matching on each of
the control variables 
to create comparable
treatment and control
groups (reduc8on of
sample size)

Confounders/Controls: 
• Tradi8onal media use
• Gender
• Household Income
• Age
• Urbanicity
• Region

Fundamental Principle of Causal Inference
In experiments with randomized treatment allocation and perfect compliance, the difference between treatment and control groups can be interpreted
as the causal average treatment effect (ATE) - not considering measurement error. 
However, in observational settings or imperfect experiments, the identification of ATE is likely impeded by the existence of confounders and/or colliders. 
Causal inference techniques aim to get as close as possible to the ideal experimental standard using various statistical strategies, such as:

Matching Instrumental Variables Panel Designs
Explicitely balancing treatment and

control units.
Isola7ng exogenous varia7on in the treatment 

variable to induce as-if randomiza7on.
Par7alling out observed and unobserved unit 

and/or 7me invariant confounders.  

The goal is to compare units that are similar in 
all respects but the treatment (e.g. exposure to 
social media). In principle, one could split the 
sample into strata of potenHal confounders and 
compare cases between these strata. Various 
techniques such as 

• Nearest neighbor covariate matching
• Propensity score matching
• Coarsened exact matching 

make it possible to overcome the “curse of 
dimensionality” that comes with many possible 
confounding variables and not enough exact
matches in the control group for every unit in 
the treatment group by finding the most
plausible counterfactual in the control group.

By splitting the variation of the treatment
variable (e.g. internet use) in two parts; one
potentially related to confounders and one
truly exogenous that is caused by other factors
(instrumental variables, IV) that are unrelated
to confounders (exclusion restriction) one can
identify the partial (local) causal average
treatment effect (LATE). IVs can be used in 
observational settings or in (field)experiments
with imperfect compliance.

Two-stage-least-squares (2SLS) strategies
1. Regress the treatment status on the

instrumental variable (or the treatment
assignment in experimental settings)

2. Regress the outcome on the predicted
values of the treatment

The combinaHon of cross-secHonal and Hme-
series data in panel seSngs allows the
comparison of changes between treatment
and control units over Hme (e.g. in Fixed-
effects or Difference-in-Difference designs) 
which relaxes certain assumpHons and allows
the consideraHon of unobserved confounders.

For example in Least Squares Dummy Variable 
regressions (LSDV)

• Time fixed-effects control for unit specific, 
Hme invariant confounders

• Unit fixed-effects control for Hme varying
global variabes that are the same for both
unit and control units

X = treatment/independent variable, Y = outcome/dependent variable, C = measured confounder,  U/V = unobserved confounders, M = matching variable (e.g. propensity score), I = instrumental variable, G = unit, T = 8me.

Treatment: 
Social media use

Outcome:
Political protest

Treatment:
Internet use for

poli8cal informa8on

Example: Lelkes (2020)

X Y

C

Se=ng: survey data, non-random sample of college 
students in Kazakhstan (N=1082) due to issues 
with sensitve poli8cal ques8ons in 
authoritarian context

Example: Bekmagambetov et al. (2018)

X

UI
M

Outcome:
Populist vote

share

Example: Schaub & Morisi (2020)

Se=ng: survey data from 
Italy and Germany, data 
on broadband coverage at 
the municipality level

U

V
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Treatment: 
download speedY X

Outcome: 
Poli8cal 

knowledge

Se=ng: US panel 
survey data (2010-
2012-2014), geocoded 
internet download 
speed data

Y

Panel Data Strategy: 
Including dummy variables (fixed
effects) for county and individual to
eliminate concerns about stable
unobserved characteris8cs of
respondents or coun8es, including year
fixed effects to remove 8me trends. 

Figure 7: Summary of causal inference techniques used in our sample of causal evidence (excluding field experiments).

The next coding round, whether an article, based on the abstract, fits the review frame was conducted in parallel by

two coders. The inter-coder reliability, after this round of article selection, was Krippendorff’s alpha of 0.66 (87%

agreement). After calculating this value, disagreement between coders was solved through discussion. At this stage,

we excluded all studies that were not original empirical work such as other reviews or conceptual articles, simulation

studies and purely methodological articles (e.g., hate speech or misinformation detection approaches). This coding

round was followed by a more in-depth coding round. Here we refined our exclusion decisions (e.g. excluded studies

that examined the digitisation of government, preprints, small-scale lab experiments, small-scale convenience or student

samples and studies that only included one variable (e.g. description of online forums), see Supplementary Table 1 for a
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detailed list of criteria. A full-text screen was performed in cases where the relevant information could not be retrieved

from the abstract and for all articles implying causal evidence.

After both rounds of abstract screening, 475 articles remained in our sample. After cross-checking the results of our

literature search against the references from existing reviews, we found and included further N = 24 articles that met

our thematic criteria but were not identified by our search string. Ultimately, a total of 496 articles were selected into

the final review sample. Fig. 6b summarizes the selection procedure.

The following information was extracted from each article using a standardized data extraction form: variable groups

under research (digital media, features of media and/or political outcome variables), the concrete digital media under

research, the explicit political outcome variable, the methods used, the country of origin, causal claims, possible effect

heterogeneity (moderation) as well as various potential sources of bias. In order to assess various quality criteria

of the studies, the coders had to visit the full text of the articles (e.g. to find the declaration of competing interests,

preregistration or data availability statements, or to consider the methods section). Therefore, and facing the large

number of articles under consideration, blinding could not be established during this procedure.

When conducting a systematic review with a broad scope, categories of the variables cannot be exhaustively defined

prior to coding. Therefore, variable categories, especially for the digital media variables and the political outcome

variables, were chosen inductively. In the first extraction step, coders stuck closely to the phrasing of the authors

of the respective study. To reduce redundancy and refine the clustering of the variables, we iteratively generated

frequency tables and manually sorted single variables to the best fitting categories until a small number of clearly

distinct categories was selected. After the categories were defined, both coders re-coded 10% of the sample to calculate

inter coder reliabilities for all key variables. We provide a table of inter coder reliabilities (percentage agreements and

Krippendorff’s Alphas), see Supplementary Table 2.

Data synthesis and analysis. Due to considerable heterogeneity in methods in the articles—including self-report

surveys through network analysis of social media data, URL tracking data, and field experiments—no calculation of

meta-analytic effect sizes was possible. The final table of selected articles with coded variables will be published

alongside this article as a major result of this review project. The effect directions of 10 important political outcome

variables (four consistent with liberal democracy, four opposing democratic values) are summarized in Fig. 2. For

articles dealing with these political variables, we also assessed the country in which the study was conducted, explicit

sources of effect heterogeneity such as demographic characteristics of study participants or characteristics of the digital

media platform (Fig. 4).

For the overview analysis, which includes both correlational and causal evidence, we mainly restricted ourselves to

the evaluation effects reported in the abstracts. Articles making explicit causal claims and/or using causal inference

methods (Fig. 7) were examined in-depth and summarized as simplified path diagrams with information on mediators,

moderators, country of origin, and method used (Fig. 3).
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1 Deviations from the protocol

The volume of papers our query returned prevented an in-depth analysis of confounding variables. Instead, our

assessment of quality relied on the sampling strategy and sampling strategy and sample size, the method used, sources

of heterogeneity and transparency criteria, like open data practices and pre-registration. Furthermore, we were able

to construct the co-author network by matching the author’s names, but unable to produce a meaningful co-citation

network due to the incompleteness and ambiguity of references in the export format that we used.

Data availability: The dataset including all originally collected studies with decision stages (N = 3531, "full_data.xlsx"),

the table including all papers within our review sample (N = 496, "data_review.xlsx"), and the table including all

effects reported within papers dealing with the top ten outcome measures (N = 355, "data_effects.xlsx") are available at

https://osf.io/7ry4a/.

Code availability: R scripts for all analyses and figures are available at https://osf.io/7ry4a/.

Supplementary Information: Supplementary information, including supplementary figures and tables can

be found under https://static-content.springer.com/esm/art%3A10.1038%2Fs41562-022-01460-1/

MediaObjects/41562_2022_1460_MOESM1_ESM.pdf.
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Introduction

The question as to what extent the internet enables (or hinders) public deliberation

is a much disputed issue that has, so far, only partially been addressed and from rather

specific angles. Researchers with a focus on social media platforms have considered active

user communication by analyzing online discussion threads (e.g. Esau et al., 2020; Halpern &

Gibbs, 2013), whereas researchers with an interest in online news media diets, for example,

have examined web browsing histories with a distinct news media frame (Guess, 2021).

The academic discourse concerning the extent of homophily and selective exposure

in so-called online ‘echo chambers’ (Pariser, 2011; Sunstein, 2002) considerably diverges

between disciplines and methodological approaches. While within platform studies are

finding robust evidence for homophily in social networks (Cinelli et al., 2021; Cota et al.,

2019; Guerrero-Solé & Lopez-Gonzalez, 2019; Koiranen et al., 2019; Rivero, 2019), between

platform studies are increasingly finding evidence of a diversity of exposure (Fletcher &

Nielsen, 2018; Guess, 2021; Lelkes, 2020; Strauss et al., 2020; Yang et al., 2020). Facing this

dispute, a more holistic consideration of online arenas for public discourse can help avoid the

underestimation of exposure while, at the same time, avoiding the overestimation of siloed

information. In line with theorists of deliberative democracy (e.g. Bächtiger & Parkinson,

2019), I argue that the political usage of the internet or the engagement with political

topics online goes far beyond the categories of news media consumption and social media

discussion but should be measured more holistically, by mapping the diverse ecosystem of

online deliberation.

In this project, I link and expand upon existing streams of research on online commu-

nication and information, and focus on the deliberative potential of websites as the structural

basis for a constructive online public discourse. I regard bridging those streams of research

as a necessary condition for a systematic and systemic assessment of the online public sphere

(Bächtiger & Parkinson, 2019). I address the following three research questions:

1. Which websites hold potential for online public discourse, including political informa-

tion consumption and discussion online?

2. How is the political online ecosystem structured along infrastructural and usage char-
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acteristics?

3. How does the interplay between user demographics and di�erent classes of websites

look like?

Using digital trace data from Germany in combination with survey data and manual

content coding to characterize a wide range of politically relevant websites, I empirically

tackle various questions of the online public sphere for the first time. With passive web

tracking, the data collection is not geared towards one specific platform or website type

(e.g. news media), but provides a more complete picture of online behavior, which is

crucial for gaining a more holistic and realistic perspective of the online public sphere. I

consider the deliberative potential of websites as a latent construct which is in line with an

understanding of deliberation as the summative quality of a deliberative system in which

di�erent sites fulfill di�erent democratic functions (Bächtiger & Parkinson, 2019; Elstub et

al., 2019; Esau et al., 2020). Furthermore, a latent classification of websites goes beyond a

xylographic distinction between news sites and social media platforms, for example. Using a

broad initial scope together with a latent approach, one does not risk overlooking important,

potentially overlapping arenas in which political communication is taking place and where

people get their information from online.

Overall, I find that only a small proportion of online activity (1%) is concerned

with politics. To the disappointment of social scientists, the majority of people spend most

of their time accessing various forms of entertainment, shopping and work-related URLs.

However, the vast majority of users in the sample (1,190 out of 1,282 individuals) engaged

with some political content during the six-month observation period that included the 2017

national elections in Germany. Originally starting with a web tracking dataset of more

than 56 million website visits, without setting a predefined exclusion frame for the type of

website and using automated approaches together with manual cross validation, the analysis

is narrowed down to a set of 69 central domains featuring content on a wide range of political

topics relevant to the German public discourse.

Besides a cluster of highly-popular ‘mainstream’ sites that are visited by a broad

range of users to read and discuss political information, I find a cluster of public broadcasting



DELIBERATIVE POTENTIAL ONLINE 4

and journalistic news outlets, the ‘quality information providers’ that cover the highest

density of political information. However, they are not characterized by a diverse user base.

I find a third cluster of niche online forums, often dedicated to specific topics or communities,

that are mostly neglected in current analyses of the online public sphere. Manual cross

checking confirmed that they host in-depth political discussions among sometimes tightly-

knit online communities such as fan forums. While the mainstream sites in the sample

attract a much larger volume of clicks, users spend relatively more time consuming political

information via public broadcasting and online news outlets as well as on niche online forums

to discuss politics online.

In other words, while the German deliberative system seems to be a rather small

fraction of the wider online environment, the consumption of political content is not as ex-

clusive as the visible discussion patterns of few very active users on social media may imply.

While mainstream platforms are most central to the topical flow of political information

consumption within the system, the latent structure of deliberative potential highlights the

persisting relevance of high quality public broadcasting as the backbone for democratic de-

liberation in Germany. Niche online forums provide particular potential for mutual trust

building through prior exchanges about shared a-political interests as potential basis for

the deliberation of conflicting political views.

Deliberation in Online Environments

Online communication has often been connected to an increase in a�ective political

polarization (Bail, 2021; Rathje et al., 2021), the spread of misinformation (Vosoughi et al.,

2018) and the rise of radical counter publics (Bright, 2018; Douglas et al., 2017; Lorenz-

Spreen et al., 2021).

However, in theory, constructive discussions among informed citizens should help to

identify the best arguments for complex societal questions and therefore mitigate opinion

polarization (Grönlund et al., 2015; Habermas, 1984; Ugarriza & Caluwaerts, 2014). While

more and more deliberation researchers are concentrating their research e�orts in the area

of online discussions (Strandberg & Grönlund, 2018), contradicting evidence is emerging

on the quality of online discussions - negative in many regards (Anderson et al., 2014; Coe
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et al., 2014; Sunstein, 2002; Ziegele et al., 2020) with some positive exceptions, for example

when it comes to discussions in the comments section of online newspapers (Manosevitch

& Walker, 2009; Rowe, 2015).

There is a nuanced empirical discourse around the measurement of deliberative

quality, including some widely-established coding schemes (Steenbergen et al., 2003) and

the development of novel, more inclusive criteria of deliberative quality (Graham, 2008,

2012). Additional concepts discussed in the field are for example story-telling (Esau et al.,

2020; Gerber et al., 2018), humor (Basu, 1999; Coleman & Moss, 2012), emotions (Krause,

2008), power (Follesdal, 2010) and the role of non-verbal communication for deliberative

democracy (Mendonça et al., 2020). However, there is little empirical investigation of

the infrastructral foundation of online deliberation—the potential for deliberation supplied

online by websites providing political information and discussion spaces.

A promising but today mostly theoretical development in the field are systemic per-

spectives on deliberation. Deliberative systems theory, that appears particularly applicable

in the digital domain, argues that di�erent arenas fulfill di�erent functions for democracy

(Bächtiger & Parkinson, 2019; Ercan et al., 2017; Mansbridge et al., 2012). However,

the empirical conceptualization of the deliberative potential of websites as the basis for

a constructive public discourse remains largely unresolved. Even though online political

deliberation might be a niche phenomenon rather than mainstream behavior, it is crucial

to understand it’s structural foundation. Beauchamp (2020) describes the deliberativeness

of discussions in online environments as a function of membership and structure. In this

project, I empirically map these structures, an ecosystem of politically relevant websites, as

the foundation of an online deliberative system.

Deliberative Potential of Websites

While the theoretical term ‘deliberative potential’ is not a novel concept in the field

(Conover et al., 2002; Mendonça & Ercan, 2015), the deliberative potential of websites

has, so far, only been explored theoretically or with regard to specific domains. For ex-

ample, Wiklund (2005) analyzed di�erent municipal websites in Sweden with a focus on

two dimensions, information services and communication services provided by the websites.
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In contrast, Richardson and Stanyer (2011) examined British online news outlets. They

consider manifest characteristics of websites while still keeping a focus on communicative

features such as online forums and the deliberative quality of communication.

I root the assessment of deliberative potential in the theory of deliberative democ-

racy and describe the six dimensions of the concept in detail below. The notion that

‘di�erent types of public online deliberation can be expected to display di�erent character-

istics and fulfill di�erent functions in democratic opinion and will formation, as well as in

decision making.’ (Esau et al., 2020, p. 2) has especially influenced the definition of deliber-

ative potential used throughout this project. The dimensions of deliberative potential were

structured along three core functional dimensions that are determined by the infrastructure

of the website as the basis for deliberation (see Table 1). Three additional higher-level

dimensions are defined by the respective usage patterns or demand-side characteristics. For

example, I regard a forum that enables reciprocity in communication as necessary basis for

online deliberation. However, in line with theories of deliberative democracy (Bächtiger &

Parkinson, 2019; Habermas et al., 1974) only the consideration of heterogeneous arguments

within an inclusive debate that is accessible for a diverse citizenship can make a discussion

truly deliberative. This conception is not particular to the online sphere. Already in face-

to-face citizen assemblies, the deliberative quality as well as the outcomes of deliberation

depend on who is deliberating, regardless of the venue’s infrastructure (Warren, 2021).

Therefore, in this project, I map the structural pre-conditions for deliberative dis-

course, including both infrastructural aspects and patterns of how this infrastructure is

used. In doing so, I stay on the level of describing the deliberative potential of online

environments, rather than assessing the substance of the discourse.

Information. The first dimension in the assessment of the deliberative potential

of websites is the provision of relevant information. In 1789, Thomas Je�erson had already

concluded that well informed citizens are the key to a healthy democracy (Je�erson, 1789), a

notion that still constitutes a core feature of deliberative democracy (Bächtiger & Parkinson,

2019; Fishkin, 2018). Information on parties, policies, institutions and procedures are

the building blocks of political knowledge and are extensively researched concepts in the

social sciences for good reason (Carpini & Keeter, 1993; Prior, 2005). Civic knowledge
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about institutions and processes can help citizens to better understand their interests as

individuals and members of a group, it increases the consistency of views across issues and

over time, and it increases trust, political participation and support for democratic values,

such as tolerance for the needs of minorities (e.g. Galston, 2001). Moving the perspective to

the digital era, in the context of online deliberation, websites on which users find political

information can serve as a resource for opinion and will formation (Esau et al., 2020). While

information on political parties and issues potentially influence political opinions and inform

vote choices, administrative information help citizens to understand democratic structures

and procedures (Döring, 2021).

Drawing upon both empirical findings on political and civic knowledge (Carpini &

Keeter, 1993; Munzert & Selb, 2017) as well as previous research on the role of political

information for deliberation (Wiklund, 2005), three distinct criteria are included for the

assessment to what extent a site provides relevant political information. I assess whether

the site provides (1) information on political actors, institutions and political issues, (2)

information on administrative procedures and local information, and (3) whether informa-

tion provided by the site is journalistically curated or has, at least, undergone some other

form of fact checking (such as e.g. on Wikipedia). Local information, for example on local

initiatives and regulations is integrated into the category with administrative information,

because they have the similarly enabling potential for civic engagement and political par-

ticipation. The third information criterion serves as a basic manifest proxy for information

quality.

Measuring the exposure to diverse news media is one important component to assess

the informative potential of the online sphere for a functioning democracy. Previous projects

focused on news access through social media sites, for example (Bakshy et al., 2015; Barberá

et al., 2015; Eady et al., 2019), which however risks neglecting less mainstream media

outlets. Other studies, collecting data from the user perspective risk su�ering from biased

self-reports in surveys (Boxell et al., 2017; Lelkes, 2016). Facing these methodological

challenges, web tracking data provide unique insights into real-life media diets. While

Guess (2021) illuminates important aspects of online news media diets, for example, I aim

to capture the overall deliberative potential of the complex online public sphere using an
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even more inclusive scope.

Communication. It is important to note that this project does not consider the

deliberative quality or the content of discussions taking place on a certain website, when

looking at the communication dimension of deliberative potential. Instead, I assess whether

the website provides users with the possibility to express and/or exchange political opin-

ions with other users (Wiklund, 2005). Such sites can serve as communicative spaces for

interactional opinion and will formation (Esau et al., 2020). I split the dimension into two

levels of communication. First, I measure whether the website enables the expression of

political opinions through the provision of comment sections, for example. In a second

step, I assess whether the site fulfills the deliberative core criterion of potential reciprocity

(Steenbergen et al., 2003). Communicative situations can only be characterized by reci-

procity, if users have the option of replying to each other. Therefore, websites only fulfill

the second criterion if a reference to previous comments is enabled, for example in online

forums and on social media platforms, but also in comment sections of online news papers

where ‘reply’ functions are enabled. The sole possibility to up-vote or down-vote comments,

or to react to comments through ‘likes’ is not regarded as reciprocity. In doing so, I do

not assess actual communication or specific elements such as listening to the arguments

of others (Kriplean et al., 2012; Scudder, 2020), but I assess the structural foundation for

deliberative communication.

Participation. Websites that provide users with the possibility of online political

participation can have a more or less direct impact on political decision-making or, at least,

serve as a platform for the aggregation of interests (Esau et al., 2020).

It is a disputed issue whether a link to decision-making is necessary to consider

political communication as deliberation. While Thompson (2008) insists on the link to

decision-making, the idea of deliberative polls (Fishkin et al., 2018), the Habermasian idea

of di�use communication in the public sphere as well as the deliberative systems approach

adopt a broader definition of deliberation. By mapping the deliberative potential of the

online ecosystem, I include opportunities for online political participation as desirable fea-

tures of online political ecosystems without making a judgment about the definition of

deliberation itself.
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To assess the structural foundation of the link to decision-making, I examine three

distinct criteria: (1) whether the website hosts petitions and/or opinion polls (Richardson

& Stanyer, 2011) to collect, aggregate or organize public opinion, (2) whether the website

enables citizens to get in contact with political actors (Wiklund, 2005), and (3) whether

the website enables the political organization of citizens, for example by the formation of

political interest groups or events such as discussion forums, demonstrations and other forms

of political protest. Wiklund (2005) considered some of these criteria under the framework

of the communicative services of a website. However, it might be worth distinguishing

between forums for discussions among citizens and communicative acts that can have a

more direct influence on political decision-making.

While I consider the first three dimensions: information, communication and par-

ticipation, as core dimensions of the deliberative potential of a platform, three additional

criteria are assessed: connectivity, inclusiveness and heterogeneity that are defined through

usage patterns and user characteristics.

Connectivity. The dimension of connectivity considers whether the website is con-

nected to other politically relevant websites. These connections can, for example, enable

further research by citizens on political issues or facilitate the implementation of intention

to participate in the political process. Following the conceptualization of deliberative sys-

tems, an understanding of the links and flows between di�erent sites is crucial for a systemic

understanding of the online public discourse (Dryzek, 2012; Esau et al., 2020; Fleuß et al.,

2018). For example, Fleuß et al. (2018) emphasized the transmissions between di�erent loci

as being an important aspect to measure deliberation in a systemic way. They proposed

tracking the transmission of topics as they evolve within the system as well as tracking indi-

viduals who transmit ideas from one locus to another. While the analysis mainly operates

within the arena of informal deliberation,the approach to operationalize connectivity, by

tracking users’ subsequent visits to di�erent websites featuring the same topics, gets very

close to their theoretical idea of formalizing transmissions.

A body of literature outside the field of deliberation research that examines those

links and flows between di�erent online sites can be found in the field of inter-media agenda-

setting research. For example, media researchers have analyzed to what extent certain online
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Table 1

Deliberative Potential Critera
Dimension Operational Definition Criteria Measurement
Information Users can find political infor-

mation on this website. Such
sites serve as resource for
opinion and will-formation.

1. Information on political is-
sues, actors and institutions
2. Administrative or local in-
formation
3. Primary or (journalisti-
cally) curated source of infor-
mation

Human rating
(binary 0/1) for
each criterion

Communication The website provides users
with the possibility to ex-
press and/or exchange po-
litical opinions with other
users. Such sites serve as
communicative spaces for (in-
teractional) opinion and will-
formation.

1. Enables commenting / po-
litical expression (and poten-
tially ratings of comments)
2. Enables reciprocity /
replies to comments of other
users (open replies, not only
ratings)

Human rating
(binary 0/1) for
each criterion

Participation The website provides users
with the possibility of online
political participation or or-
ganization, implying a poten-
tial (direct) impact on politi-
cal decision making.

1. Enables contact to political
actors
2. Enables political participa-
tion (petitions, polls, etc.)
3. Enables political organiza-
tion (events, groups, etc.)

Human rating
(binary 0/1) for
each criterion

Connectivity The website is connected to
other relevant websites. This
facilitates further research on
political issues or the imple-
mentation of intentions of po-
litical participation.

1. From this website users
move to other relevant web-
sites
2. Users land on this web-
site after visiting other rele-
vant websites

Network central-
ity, in/outgoing
relevant tra�c

Inclusivity The website is used by a com-
parably diverse set of individ-
uals. This dimension serves
as indicator for low barriers of
access.

1. Educational backgrounds
2. Gender
3. Age

Quantitative
assessment using
web-tracking
data in combina-
tion with survey
information

Heterogeneity The website connects people
holding a comparably wide
range of political opinions.
This stands in contrast to the
notion of ideological online
‘echo chambers’.

1. Political orientation
2. Party preferences

Quantitative
assessment using
web-tracking
data in combina-
tion with survey
information

Note. Curation represents a basic form of fact checking taking place (no obvious misinformation or
strongly opinionated statements presented as factual statements). Connectivity, inclusivity and
heterogeneity are optional categories as only possible to assess with digital trace data + survey
information. Criteria developed with reference to Esau et al. (2020), Mansbridge et al. (2012), Richardson
and Stanyer (2011), and Wiklund (2005).
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publics are able to stimulate mass media publics (Messner & Distaso, 2008; Wallsten, 2007),

while others have examined news di�usion processes from a temporal perspective (Buhl et

al., 2018), or the Twitter networks of journalists as important nodes between digital and

mass media (Neuberger et al., 2019).

In this course, Digital trace data provides a unique opportunity to explore linkages

between websites through the observation of real-life online behavior with network-analytical

quantities. At the time of the study and to the best of my knowledge, this project is the

first to empirically formalize the connectivity of the di�erent arenas of an online deliberative

system.

Inclusivity. The dimension of inclusivity appears to be an increasingly prominent

aspect in the scientific discourse on deliberation. Mansbridge et al. (2012) describe three

overall functions of a deliberative system: (1) an epistemic function to produce appropriately

informed preferences and opinions, which I consider under the dimension of information, (2)

an ethical function that creates respect between experts and citizens (these aspects could, for

example, be a consequence of communication among citizens and contact between citizens

and political actors, both captured in the dimensions of communication and participation),

and (3) a democratic function. Mansbridge et al. (2012) conceptualize the democratic

function as promoting ‘an inclusive political process in terms of equality’ (p. 12), which

implies the inclusion of multiple and plural voices.

I explicitly consider the demographic variables of gender, age and educational back-

ground in the assessment of inclusivity, to answer the question whether a website is used by

a diverse set of individuals. This dimension can further serve as indicator for low barriers of

access. The unique combination of digital trace data with high-quality survey data allows

a precise measurement of this dimension of deliberative potential.

Heterogeneity. An interesting aspect, also implied in the conceptualization of the

democratic functions of a deliberative system by Parkinson and Mansbridge (2012) is the

inclusion of a variety of interests, concerns and claims. I consider this aspect under the

dimension of heterogeneity and assess whether the website connects people holding a wide

range of political opinions. This concept stands in contrast to the notion of ideological online

‘echo chambers’ (Pariser, 2011; Sunstein, 2002) in which users are mainly surrounded by
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similar others, holding opinion-reinforcing views. In contrast to other researchers, who

focused on the heterogeneity of information diets in online environments (Bright et al.,

2020; Dubois & Blank, 2018; Guess, 2021), I consider the composition of users that visit

a website. More specifically, I capture the heterogeneity of political orientations of users

within a platform through their explicit indication of political orientation on a Left-to-Right

scale and their expressed party preferences in the context of the German federal election in

2017.

Both dimensions, inclusivity and heterogeneity are rooted in representation litera-

ture (Warren, 2021). Random sampling would, under ideal experimental conditions with

high compliance, ensure inclusivity and heterogeneity. Under natural conditions in online

environments, the issues of inclusivity and heterogeneity as basis for discursive represen-

tation are more complex. I consider the concepts as theoretically distinct, as inclusivity

builds on manifest demographic variables of the user whereas heterogeneity is a more latent

construct of political attitudes and party preferences that possibly links more closely to

political content featured online.

Methodological Challenges

Around the beginning of the millennium, Steyaert (2000) had already emphasized

the need for analytical tools that enable a systematic empirical analysis of digital democracy.

However, most research in the field is still being conducted as explorative case studies,

mostly with a focus on the content or the deliberative quality of communicative acts online

(Felicetti et al., 2016; Jensen, 2003; Jonsson, 2015; Pedrini, 2014). Also the rooting theorist

of deliberative democracy and the concept of the public sphere, Jürgen Habermas, explicitly

emphasized the methodological challenge of empirically examining online deliberation in a

recent piece on the restructuring of the public sphere in the digital age (Habermas, 2021).

The conceptualization of deliberation as the emergent property of a system, involving the

dynamics of contexts and platform design elements with di�erent functions for democracy

(Esau et al., 2017), comes with serious questions for empirical research (Boswell & Corbett,

2017; Fleuß et al., 2018; Niemeyer et al., 2015).

Based on the current state of the empirical literature, I identify two key method-
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ological challenges in the study of online deliberation. First, given the ever-growing online

landscape, it is crucial to know where on the web di�erent branches of the public discourse

are taking place in order to make assumptions about their content and quality. The ques-

tion as to which websites are used for political issues is not trivial as deliberation in online

environments is getting increasingly pluralistic (Esau et al., 2017; Janssen & Kies, 2005)

and incidental news exposure occurs regularly (Feezell, 2018; Kim et al., 2013; Tewksbury

et al., 2001; Yadamsuren & Erdelez, 2010).

Second, most empirical research in the field of on online deliberation, especially the

assessment of the deliberative quality of communication, is researched on individual (active)

behavior. However, most people on the web are passive consumers of content, also called

‘lurkers’, (Nonnecke & Preece, 1999; Sun et al., 2014). This passive majority does not

leave obvious digital traces in online forums and comment sections but they certainly do

obtain political information from the web that shape their political opinions and actions.

In the context of social media platforms, for example, passive users also experience social

learning and constantly adapt their understandings of social norms by observing other

people’s communication, while a highly active minority, also called ‘power users’ (Bright

et al., 2019), creates the majority of content online.

In consequence, it remains largely unclear how this silent majority uses the web

for political issues facing a heavy focus on communication data. It would be important to

also examine passive exposure instead, to meaningfully define the boundaries of the public

arena online. The question as to what extent websites enable public deliberation, under the

further consideration of a systemic perspective, is what I aim to answer with the assessment

of the deliberative potential of websites.

I would like to stress that deliberative potential does not directly imply deliberation.

Online environments may provide accurate political information but also misinformation,

they may enable deliberative discussion but also host toxic exchanges, they may provide

platforms for civic engagement but also hostile participation (Freudenthaler & Wessler,

2022; Quandt, 2018). However, if the fundamental conditions of deliberative potential

are not met in the infrastructure and usage of online environments, deliberation itself is

impossible.
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Method

The analysis is based on digital trace data that was collected within a six-month

period in Germany, including the national elections in September 2017. The data is linked

to rich survey data, including users’ demographics, political attitudes and other relevant

political variables. This unique combination of two data sources allows for the assessment of

the deliberative potential of websites enriched by components that only become measurable

in the interaction of user characteristics and usage behavior (connectivity and especially,

inclusivity and heterogeneity).

Data

The survey data was collected via the German YouGov Pulse panel with survey

questions originally fielded to 1,500 respondents in five waves. Using a quota-sampling

procedure on the basis of the marginals from Best for Planning (2017), the sample mirrors

the German online population with respect to gender, age and, to some degree, education.

Respondents were asked to install a URL tracking software that uses passive metering

technology to record detailed browser histories on an opt-in basis. Tracking could be paused

for 15 minutes and respondents could end their participation at any time. This digital trace

data includes more than 56 million website visits to almost 200,000 di�erent domains by

1,282 di�erent individuals between July 2017 and December 2017. As this paper draws on

data collected in a prior research project, details on the sampling procedure, the deployment

of the passive metering software as well as privacy and ethical considerations can be found

in SI B. The collection of survey and tracking data used in this study was approved by

the IRBs of Princeton University (protocols 8327, 10014, and 10041) and the University

of Southern California (UP-17-00513) and authorized by the University of Illinois via a

designated IRB agreement.

In a first step, the top 1,000 domains were manually classified into categories (see

Table C12). Those 1,000 domains account for about 83% of website visits. This is charac-

teristic for web browsing data, in which central websites accumulate most activity while the

majority of sites are only visited by very few users. The pre-labelled web tracking data was

then merged with the survey data to allow for the description of the demographic profile of
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the sample1.

Measures

To develop a measurement for the deliberative potential of websites, a reference

sample of websites had to be identified first. Considering the context of deliberative democ-

racy, a focus on websites that, in the wider sense, play a role in the online public discourse

or feature political content appeared the most appropriate. The approach to be particu-

larly inclusive in the first step sets this project apart from previous research, for example

on online news media diets (Guess, 2021), that also use URL browsing histories but focuses

only on news websites. I argue that, in order to gain a realistic picture of the online public

arena, it is important to consider all possible channels through which political information,

communication and participation is enabled, especially because the exposure to political

information makes up only a small proportion of users’ total online engagement.

9

Political Topic 
in URL

Clicks: > 56 mio
Domains: > 200,000
Users: 1,282

Political topics 2017 
(GER) dictionary

Wikipedia
bpb
Bertelsmann-Stiftung
Newspapers
...

2. Automated
dictionary 
selection

3. Manual 
cross validation

Political Content
Clicks: 516,158
Domains: 208
Users: 1,198

Clicks: 493,714
Domains: 69
Users: 1,190

Final dataset

Refine query:
• Remove 

systemtic 
mismatches

• Add 
exclusion 
words

1. Manual
dictionary 
construction

Figure 1

Topic driven reference sample selection process.

Exploiting the fact that the data almost mirror the German online public demo-
1The distribution of the self-reported political orientation of the sample approaches a normal distribution

and also geographically, online activity patterns in the sample distribute about evenly across Germany.
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graphically and include individuals’ browser histories for a period of about six months

around the federal elections in Germany, websites accessed in a ‘political context’ were se-

lected with a combination of automated keyword search and manual cross checking (see

Fig. 1). The relevance of these websites for the online public discourse in Germany in

2017 was then approximated using the number of website visits on the respective domain,

aggregated across the sample, as a measure of engagement. The process of political website

identification is described in detail in the SI A.

In a second step, the deliberative potential of those politically relevant websites was

determined. To this end, I assessed the outlined six dimensions of deliberative potential:

information, communication, participation, connectivity, inclusivity and heterogeneity (see

Table 1). While the first three dimensions were evaluated with manual content coding only,

the latter three were determined through a consideration of digital trace data in combination

with linked survey data.

Content coding. In order to assess the first three core dimensions of the concept

of deliberative potential, the full sample of relevant websites was assessed using quantitative

content analysis on the websites’ infrastructure. The theoretical definitions of the dimen-

sions were translated into operational definitions including concrete criteria that could be

assessed using a binary rating system (0 representing ‘not present’, 1 representing ‘present’).

The unit of analysis was one website domain and the coding was conducted after manu-

ally visiting the website and assessing the overall structure of the page, posts, articles, and

comment sections. A standardized code book (see Table 1), including all dimensions and

sub-criteria was used to streamline the coding process.

Digital trace data. The availability of web tracking data in combination with

survey data allows the enrichment of the manual assessment of deliberative potential with

granular quantitative measures of online behavior. I used this micro-level behavioral data

to assess criteria on a more macro level, the unit being websites rather than single users. I

constructed the connectivity measure through network analytical measures of in-going and

out-going tra�c, and I added the measures of inclusivity, based on demographic variables,

and heterogeneity, based on the political preferences of users.

More specifically, in order to exploit the benefits of digital trace data to build the
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connectivity measure, I construct a network of website visits with websites represented as

nodes, and temporally subsequent website visits for one user, featuring the same topic,

represented as edges. For example, if a user reads an online newspaper article featuring

the name ‘Merkel’ in the URL and, following this, visits a social media discussion featuring

‘Merkel’, an edge is created between the nodes of the online newpaper and the social media

platform. I only counted subsequent visits to di�erent websites, while I excluded self-loops

from the network. This way, instead of considering the ‘dead’ hyperlink-infrastructure

from the html text of the websites, I created a measure of actual in-going and out-going

politically-relevant tra�c for each website. These tra�c flows can be quantified using

the network analytical measures of in-degrees (in-going tra�c) and out-degrees (out-going

tra�c) (see Fig. C4 in the SI).

To assess the degree of inclusivity of a website, I calculated three distinct diversity

indicators for each website for the variables age, gender and education. I opted for the

widely-used entropy-based Shannon-Wiener diversity index (see SI A), as it is implemented

in R (Dixon, 2003; Grafton et al., 2012; Kiernan, 2014; Oksanen, 2013). A high inclusivity

means that a website is accessed by individuals from di�erent age groups, education levels

or genders. The more di�erent categories (for example age groups) and the more similar

the engagement levels of those di�erent groups, the higher the estimated inclusivity value

of a particular website.

For the construction of heterogeneity criteria, I followed a similar approach. I applied

the diversity assessment to a variable measuring the political orientation of participants

on a Left-to-Right scale and to their reported first votes in the 2017 federal election in

Germany. According to the Shannon-Wiener diversity index, the heterogeneity of a website

is comparably high if it is visited equally by individuals with di�erent political orientation.

Clustering websites with latent class analysis. After the assessment of all six

dimensions of deliberative potential of websites, I considered patterns of commonalities and

di�erences between websites to explore di�erent ‘profiles’ of deliberative potential. In line

with the latent understanding of deliberative potential, I followed a latent class approach to

identify groups of websites according to their deliberative potential. Besides this theoretical

reason, an examination of the empirical relationships between di�erent criteria, suggests the
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use o� a latent composite measure as there are both, correlations within, but also between

di�erent dimensions of deliberative potential (see Fig. C5). More details on the latent class

modeling approach can be found in the SI A. Finally, after the identification of classes, an

individual class membership prediction value was assigned to each website, allowing the

categorization of websites into latent classes.

Results

Politically relevant sites in Germany in 2017

Applying the two-stage process of website selection, consisting of (1) the automated

dictionary-based classification of websites as ‘politically relevant’ and (2) the following man-

ual cross validation, 69 central domains were identified in the sample that have played a role

in the online public discourse in Germany in the second half of 2017. Those websites were

visited by 1,190 unique users, which included a large proportion of the original sample (N

= 1,282). It is important to note that this does not mean that, for example because highly

frequented websites such as ‘Google’ and ‘Facebook’ are part of this set of 69 websites,

those 1,190 individuals simply used those platforms at least once in the six-month period.

Instead, it means that they ‘googled’ some political keyword or visited political content on

Facebook because the political filtering step took place before the compression of website

visits into domains.

Starting from the original sample of more than 56 million tracked website visits, less

than 1% (493,714 clicks) were politically relevant visits to those 69 domains. Table C12

summarizes the big picture of the overall online activity of the sample, illustrating that the

engagement with political issues is not the dominant motive for many users to use the web.

In contrast, the most frequented websites were social media platforms and search engines

(mostly for apolitical content), email providers, online shopping, gaming, streaming, porn

and online banking.

Furthermore, only slightly more than half of the politically relevant websites (52%)

in the sample are explicitly labeled as news websites, and only 12% of the websites featuring

political discussions are social media platforms.
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Figure 2

Deliberative Feature Descriptives. Left: How many of the 69 websites fulfill criteria? Center: How does the
cumulative feature presence look like for the three infrastructural criteria? E.g. most websites fulfill 0 out
of 4 participation criteria, 2 out of 3 information criteria and either 2/2 or 0/2 communication criteria.
Right: How does the cumulative feature presence look like for the three usage based criteria? Metrics scaled
for better comparability.

Figure 2 summarizes the descriptives on the prevalence of deliberative potential

criteria across the sample of politically relevant websites. While the majority of websites

fulfills two out of three information criteria (most provide political information that underlie

some form of journalistic curation or fact checking), only very few websites fulfill the criteria

of participation. When it comes to the potential to host political discussions, about half of

the platforms provide the possibility to express and discuss political opinions online while

the other half neither enables expression nor reciprocity in communication. Only very few

platforms enable the expression of political opinions in the form of comment sections without

the possibility to reply to other comments. Considering the ‘demand side’ characteristics

of demographic inclusivity and political opinion heterogeneity within websites’ user bases,

both measured with the entropy-based Shannon-Wiener diversity index (more details see

SI A), there is a considerable overlap of density distributions. Websites attracting users

of diverse age groups, genders and education levels appear to also attract users of diverse

political orientations and party preferences. The distributions of both measures, though

highly correlated with the overall engagement on a website, does not mirror the rather left-

skewed metric of connectivity that reflects engagement links and flows between politically

relevant platforms.
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Figure 3

Conditional response probabilities, by deliberative potential criterion, of belonging to each latent class. Based
on response probability patterns and class membership, class 1 was named ‘mainstream hubs’, class 2 was
named ‘quality information providers’ and class 3 was named ‘niche forums’. Full list of domains provided
in SI Table C1

To structure the political online environment along the complex set of deliberative

potential criteria, a latent class analysis was conducted. Considering various model fit

criteria and rounds of validation, a model with three latent classes was selected (see Fig.

C6, Table C2 and more description in the SI).
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Latent Class Structure of the Online Ecosystem

Figure 3 summarizes the conditional probabilities of websites belonging to each of

the three latent classes dependent on their fulfillment of each of the deliberative potential

criteria. It also present exemplary sets of websites that were previously identified as polit-

ically relevant and sorted into the three estimated latent classes based on their respective

predicted probabilities of class membership (See SI Table C1 for the full lists).

In summary, websites in class 1, from now on referred to as the ‘mainstream hubs’,

show especially high class-conditional probabilities of fulfilling the dimensions of connectiv-

ity, inclusivity and heterogeneity, while websites assigned to class 2, the ‘quality information

providers’ appear strong with regard to information criteria. Websites assigned to class 3,

the ‘niche forums’ show rather low class-conditional probabilities for most criteria of delib-

erative potential, except for the communication dimension and political organization.

More specifically, the class of mainstream hubs (class 1) is composed of a diverse

set of websites that fulfill the core criteria of information, communication and participation

to some extent but which are especially characterized by a high degree of connectivity,

demographic inclusivity and political opinion heterogeneity. Overall, those websites have

the highest level of engagement measured by the number of website visits in the sample.

Such sites are, for example, prominent high quality national newspapers like ‘Zeit’ and

‘Spiegel’, more tabloid outlets like ‘Bild’, social media platforms like ‘Facebook’ or ‘Twitter’,

but also sites with particular functions, such as the online petitioning platform ‘Change’ or

the voting advice application ‘Wahl-O-Mat’. What most of the websites in this class have

in common is that they are highly-frequented websites that are nationally well known and

relevant for political content across diverse German-speaking audiences.

The quality information providers (class 2) include almost exclusively established lo-

cal, regional and national online news outlets and informative TV channels hosted by public

service broadcasting with the exception of ‘RTL’ and ‘Sat1’, two private TV channels with

broad online news sections. While ‘ARD’ is the leading national public service broadcasting

channel in Germany, ‘MDR’, ‘WDR’, ‘SWR’ and ‘NDR’ are their regional channels. Web-

sites like ‘Südkurier’ and ‘KStA’ (Kölner Stadtanzeiger) are examples of large regional and

local news outlets, while ‘Berlin’ is the information platform hosted by the Berlin municipal
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government. All of those sites provide high quality, journalistically-curated information,

often with specific local focus, but apparently, neither do they o�er extensive possibilities

for political discussion, nor do they attract attention from diverse audiences.

Finally, the class of niche forums (class 3) contains websites with rather low con-

ditional probabilities of fulfilling explicit criteria of deliberative potential, except for the

potential of political expression and reciprocity in communication, and potential for politi-

cal organization. In this class, I found rather niche online forums for specific communities,

or forums that are dedicated to specific topics like gaming, cooking or anime content. While

many domains in this class do not appear politically relevant at first glance, it is important

to note that I manually validated whether political discussion were indeed taking place on

those websites. Examples of websites in class 3 are an esoteric forum that vividly discussed

the upcoming federal elections, computer forums in which I found discussions on the mili-

tary intervention in Afghanistan, a forum for children’s second hand clothing (‘Mamikreisel’)

and a forum dealing with issues of unemployment (‘Eloforum’) that hosted, partly in-depth,

political discussions in niches of the forum.

In total, 34 websites were assigned to the mainstream hubs (class 1), 20 belong to

the quality information providers (class 2) and 25 to the class of niche forums (class 3)2.

The estimated mixing proportions pr corresponding to the share of observations belonging

to each latent class are 49% for the mainstream hubs, 22% for the information providers

and 29% for the niche forums.

The input criteria of deliberative potential form two natural groups: information,

communication and participation are criteria that were coded manually and belong to the

supply side of a website whereas connectivity, inclusivity and heterogeneity are coded com-

putationally based on usage characteristics. This fundamental distinction is also reflected in

the correlation-matrix between criteria. I therefore also repeated the clustering process sep-

arately for the two groups of criteria (see SI C9 and C11). For the computationally-coded,

demand-side criteria, a simple two factor solution was suggested with one class including all

websites with high probabilities of fulfilling each criterion and one class with overall very

low scores for connectivity, inclusivity and heterogeneity - in other words, high and low

2The order of classes has no deeper meaning but is determined by configurations in the estimation process.
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engagement websites. The model including only the manually-coded infrastructural criteria

of information, communication and participation possibilities suggested a more interesting

pattern that is in line with the findings from the main model including all criteria. A first

class contains websites with an strong information profile, including all public broadcasting

pages. A second class contains websites with an especially strong forum component or com-

munication profile with pages that also enable participation to some extent. The last class

is rather a residual class including websites with overall low probabilities of fulfilling any

criteria. The overall pattern largely mirrors the findings from the main model, the di�erence

being that the two meaningful classes of the infrastructural model also contain the highly

popular mainstream hubs that are, in the main model, separated through distinct patterns

in the engagement based metrics.

Engagement with di�erent classes of sites

Our measurement framework for the assessment of the deliberative potential of

websites could of course be applied to various contexts for analytical and practical purposes.

As one application, I considered simple user-level engagement patterns, measured in the

number of website visits as well as the duration of engagement.

Given the underlying latent structure of deliberative potential dimensions, it does

not surprise that the mainstream hubs are more frequently3 accessed than quality infor-

mation providers and niche forums (see Fig. C1a). However, if engagement is measured

as duration instead of clicks, the engagement distributions become more similar (see Fig.

C1b). This implies that people often access prominent websites like Google and Facebook in

political contexts but that they tend to spend more time on public broadcasting platforms

as well as small online forums to read news more carefully and, potentially, discuss political

issues in depth within tighter communities compared to major social media platforms. More

specifically, the duration per click ratio is only 35 seconds for mainstream hubs, on average,

but 48 seconds for niche forums and almost a minute (59 seconds) for quality information

providers. If the data were to be split, for example, just into news websites and social media

3Cumulative engagement measures are baseline corrected, meaning that they show the share of website
visits that users spend on e.g. quality information providers in relation to their total number of website
visits in the measurement time frame.
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platforms, this pattern would not have been observed (see Fig. C2a and C2b).

Another application is to switch from the perspective of the ‘supply side’ character-

istics to the ‘demand side’ characteristics, namely the demographics of users engaging with

di�erent classes of sites. Figs. 4 and C3 summarize the engagement with di�erent classes

of sites for di�erent genders, age groups and levels of formal education. Despite some mi-

nor, though intuitive tendencies (e.g. the engagement with quality information providers is

stronger than the engagement with niche online forums in the subgroup with the highest

level of formal education (Abitur) in Germany) there is no clear pattern of selection visible

within subgroups according to those three rough demographic indicators. The exploration

of more sophisticated variables such as political orientation, political e�cacy or political

knowledge as possible driving factors for the selection into engaging with political content

online remains subject to a subsequent project.
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Figure 4

Engagement with di�erent classes of sites by age group and gender. Class 1: ‘mainstream hubs’, class 2:
‘quality information providers’ and class 3: ‘niche forums’.

Discussion

The deliberative nature of an online environment is, as Beauchamp (2020) puts it, a

function of membership and structures. In order to examine this function empirically, as a

first step, this project systematically mapped the deliberative potential of those structures

for the online public sphere in Germany.
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While political online engagement only makes up a small proportion (about 1%

of website visits) of the overall online engagement, a large part of the sample (1,190 out

of 1,282) did engage with some political topics at least at some point around the federal

elections in 2017. It is worth noting that the website selection approach, including a strict

manual cross validation of whether a website actually featured political content, focuses

on the minimization of false positives rather than false negatives. This implies quite a

strict definition of ‘politically relevant’ and tends to rather underestimate the prevalence

of political engagement online. However, possibly to the disappointment of many social

scientists, engagement with political content online is by no means the dominant form of

engagement.

The results of the study clearly align with Guess (2021) who found a considerable

overlap of news media diets within a US sample that goes against the common notion

of selective exposure in online ‘echo chambers’. According to Guess (2021), this overlap

originates from individuals’ common use of large mainstream hubs for political information.

Correspondingly, in the sample, the largest cluster of websites are indeed highly-frequented

sites that are commonly visited by a large proportion of users. These informational hubs

can be understood to be a kind of general-interest intermediary that may indeed facilitate

a common arena within the digital public arena that o�ers shared experiences and the

possibility of incidental encounters with diverse perspectives (Sunstein, 2018).

The results of the latent class analysis further suggest that public service broad-

casting still plays a major role in the online public discourse in Germany even though these

websites did not reach a particularly diverse audience within the sample. Furthermore, the

reference to local or regional issues and information is a commonality of many websites

assigned to the class of quality information providers. The local nature of political issues is

often neglected when studying political online communication or when using digital trace

data that do not have a geospatial component. However, on an interesting side note, Ellger

et al. (2021) find that the decline of local newspapers can be related to an increase in po-

litical polarization, a relationship that could be given more attention in the study of online

politics. While digital technology does lets information flows transcend physical constraints,

people still live in specific local contexts.
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Furthermore, the analysis points us to a latent class of websites that is only men-

tioned in a small proportion of empirical studies on online deliberation. Wright (2012)

coined the term ‘third spaces’ for non-political online spaces where political talk emerges

based on case studies, similar to Graham (2012). This study demonstrates the importance

of their early work on a much larger basis. The class contains mostly niche forums dedicated

to specific topics and communities which points to the phenomenon of incidental exposure

to political issues online (Valeriani & Vaccari, 2016; Yadamsuren & Erdelez, 2010). Further-

more, these online communities might be comparably more tightly knit because of shared

(apolitical) interests and fewer overall user numbers, which allows individuals to recognize

each other (despite usually being pseudonymous, Moore et al. (2020)). These forums, which,

in comparison to large social media platforms, might be closer to o�ine social groups in

which a basic form of trust can be established between members, can provide interesting

possibilities for informal political discussions among citizens and might operate as impor-

tant ‘weak ties’ between large online information and communication platforms within a

deliberative online system (Esau et al., 2017; Granovetter, 1973; S. W. Rosenberg, 2014).

As visible among the mainstream hubs, website popularity is heavily ensconced

in the three additional dimensions of deliberative potential (connectivity, inclusivity and

heterogeneity). One obvious reason for this finding is that the degree of centrality of a node

in a social network increases with the frequency of its interactions. Another measurement

related explanation could be that the Shannon-Wiener diversity index puts more weight

on richness than on evenness (Zeleny, 2021), implying a rising index with more users.

Therefore, caution must be taken against a substantive interpretation of the finding that

the most heavily used platforms in the sample are, according to the measures, also the most

‘inclusive’ and ‘heterogeneous’. While they are indeed a common source of information and

a common arena of political communication for citizens with di�erent demographic profiles

and heterogeneous political attitudes, it is still important to keep in mind that this does

not prevent the formation of niche corners and sub-groups that might not speak to each

other.

While the study focuses on the concept of deliberative potential, in order to allow

claims about the deliberative quality and the substance of discussions, a much more in-
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depth analysis of the communicative acts on the subset communication platforms would be

necessary. This, however, was not the objective of this contribution, but the findings could

be highly informative for future analyses of platforms’ deliberative quality. A discrepancy

between the deliberative potential and the actual quality measured on the platform may

indicate a form of ‘unused potential’, for example.

Another limitation to consider is that when classifying the content of the sites as

political or not, I considered the full URL-string. While this often features the most impor-

tant keywords of the page accessed, in other cases, scraping the entire HTML text of the

site might have been helpful. For computational e�ciency reasons, I used the URL based

method for this work. Furthermore, an extremely robust scraper would have to be built in

order to process hundreds of thousands of di�erent domain structures (in the original full

dataset). Future researchers could try to build such a scraper, web-scrape all the sites and

search for political topics in the full HTML text of websites instead of the URL-strings.

The reference body (sites explicitly dealing with the 2017 German public discourse that I

selected to generate keywords, see SI D) would then be similar enough to the target body

(now being the full-text of websites instead of URL-text only) to use the semi-automated

keyword extraction method proposed by King et al. (2017).

The manually selected set of keywords naturally comes with certain boundary con-

ditions. It is systematically easier to rigorously identify specific political terms, such as the

names of politicians and terms referring to party politics and administrative processes in

comparison to political issues like education and social policy because terms like ‘family’ or

‘housing’ appear in many di�erent political and apolitical contexts. I implemented various

e�orts to reduce this imbalance (see SI D) but still, cannot be sure to have eliminated it

entirely.

Finally, the web tracking data is based on desktop use and does not include mobile

devices. This certainly overlooks parts of users’ political online engagement and may even

introduce non-random blind spots. Furthermore, due to the temporal asymmetry between

the browser histories (collected in 2017) and the content analysis on the respective websites

(conducted in 2021), I cannot rule out the possibility that some websites might have changed

in terms of structure, content and function for the online public discourse.
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Conclusion

Increasingly complex media environments are composed of di�erent arenas with

di�erent potential functions for democracy. While most of the previous research focused

on specific aspects, such as online news media diets or the content of discussions on social

media platforms, I took a step back and examined the infrastructure and usage patterns as

the basis for online deliberation.

This project illustrates that the internet provides a plethora of sources for political

information, arenas for political communication and some opportunities for online partic-

ipation. I clearly found the potential for public deliberation in the German speaking web

in 2017. Even though political content is only a small proportion of the overall content

accessed online—the German deliberative system seems to be a rather small fraction of

the wider online environment—almost everyone in the sample engaged with some political

content around the federal election in 2017. This implies that the consumption of political

content is not as exclusive as the visible discussion patterns of few very active users on

social media may imply.

The infrastructure of a deliberative system goes far beyond news websites and social

media platforms but includes wide range of di�erent types of popular and niche platforms

with di�erent primary functions. On some platforms, users get political information. How-

ever, it is not clear if those are accurate or misinformation. On other platforms, they can

discuss political issues, deliberatively or not. While only very few websites in the sample

o�er possibilities for participation, the demand also seemed limited.

Mainstream hubs are most central in the network of topical links, whereas public

broadcasting outlets and especially the nice forums are more at the periphery of the network.

Considering the definition of links within the connectivity measure, this implies that users

move beyond the quick bites of political information on mainstream platforms but read more

on the topic elsewhere. Those platforms appear to act as general-interest intermediary that

may indeed facilitate a common arena within the digital public sphere that, against the

notion of online ‘echo chambers’, o�ers shared experiences and the possibility of encounters

with diverse perspectives.

The class of information providers can be interpreted as evidence for the persisting
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centrality of high quality public broadcasting as the backbone for democratic deliberation

in Germany. The question as to whether we stand at the beginning or the end of the public

broadcasting era online could be determined using detailed information on the user base.

This project demonstrated the presence of a-political spaces in which political dis-

cussion emerges on a large empirical basis. While niche online forums are especially char-

acteristic for the earlier years of the internet, it will be interesting to see in which spaces

more tightly knit online communities will form in the future as previous exchange around

a-political shared interests may build mutual trust as important basis for the discussion of

conflicting political views.

While this project empirically mapped the online media structures underlying online

deliberation for the first time, the logical next step in the research agenda is the quantitative

description of membership, the profiles of internet users engaging with political information

and communication online. In particular because online political deliberation itself may

not be a mainstream behavior, the mechanisms of selection into the online public discourse

need to be determined in the future.
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Appendix A

Methodological Details

Political website identification

In order to capture every potentially relevant website visit, an extensive dictionary

of political topics, in particular topics within the public discourse in 2017, was compiled to

classify the full sample of URLs. While most studies in the field of online media research

operate on the domain or subdomain level (Guess, 2021), I use the full text of URLs for

this classification step.

Keywords capturing potentially political topics were collected from a range of source

websites, for example the federal center for political education (Federal Agency for Civic

Education, 2017) and various news articles discussing relevant issues for the 2017 federal

election in Germany (see SI D). I went through the full text of those articles and collected

keywords until the dictionary appeared ‘saturated’ because with further keyword collection,

majorly duplicates appeared4. Instead of limiting the analytical focus a-priorily, this pro-

cedure ensures that as many sites as possible that are potentially relevant for the public

discourse are captured. The first version of the dictionary included 266 keywords5. Using

this list, I ran the filter query to select the potentially political URLs. In a next step,

grouped by domains, the output was checked manually for face validity on the website

level (by visiting the URL). More specifically, I checked whether the websites were actu-
4I also tried scraping the full text of websites and processing it with various automated text mining

approaches to extract keywords in a semi-automated way. However, those resulting keyword sets appeared
much less useful which I attribute to substantive parts of text being embedded in graphics which cannot be
scraped easily with an html-based text extraction process. Therefore, and facing a small number of dense
websites, I opted for a manual approach of keyword extraction.

5Words including German Umlaute like ‘ä’, ‘ö’ and ‘ü’, I included as is, as ‘ae’, ‘oe’ and ‘ue’, and in
UTF-8 hexadecimal encoding.
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ally featuring political topics or discussions and if not, I tried to identify the keyword that

mistakenly selected this website. I then excluded a considerable set of keywords from the

dictionary, to sharpen the query. I also added a layer of exclusions to the query, for example

I include URLs with the keyword ‘petition’ but exclude ‘competition’. I repeated this man-

ual cross validation step repeatedly, until I did not find any more systematic mismatches

(false positives). The final dictionary and the list of exclusions can be found in SI (D).

Furthermore, since many keywords (such as family, rent and finance) also appear in

many non-political contexts, all website visits that were previously classified as irrelevant

category6 were excluded from the set of relevant URLs. Search engines were kept in the

dataset as information-providers when people searched for political topics, even though

they often only work as mediators and do not provide information themselves. However,

political information seeking is largely considered as highly important digital feature of the

overall democratic process, to the extent that it can be used to predict elections (Salem &

Stephany, 2020).

Latent Class Analysis

The latent class model probabilistically assigns each website to a ‘latent class’, which

in turn produces expectations about how that website will score on each of the manifest

deliberative criteria that constituate the six dimensions of deliberative potential (Linzer

& Lewis, 2011). Accordingly, websites within the same latent class are similar on certain

dimensions, while those in di�erent latent classes are dissimilar from each other in some

significant way.

The parameters of the latent class model, pr and �jrk as prior and class-conditional

outcome probabilities that each individual belongs to each class, are iteratively estimated by

an EM-Algorithm (estimation maximization). In a first step, class-membership probabilities

are estimated, while in a second step those estimates are altered to maximize the likelihood-

function

6irrelevant domain categories identified in the first round of top 1000 domain coding: astrology, banking,
cashback, cooking, dating, file-hosting, function, gambling, mail, micro-job, porn, shopping, sport, survey,
tracking, transport, travel, uni, work
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lnL =
N�

i=1
ln

R�

r=1
pr

J�

j=1

Kj�

k=1
(�jrk)Yijk . (A1)

With N representing the number of observations (websites) and J representing the

manifest variables (deliberative criteria) with K possible outcomes (present or not present).

R represents the outcome probabilities which are fixed prior to estimation.

Both steps are iteratively repeated until the global maximum is found (Ohlsen,

2015). I fitted the latent class models with the poLCA::poLCA() R function (Linzer &

Lewis, 2011), which suits the categorical assessment of the criteria for deliberative potential.

In this case, the number of classes in the sample is not theoretically defined but identified

through the consideration of the smallest Bayesian Information Criterion (BIC). Ideally,

the identified model should have the smallest number of classes possible while maintaining

a low classification error Díaz and Koutra (2013).

I had no prior theoretical expectations about the number of latent classes and there-

fore, started to fit an ‘independence’ model with one latent class (Linzer & Lewis, 2011)

and then iteratively increased the number of latent classes by one up to a number of 10

latent classes.

Considering various model fit criteria a model with three latent classes was selected

(Lin & Dayton, 1997). The model fit criteria were very similar between a two-class and

a three-class solution. I therefore also present results for the two class solution in SI but

stick with the three-class solution in the main body of the text. I validated the model (a)

using a split-sample approach, randomly cutting 50% of the sample with no considerable

e�ects to the latent class solution (see SI C10) and (b) by making changes to the input

criteria (Bacher & Vermunt, 2010). Dropping criteria from the model input that do not

di�er substantially within a class (in this case, age and educational inclusivity and party

preference heterogeneity), does also not significantly change the results (see SI C9). The

classes still show the same characteristics and relative sizes, with only minor changes in the

individual class memberships of websites.

As another robustness check, the supply side criteria (information, communication

and participation) and the demand side criteria (connectivity, inclusivity and heterogeneity)
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were also considered separately in two LCA models, as they form two natural, methodolog-

ical groups. For the computationally coded, demand side criteria, a simple two factor

solution was suggested with one class including all websites with high probabilities of fulfill-

ing each criterion and one class with overall very low scores for connectivity, inclusivity and

heterogeneity in other words, high and low engagement websites. The model including only

the manually coded infrastructural criteria of information, communication and participation

possibilities suggested a more interesting pattern that is in line with the findings from the

main model including all criteria. A first class contains websites with a strong information

profile, including all public broadcasting pages. A second class contains websites with an

especially strong forum component or communication profile with pages that also enable

participation to some extent. The last class is rather a residual class including websites

with overall low probabilities of fulfilling any criteria.

Shannon-Wiener Index

Entropy-based diversity indices such as the here applied Shannon-Wiener index

(Dixon, 2003; Grafton et al., 2012; Kiernan, 2014; Oksanen, 2013) are regularly used in

the context of bio-diversity assessments, combining measures of richness (the number of

categories) and evenness (similar frequencies of categories).

H = �
S�

i=1
pilnpi (A2)

with pi being the proportion of category i, S being the number of categories so that
S�

i=1
pi = 1 (Oksanen, 2013).

Appendix B

Information on the Survey and Tracking Data

Sampling

The survey was administrated by YouGov combining purposive sampling with a

multi-stage sample-matching and weighting procedure (Rivers, 2006). First, the target

population, the German online population, was defined. For the panel, data on demo-

graphic marginals (gender, age and educational attainment) from Best for Planning (2017)
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were used, who conducted 30,000 face-to-face interviews to evaluate the German online pop-

ulation. A stratified sample was drawn from this frame and matched as closely as possible

to YouGov’s longstanding panel (with over a million members) (Munzert et al., 2021, same

data).

The resulting target sample constitutes a representative set of respondents in terms

of traditional sampling theory. However, respondents might be hard to contact because

they either have never reported their contact details or do not agree to the terms of the

survey. Hence, multi-stage matching was applied, combining the representative target sam-

ple with YouGov’s longstanding panel of reliable respondents. From this panel, a sample

of individuals was selected that matches as closely as possible the distribution of the target

sample and had opted in to providing website visit data (see below). Through this proce-

dure, YouGov guarantees not only a minimum of 1,000 respondents in the survey, but also

the inclusion of hard-to-reach population subgroups (Munzert et al., 2021).

Survey Design and Fielding

All data was gathered by YouGov from July 1 to December 9, 2017. The panel was

made up of five waves. The survey covered a wide range of topics such as people’s political

preferences, political knowledge on several domains, their general attitudes towards politics,

opinions on particular parties, and what people think of the election campaign (the federal

elections were held on September 24, 2017) (Munzert et al., 2021, same survey).

Passive Metering Technology

Wakoopa, the tracking software used by YouGov in this study, ran in the background

of panelists’ devices and collected anonymized visit data. There are no technological limits

to the types of websites that can be included in the data. Moreover, the software tracks

web tra�c (passwords and financial transactions are ignored) for all browsers installed on

a user’s computer. The technology does not slow the performance of users’ computers

and is transparent about the data that is being sent: Panelists can see a list of the last

several captured URLs and can also pause tracking for 15 minutes. Of course, they can

also uninstall the software at any time. YouGov encourages its panelists to install the
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software on as many devices as possible, including laptops, mobile phones, and tablets. The

capabilities for mobile tracking are somewhat more limited for privacy reasons, but data on

domain-level visits and app use are collected (Munzert et al., 2021, same data).

Panelists were recruited from YouGov’s traditional participant pool via incentives.

The company reports fairly strong incentives: 4,000 “points” for signing up and downloading

the Wakoopa software—roughly 8 times the number o�ered for a typical survey—and 1,000

additional points every month. Participants in online surveys can redeem these points for

clothing, prepaid gift cards, and other merchandise. One consequence of this recruitment

strategy is that YouGov Pulse users are a subset of the overall panel, making sampling

somewhat more challenging (Munzert et al., 2021).

Privacy and Ethical Considerations of Data

Combining survey data and digital trace data of the same respondents has substan-

tive merits to understand the e�ects of online exposure on people’s attitudes and behav-

ior. However, it entails challenging tasks for the protection of privacy and raises ethical

questions, as users may not be aware of how their data are being used. Even with the

consent of the participants, it still could be problematic because the account names and

meta-information of social media accounts can be identifiable and linked to their survey

responses (Stier et al., 2020). Thus, it is important to communicate these concerns as

clearly as possible when collecting data (Menchen–Trevino, 2013). In every step of data

collection, participants were informed about the scope of data collection, data management,

confidentiality, and research purpose. Explicit and informed consent was obtained from all

participants whose data was collected (Munzert et al., 2021, same considerations).

Regarding the web-tracking data, YouGov received the consent from the panel that

their web browsing data can be linked to other survey items they have participated. They

highlighted that participants have complete control over which data they share for research

purposes. Participants can choose which information they want to share, pause the tracking

app when they want, and withdraw their consent anytime. After data collection, YouGov

removed any personally identifying information and sensitive data (e.g., financial transac-

tion) and stripped-out geocoding information that is too specific before delivering the data
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to researchers. The deliverables are de-identified and anonymized and fully comply with the

EU’s General Data Protection Regulation (GDPR) requirements (Munzert et al., 2021).
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SELECTION INTO ONLINE PUBLIC DISCOURSE 2

Introduction

The complexity of online ecosystems that provide political information and diverse

channels for political discussion challenges traditional public sphere concepts (Habermas,

2021; Habermas et al., 1974). The public sphere can be understood as intermediary system

that mediates between civil society and the political system (Jungherr & Schroeder, 2021).

The communication processes taking place within the public sphere, often referred to as

‘deliberation’, are supposed to help form public opinion, legitimize political decisions, and

mitigate opinion polarization (Friess & Eilders, 2015; Wessler, 2008).

While evidence from experiments suggests a negative relationship between delib-

eration and partisan polarization (J. Fishkin et al., 2021), deliberative processes are not

only shaped by the setting and the discussed issues but also by the individuals involved

(Bächtiger & Hangartner, 2010; Esterling, 2018). Beauchamp (2020) describes the deliber-

ativeness of online discussions as a function of structures and membership. This conceptual-

ization emphasizes the importance of selection processes, especially because online political

deliberation, narrowly defined as an ideal form of political discussion in which participants

weight conflicting arguments based on high quality information, appears to be a rather

rare phenomenon in relation to the overall volume of online communication. Experimental

deliberation research tries to circumvent the problem of selection through random sampling

and/or random assignment for the benefit of internal validity. However, while experimen-

tal evidence can clarify fundamental principles under ideal conditions, this evidence hardly

generalizes to real-life online political discourse that underlies inherent selection processes.

When examining the online public discourse, a first important question is, which

websites, platforms and forums belong to the online public sphere? From a systemic per-

spective, di�erent arenas can fulfill di�erent functions within the democratic system (infor-

mation provision, opinion exchange and eventually political participation) and can there-

fore be characterized by varying, potentially complementary degrees of deliberative quality

(Bächtiger & Parkinson, 2019). The description of the political online ecosystem of websites,

forums and platforms has been the subject of the paper by Oswald (2022). The following,

and potentially even more important question to understand the online public discourse is,

who engages to what extent with which arenas of the online public sphere?
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Contributing to the body of empirical research on deliberative systems (Bächtiger

& Parkinson, 2019), this study uses a unique combination of digital trace data with linked

survey data, including extensive information on demographics, knowledge and attitudes, in

order to quantify patterns of selection into di�erent arenas of the complex political online

ecosystem.

We find that especially people with high political knowledge engage with political

information online. However, we do not find evidence for strong selection along other

variables but a large demographic and attitudinal overlap among the online public. However,

people with more extreme political views tend to select more into online forums and other

platforms that enable political expression and discussion than people with more mainstream

political views.

Our findings imply important di�erences between passive and active forms of politi-

cal online engagement. While in our study, political knowledge appears to be the only strong

selection factor that predicts visits to websites that feature political content, other research

that considers digital traces of active engagement such as user comments or retweets implies

more pronounced selection patterns, for example, along political ideology (Barberá et al.,

2015; Kim et al., 2021).

Political Engagement Online

Even though online political deliberation may not be a mainstream phenomenon,

it is central to public opinion formation (Beauchamp, 2020; Habermas, 2021). Drawing

meaningful conclusions about the state of the online public discourse, requires the examina-

tion of di�erences between those who select into it and those who stay away from political

information, communication and participation online.

The question of who engages with political content online has previously been ad-

dressed by media researchers with a particular focus on news media diets (e.g. Guess, 2021).

In this course, the quality and ideological framing of online information that is consumed

can be considered as one important driver of public opinion.

Facing concerns about increasing political polarization online (Pariser, 2011; Sun-

stein, 2002), some researchers identify an increased availability of slanted information
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through the active engagement of partisan activists in new online media outlets, that con-

tinue to depart further from the moderate majority (Lelkes, 2016; Prior, 2013). Not only the

information provision but also the consumption of partisan information appears to increase

with the digitization of media (Peterson et al., 2021). However, a growing body of literature

suggests a di�erent picture. Despite a homophilic structure of online social networks, the

exposure to cross-cutting content is, by far, no exception in online environments (Bakshy

et al., 2015; Barberá et al., 2015; Bright et al., 2020; Lorenz-Spreen et al., 2021; Oswald &

Bright, 2022; Vaccari & Valeriani, 2018) and most users continue to receive political infor-

mation from their favorite, mostly mainstream, news outlets (Flaxman et al., 2016; Guess,

2021; Oswald, 2022). It is, of course, di�cult to define a benchmark of an ‘ideal level’ of

opinion heterogeneity or ‘ideal’ diversity in news consumption. However, the magnitude of

empirical e�ects of selective exposure are modest and mainly driven by a minority of highly

partisan individuals (Barberá et al., 2015; Bright et al., 2019; Guess, 2021).

Measuring the extent of selective exposure to news media is certainly one important

component to assess the potential of the online sphere for a functioning democracy. Previ-

ous research, for example, examined news access through social media sites (Bakshy et al.,

2015; Barberá et al., 2015; Eady et al., 2019), tends to focus on mainstream media outlets

and often used self-reports in surveys (Boxell et al., 2017; Dubois & Blank, 2018; Lelkes,

2016). Instead, web tracking data provides unique insights into real-life online behavior.

For example, Guess (2021) illuminates important aspects of online news media diets but

does not capture the entire ecosystem of political online environments, which, besides news,

also provides forums for political discussion and opportunities for online political partic-

ipation. In contrast, most deliberation research focuses exclusively on the dimension of

communication. Therefore, building upon the findings in Oswald (2022), a more holistic

measurement is used in this project to address the question how the online public is exposed

to the ecosystem of political environments.

From a methodological point of view, issues of selection can pose substantial chal-

lenges to the interpretation of empirical findings. For example, comparing the deliberative

quality of discussions in di�erent online environments risks selection bias in the inferences

made about, for example, platform design e�ects (Coe et al., 2014; Esau et al., 2020; Zhang
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et al., 2013). In general, using observational communication data for the comparative anal-

ysis of online deliberation, for example by sampling posts from social media or comments

from a news media site, usually neglects the composition of users in terms of demography,

deliberative capacities, attitudes and motivation (Springer et al., 2015).

Within the field of deliberation research, the issue of selection bias has most explic-

itly been acknowledged in works on motivations to participate in fact-to-face deliberative

settings and the discussion of representativity (J. S. Fishkin, 2018; Jacquet, 2017). In a

rather early paper, Stromer-Galley (2003) note that Wilhelm (2000) analyzed Usenet groups

with ‘atypically homogeneous participants’ (Wright & Street, 2007, p. 853) as a validity

issue. However, what is the ‘typical’ composition of users across a complex online public

sphere?

Meanwhile, the issue of selection was extensively discussed in the literature on po-

litical participation (Conway, 2001; Persson, 2015; Prewitt, 1965; Putnam, 1993; Quintelier

& Hooghe, 2012; Stoker & Jennings, 1995; Uslaner, 2002). Consistent with our approach

of examining diverse sites within a complex political online ecosystem, research on the in-

fluence of political information on o�ine political participation considered di�erent o�ine

settings of information exchange, such as family, work or leisure contexts. While those tra-

ditional o�ine settings are often structurally imposed on an individual (Mutz, 2006), in the

absence of physical constraints, online settings are more actively constructed as individuals

have great freedom to self-select into di�erent online environments (Feezell, 2016).

The research field of online political engagement and the e�ects of online activities

on o�ine political behavior is growing (e.g. Boulianne, 2020; Oser & Boulianne, 2020). For

example, Feezell (2016) found that, after correcting for selection bias of overall internet

usage, online political participation is not well explained by resource-related predictors. In

her study, income and age, usually important predictors for traditional political participa-

tion, were unrelated to online political participation. Instead, the exposure to attitude-

supporting political information was related to higher levels of online political participation

when compared to the exposure to opposing or neutral information. Other research sug-

gests that digital media literacy is associated with online political engagement (Kahne et al.,

2012) and that political online group membership, for example on Facebook, is related to
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o�ine political participation (Conroy et al., 2012). Remarkably, despite increased o�ine

participation, they did not find increased political knowledge among political online group

members, which they attribute to low quality group discussions (Conroy et al., 2012).

Taking up recent theoretical developments in deliberation research, including sys-

temic perspectives on the online public discourse (e.g. Bächtiger & Parkinson, 2019; Mans-

bridge et al., 2012; Parkinson et al., 2020), with this project, we aim to contribute to the, yet

small, quantitative field of evidence. The primary objective of this paper is the exploration

of selection factors through the description of individual characteristics between di�erently

engaged citizens online. In other words, at the core of this paper, we ask: who engages with

which arenas of an online public sphere? In this project, the term political ‘engagement’

refers to visits to websites where citizens usually engage with political content and does

not imply publicly visible or active behaviors such as writing comments on social media or

‘liking’ content.

This paper builds on the systematic, data driven definition of the political online

environment in Germany by Oswald (2022). In this study, we use the same data to examine

patterns of selection across di�erent sites and sub-spheres to define a typology of the online

public. We are, at the time of the study and to our best knowledge, the first who add

evidence from digital trace data to the study of online deliberation.

Methods

In the following sections, we outline the data, summarize the approach taken by Os-

wald (2022) that maps the online ecosystem of political websites and explain the approaches

of this study that measure selection and to structure the online public along di�erent user

profiles.

Data

Our dataset is a unique combination of web tracking data and linked survey re-

sponses which allows us to observe real-life online behavior along with granular data on

users’ demographics, attitudes and self-reported political behavior on an individual level

(Oswald, 2022). The data was collected via the German YouGov Pulse panel with survey
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questions fielded to 1,500 respondents that largely mirror the German online population

with respect to gender, age and, education based on the marginals of Best for Planning

(2017). Respondents were asked to install a URL-tracking software that uses passive me-

tering technology to record detailed browser histories on an opt-in basis. These digital trace

data include more than 56 million website visits, to almost 200,000 di�erent domains, by

1,282 di�erent individuals between July 2017 and December 2017. As this paper draws on

data collected in a prior research project, details on the sampling procedure, the deployment

of the passive metering software as well as privacy and ethical considerations can be found

in SI and Oswald (2022).

Our data structure allows us to observe the behavior of both, individuals who engage

with sites featuring political content and those disengaged with politics online. The descrip-

tion of di�erences between these groups lets us identify variables potentially influential for

the selection processes that separates the ‘online public’ from the politically disengaged rest

of the sample. A summary of variables in the dataset can be found in SI 02.

Mapping the Political Online Ecosystem

This paper builds on the work by Oswald (2022) that goes beyond the usual

paradigm of the a priori nomination of sites relevant for the assessment of information

exposure or the comparison of deliberation, but mapped the political website landscape in

Germany, 2017, starting from the bottom-up, namely political topics in the online pub-

lic discourse. Using a semi-automated dictionary approach, they filtered the full corpus of

URLs down to political website visits only. Therefore, in the results of this paper which uses

the same data, engagement with, for example, Facebook only captures political Facebook

usage. Furthermore, Oswald (2022) considered di�erent functions of websites - information

provision, political communication and participation - to account for the complementary

nature of di�erent sites in a deliberative system. Domains were characterized along website

design features, such as the provision of a discussion forum, using a standardized coding

scheme. Three additional characteristics were considered as relevant for the deliberative

potential of a website - connections to other relevant platforms, the platform’s demographic

inclusivity and opinion heterogeneity among the users of a platform. Detailed informa-
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Figure 1

Clustering the political online ecosystem along deliberative characteristics

Note. Approach taken by Oswald (2022). Left: dimensions of deliberative potential as
defined in Oswald (2022). Clustering process using latent class analysis (LCA). Right:
three latent classes of websites as result of the clustering process.

tion on the classification of political sites as well as the clustering of sites with latent class

analysis can be found in Oswald (2022); overview of dimensions in Fig. 1, left.

Oswald (2022) identified a class of mainstream informational hubs, including ma-

jor online news outlets, search engines as information intermediaries and the major social

media platforms, showing high engagement levels and connections to other websites. Fur-

thermore, a class of quality information providers, such as public broadcasting sites and

local newspapers was identified, that was, however, not characterized by a diverse user

base. Surprisingly, a third class of niche online forums hosted political discussions among

more small and specific online communities, such as committed anime fans (see an overview

of latent classes in Fig. 1, right.). While the mainstream information hubs in the sample

attracted a much larger volume of clicks, on average, users spend relatively more time con-

suming political information on quality information sites as well as on niche online forums

to engage with politics online (Oswald, 2022).
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Selection into the online public sphere

Following the description of the political online ecosystem in Oswald (2022), in this

paper, we turn towards the online public, citizens that select into engaging with political

issues in online environments.

Our study is subject to two potential selection processes: first, participants select

into the survey and then second, among these participants, some select into engaging with

political content online. The first selection problem is di�cult to address, since, despite

having large sample that largely mirrors the German online population1, we cannot observe

the online behavior of those who did not agree to take part in the study.

Selection processes in online political contexts can generally be considered from two

di�erent angles which has implications for measurement and operationalization. First, one

could consider di�erences in the media diets or usage patterns of individuals, as for example

in Guess (2021). Second, one could consider di�erences of audience distributions between

websites. Both approaches, with foci either on users or on websites, are representations of

the same selection process. In this project, we follow the second approach and map selection

from the statistical angle that we predict website engagement with individual characteristics

of users.

Even though it would ultimately be interesting to examine selection into concrete

communicative acts of online deliberation even more explicitly, using web browsing histories,

we can realistically only observe the exposure to websites that provide political information,

enable online political expression, discussion and participation.

Concerning di�erent types of online engagement, we consider engagement with po-

litical information providers and engagement with political communication sites (see rows

1 and 2 of Fig. 2). The outcome measure of political information is a summary score of

three distinct elements: whether the website features information on political issues, actors

or institutions, information on administrative or local procedures and whether the website

is a primary source of journalistically curated information or information that underwent

1678 individuals identified as male, 603 as female. We find a normal age distribution for the German
online public (see SI 09), and diverse educational backgrounds (see SI 06). The distribution of the self-
reported political orientation of the sample can be found in Fig. 010. Also geographically, online activity
patterns in our sample distributes about evenly across Germany (see 011).
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some form of fact checking. The communication dimension is a summary score of two cri-

teria: whether the site enables political expression in the form of comments (or ratings of

comments or primary content) and whether the site enables reciprocity in communication

through open replies to other comments (see definitions in Fig. 1).

We further consider engagement with three latent classes of sites identified in Oswald

(2022): informational ‘mainstream’ hubs, journalistic news outlets with local reference, and

niche online forums that host political discussions (see Fig. 1, right). We also predict

engagement with single domains as prototypical examples of functional categories: ‘Zeit’

and ‘Bild’ as online newspapers, ‘Facebook’ and ‘Twitter’ as social media platforms and

‘Change.org’ as online petitioning platform.

Latent Profile Analysis of Users

While the selection models consider di�erent forms of online political engagement

separately, we then turn to more complex engagement profiles to describe interpersonal

overlaps in combinations of political internet usage patterns. In other words, in order to

structure the online public, users are clustered along their complex engagement patterns.

A latent profile analysis (LPA, details see SI ) was performed on various distinct engage-

ment measures, a method that aligns closely with deliberative systems ideas (Bächtiger &

Parkinson, 2019). We used the standardized, log scaled scores of 9 di�erent engagement

measures2 as input variables in the Latent Profile Analysis: the overall online engagement

(including apolitical content), the overall political engagement, the engagement with pub-

lic broadcasting sites, the engagement with political discussions in niche forums, and the

political engagement with five di�erent specific websites (Zeit, Bild, Facebook, Twitter and

Change).

Results

The presentation of results will be structured along the following research questions:

1. How is engagement distributed between di�erent sites of the political online environ-

ment? (Section ‘Online Activity’ and Fig. 2)

2Measures that correlated less than 0.6 (see Fig. 05)



SELECTION INTO ONLINE PUBLIC DISCOURSE 11

2. Who selects into engaging with di�erent websites featuring political topics? (Section

‘Selection’ and Fig. 3)

3. How does the latent structure of di�erent engagement profiles look like? (Section

‘User Typology’ and Fig. 4)

Users’ engagement with sites was measured with regard to the duration of (political3)

engagement with a domain, broken down to the unit of minutes/week. We decided to

focus on the duration as measure of engagement instead of the number of website visits to

resolve the issue of duplicate clicks, for example, when refreshing a page. In addition to

the presentation of results in the main text, we report all results also for website visits as

metric of engagement in the SI.

Online Activity

After various iterations of automated dictionary classification and manual cross

validation, a sample of 69 domains (493,714 URLs) was identified featuring political topics

that were relevant for the German online public discourse in 20174.

Cumulative engagement metrics on the user level are displayed as density plots in

Fig. 2. The log-scaled engagement distributions exclude non-users (users that never visited

a specific domain or group of websites during the six-month observation period), percentages

of users and non-users are displayed as barplots.

The overall majority of URLs in our dataset is dedicated to shopping, entertainment,

work etc., while only a small fraction (about 1%) featured political content. Out of the, on

average, 12 hours online activity per user per week, only about 10 minutes were identified

as engagement with political issues online. However, at the same time, the majority of the

sample (1,190 out of the original sample of N = 1, 282) engaged with at least some political

content during the six-month observation period (Oswald, 2022).

Considering the major infrastructural setup of a website, we find that users spend,

on average, 9 minutes per week on 39 di�erent sites predominantly providing political
3‘Political’ clicks are those URLs that feature at least one political keyword. More details on the political

website identification, see (Oswald, 2022)
4More detailed information on the procedure of website identification and classification can be found in

Oswald (2022).
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information and 8 minutes on 33 di�erent sites that enable political discussions through the

provision of comment sections and forums.

Regarding five selected domains as prototypical examples of di�erent functional

groups in the online public sphere, we find that most political online engagement was

identified for the online outlets of the national newspapers, Zeit and Bild. While a third of

our sample engages with the tabloid newspaper Bild, only a quarter of the sample engages

with the online outlet of the weekly newspaper Zeit. The asymmetry in usage is even more

pronounced when considering the average engagement duration. Among those who used

the respective website, we find only 1.9 minutes per week spent on Zeit, while 3.9 minutes

per week are spent on Bild.

Considering two major social media platforms, we find a large asymmetry among

German users between Facebook and Twitter in 2017. While 60% of the sample was ex-

posed to content we identify as political on Facebook at some point during the six-month

observation period in 2017, only 14% engaged with Twitter. However, among those who

do use Twitter, we find slightly more engagement (0.9 min/week) compared to those using

Facebook (0.7 min/week).

Finally, considering the online petitioning platform Change.org, only 15% of our

sample engaged with Change at all and among those, we only find an engagement of 0.4

minutes per week. Despite the push for stronger inclusion of civic perspectives and more

political participation in decision making (Bundestag, 2020; Comission, 2021; OECD, 2021),

other, smaller or more specific, petitioning platforms, such as the one launched by the

German Bundestag, do not appear in our dataset at all.

Building upon the latent structure of political websites identified in Oswald (2022),

we also considered the political engagement, broken down for di�erent latent classes of

websites within the online public sphere. Within the 10 minutes of political engagement per

week, the vast majority (8.9 min/week) were identified as engagement with political issues

on 34 di�erent informational hubs like Google, Wikipedia and Facebook, the most important

national newspapers (Bild, Zeit, Spiegel, Welt, etc.) and, facing the national elections 2017

within the tracking period, voting advice applications like Wahl-o-mat. Users’ engagement

with 15 di�erent journalistic outlets with local reference, for example online outlets of public
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Figure 2
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broadcasting services, only corresponds to an average engagement of one minute per week.

The smallest engagement class (0.6 min/week), is engagement with political discussions in

20 di�erent niche online forums.
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Multiple regression models summarizing determinants of selection into engagement with di�erent sites or
groups of sites. Error bars represent 90% and 95% confidence intervals. Overall engagement as baseline
model, including non-political engagement. Outcome metric: engagement duration. For more details see SI
02, 03, and 04.

Regarding our primary research question, who selects into engaging with di�erent

websites featuring political topics, we calculated various multiple linear regression models

including variables on demographics, political knowledge and democratic attitudes to pre-

dict the engagement duration for di�erent functional categories of political sites (see Fig.

3). The multivariate nature of the model allows the interpretation of comparisons between

individuals with di�erent expressions of a certain characteristic, ‘holding all other variables



SELECTION INTO ONLINE PUBLIC DISCOURSE 15

equal’. However, this multivariate nature sometimes complicates the interpretation of re-

gression coe�cients when related variables are included in the model. Even though we

do not see general issues with collinearity in our model, we provide a matrix of bivariate

correlations in SI 05.

As baseline model, we considered users’ overall engagement with political as well

as a-political websites. In the following models, considering engagement with political

information, political communication sites and the three latent classes of sites, we followed

the approach of Feezell (2016) and further conditioned on the overall online engagement by

including it as covariate.

Fig. 3 summarizes the beta-coe�cients with 95% and 90% confidence intervals for

all engagement models. In the following, we discuss patterns of selection for three groups

of models (a, b and c, see Fig. 2), starting with the two functional categories of political

information providers and political communication platforms (see Fig. 3a).

We find that political knowledge appears to be by far the strongest predictors for

political engagement online. We cannot find statistically significant di�erences in the polit-

ical engagement for any demographic variable. However, when comparing individuals with

the highest and second highest German secondary education degree (Abitur and Realschu-

labschluss) to those with the lowest (Hauptschulabschluss or no degree), we find that those

with higher education are more active on political websites compared to those with the

lowest or no degree (see SI 02).

Despite a large overlap between websites that provide political information and op-

portunities for communication, we find an interesting pattern when considering Afd (Ger-

man far right) voters in comparison to individuals expressing other party preferences. While

AfD voters tend not to be particularly engaged with sites that provide political information,

they are more active on communication sites (such as social media, or sites hosting forums

and comment sections).

To consider selection in a less aggregate form and to directly address some limita-

tions that we identify in comparative work in the field, we calculated five further multiple

linear regression models including the same demographic and political predictive variables

but the engagement with specific websites as outcomes (see Fig. 3b). All sites are typ-
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ical representatives of a respective functional category: Bild and Zeit as German online

newspapers with political information function in the online public sphere, Facebook and

Twitter representing two major communication platforms, and Change.org as typical online

petitioning platform as form of online political participation. Just like in the models above,

we only counted engagement with sites that featured political topics. For example, we only

counted the duration of a Twitter-visit when the URL featured a political keyword from

our dictionary of topics in the public discourse in Germany 2017. When selecting the five

exemplary websites, we ensured that at least 150 di�erent individuals (out of our original

sample of 1282 participants) engaged with the respective website.

When comparing people with di�erent degrees of political knowledge and holding

everything else equal, again, those with higher political knowledge show significantly higher

engagement with Zeit, one of the most prominent weekly newspapers in Germany. We find,

indeed, a similar pattern when considering the engagement with Bild, the most prominent

tabloid newspaper, as outcome variable. However, for Zeit we find a more nuanced pattern

of selection: especially those expressing low agreement with items of national(ist) pride,

holding everything else equal, spend more time on Zeit online.

The older the participant in our sample, the lower is their respective time spent on

engaging with political issues on Facebook, everything else held constant. Engagement with

Twitter for political topics is related to a considerably di�erent selection pattern: Those

with higher political knowledge, and low national pride show more engagement with political

Twitter in Germany.

Concerning the only frequented participation platform in our sample, Change.org,

we find that, holding everything else equal, those with higher political knowledge and polit-

ical interest but lower satisfaction with democracy, and, in comparison to all other voters,

especially participants with a preference for the right-wing AfD were more engaged with

the petitioning platform Change.org.

Furthermore, in addition to the two groups of models, we calculated three further

regression models to predict the engagement with di�erent latent classes of sites (see Fig.

3c) that were identified in Oswald (2022) that mapped the online public sphere’s infrastruc-
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ture5. Overall, these models echo the findings from the previous analysis to the extent that

political knowledge and education remain the most dominant predictors for political online

engagement - causal direction, of course, to be determined (Esterling, 2018).

The user base of di�erent national and regional outlets of (mostly) public broad-

cast media is shaped by high income individuals with high levels of political knowledge.

Considering the engagement with political discussions on niche online forums, we find that

individuals with lower household income and lower levels of political interest and satisfac-

tion with democracy but at the same time, comparably high levels of political knowledge,

tend to be most engaged. However, these di�erences are not statistically significant, holding

all other factors equal.

User Typology

To further examine more complex, multidimensional user-profiles among the online

public, we used a latent clustering approach. The analytic hierarchy process built into the

tidyLPA r package (Akogul & Erisoglu, 2017; Rosenberg et al., 2019), based on various fit

indices, suggests the selection of a model with varying means, equal variances, covariances

fixed to 0, and 10 latent profiles (Fig. 4a summarizes the characterization of the profiles

visually).

We conducted Post hoc tests to analyze whether the determined classes, using online

engagement measures as input, also di�er on other variables that were not included in the

clustering process. In summary, these post hoc tests showed that classes did indeed appear

considerably distinct with regard to demographic and attitudinal variables (see Fig. 4b). A

summary of profiles with relative group sizes is shown in Table 01. Profiles 3, 5 and 7 (see

01) show overall below-average engagement but did not appear considerably di�erent from

individuals assigned to the ‘average’ profile 10, and were therefore dropped from Fig. 4.

For the post-hoc tests, we used the ‘average engagement’ profile as reference cat-

5This previous latent class segmentation analysis on the websites within the German online public sphere
in 2017 revealed three clusters of websites: (1) informational hubs that are used as common source of political
information by a large fraction of the sample, (2) a cluster of public broadcasting online outlets that feature
high quality information, often with a specific local focus and (3) niche online forums that are dedicated to
specific topics or communities outside the political context but that feature in-depth political discussions
in certain corners of their forums. Following the segmentation of the deliberative infrastructure of websites
(Oswald, 2022), we now focus on the users of these clusters of websites.
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a) Latent Profiles of Users. Y-axis labels represent di�erent forms of engagement (corresponding to Fig. 2)
as input for clustering process. Grey labels represent profile names as results of clustering process. Selective
presentation of substantively interesting profiles. Complete set of profiles: 1. Niche online forum users,
2. Quality (local) journalism readers, 4. Petition activists, 5. Inactive , 6. Political internet users -
especially on Twitter, 8. Bild readers, 9. Zeit readers. Profiles 10. Average users, as well as profiles 3.
and 7. (both showing little engagement) were excluded from the plot because of little informational value.
Engagement levels are scaled, 0 representing the overall average. b) Post hoc tests. Coe�cients (y-axis)
labels correspond to latent profile names in a) and coe�cients indicate the degree to which profile membership
predicts the expression of the covariates (technically outcome variables in this model). Di�erences between
latent profiles (profile 10 (average users) as reference category). Significance of prediction according to
conventional threshold of p>.05.

egory. Parallel to the results of the multiple regression models, the ‘niche forum users’

tend to be younger, have lower income but high political knowledge. Users assigned to the

‘public broadcasting profile’ also show high political knowledge but especially high trust in

politicians and tend to have higher income. People assigned to the ‘inactive’ profile are,

according to the post-hoc analysis significantly younger, have higher income but experience

very low e�cacy of understanding politics.

In contrast, the ‘petition activists’ appear significantly older, indicate left leaning

political orientation and low sympathy for nationalist ideas. They show very high political

knowledge and e�cacy in understanding political issues but, in tendency, indicate to have

little trust in politicians. We find similar expressions of demographic and attitude variables
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for the ‘political internet users’, individuals showing a profile with overall above average

engagement, especially on Twitter. However, in contrast to the ‘petition activists’ they

appear significantly younger than the average.

The ‘Bild readers’, individuals particularly engaged with Germany’s most prominent

tabloid newspaper, show above average political knowledge, but also significantly more

sympathy for nationalism than the average. Finally, we find a complementary pattern for

the ‘Zeit readers’, individuals particularly engaged with a prominent high quality weekly

newspaper in Germany, who show especially high political knowledge but significantly lower

sympathy for nationalism. Interestingly, the ‘Zeit readers’ appear significantly younger than

individuals assigned to the ‘average engagement’ profile. This could be a sign that older

Zeit readers may still hold a subscription for the print version instead of engaging with Zeit

online.

Overall, the results support our findings from the regression models that regarded

political engagement separately between engagement forms. For example, we find political

knowledge to stand out for all profiles with clear political engagement pattern and we also

find large overlaps in online political engagement between di�erent profiles of users. How-

ever, again, nationalist ideology seems to be an underlying factor that may drive selection

into di�erent corners of the online public sphere. For example, while support for nationalism

predicts membership in the ‘Bild reader’ profile, it is the opposite for the ‘Zeit readers’.

The major findings of the LPA are robust to a 50% split-sample validation (see SI 07

and 08). Even though the engagement profiles do not exactly mirror the original solution,

the characteristics in the post-hoc tests confirm results from the regression models.

Discussion

Deliberative processes can occur in various settings online and o�ine with di�erent

arenas o�ering di�erent potentials for democracy. In this paper, we used a combination

of digital trace data and survey data to answer the question of who constitutes the online

public, and in particular, who engages with the complex German political online ecosystem.

In line with large segments of the o�ine political behavior literature (e.g. Boulianne,

2015; De Vreese & Boomgaarden, 2006; Galston, 2001), political knowledge, which in our



SELECTION INTO ONLINE PUBLIC DISCOURSE 20

sample, is highly correlated with political interest and the e�cacy to understand politics,

is a strong predictor for the engagement with political content online. While this stands

in contrast to some findings on the relationship between social media use and political

knowledge (e.g. Conroy et al., 2012), we explicitly focus on the political context of social

media use. Our findings also imply that, in contrast to Feezell (2016), who used survey

data to examine predictors of online political participation, resource related predictors such

as education and political knowledge do appear to be relevant, even if controlled for overall

online engagement. Apparently, the internet does not leverage all barriers to political

engagement but shows path dependencies and selection processes similar to the o�ine world

in which those most interested in politics also consume most political information and are

the most politically engaged (Moy et al., 2005).

Selection along this path dependency is potentially most pronounced when consider-

ing established journalistic media. Especially the engagement with quality journalism, often

with local reference such as in public broadcasting outlets in Germany, we see a pattern of

selection for a group of individuals with high income and high education. This finding is in

line with the entropy based measures of inclusivity and heterogeneity that were previously

found to be low for public broadcasting online services (Oswald, 2022).

However, our results provide some reason for optimism: almost everyone in the

sample engaged with some political content some time during the observation period. Fur-

thermore, in line with Guess (2021) there is a considerable overlap between users in their

engagement with political content online. We already know from Oswald (2022) that large

information hubs are a common source of information for the vast majority of people who

engage with political content online.

We do see some di�erential engagement patterns along ideological lines when it

comes to the consumption of specific online outlets. While the tabloid newspaper Bild ap-

pears to be particularly attractive for politically right-leaning individuals with sympathy

for nationalism, the prominent weekly newspaper Zeit appears more attractive for anti-

nationalist citizens. Petitions on Change.org seem to attract particularly left-leaning indi-

viduals even though, if compared to all other German parties, more radical right-wing AfD

voters are significantly more active on the online petitioning platform.
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Even though political knowledge is, by far, the most important factor to predict

political engagement online across all types of media, we find that political discussions

on communication platforms such as Facebook are most visited (and potentially driven) by

individuals with more radical political orientation. For example, we find that in comparison

to mainstream conservative CDU voters, people holding preferences for the right-wing AfD,

show especially high engagement, a pattern that we do not see for any other party.

In contrast to online political communication research that focuses on digital traces

left from active participation, for example comments in online forums or Tweets, the nature

of our data allows us to also observe the large majority of more ‘passive’ internet users.

While prior research on active users largely shows pronounced patterns of selection, for

example along ideological extremity and demographic variables such as gender and socio-

economic status (Barberá & Rivero, 2014; Hargittai, 2020; Mukerjee et al., 2022), passive

usage seems to be much more equally distributed. While the vast majority of our represen-

tative sample of the German online public engages with some political content online, we

speculate that only few end up leaving visible digital traces. This has implications for em-

pirical research, but also for the state of the online public discourse, if the visible posts and

comments are contributed by a politically extreme minority with a distinct demographic

profile (Kim et al., 2021).

When considering the literature on deliberative systems, we have to acknowledge

that we can, of course, only speak to the digital component of the public discourse. Fur-

thermore, an issue that becomes more and more problematic with increasing mobile device

uptake is that we consider desktop use only.

A logical next step for further research is now, to also consider the communicative

acts of online political deliberation. As a first step, our data allowed the examination of the

exposure to political content in various arenas of the complex political online ecosystem in

Germany but, for example, no conclusions about whether individuals actually used forums

to actively discuss political issues instead of reading comments. However, we know that most

online content is produced by a minority of active users whereas the majority of passive

‘lurkers’ (Davis, 2013; Tucker et al., 2018) develops not only their political opinions but

also social norms from observing others’ active engagement with political content online.
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Considering the results of the latent profile analysis that clusters individuals along

various engagement patterns, political orientation and political knowledge parameters, it

was di�cult to determine the exact number of profiles and post hoc tests showed mostly

demographic di�erences between users’ profiles, beyond the di�erences in political knowl-

edge. This further indicates that there is a large overlap of in media exposure between

di�erent segments of the online public, speaking against the notion of severe ideological

‘echo chambers’ in the German online public sphere in 2017. However, one may speculate

that large information hubs could potentially still entail di�erent niches (potential internal

‘echo chambers’) but at the same time also o�er the opportunity for incidental exposure to

cross cutting content.

Regarding the ongoing academic debate on the role of Twitter for political polariza-

tion among Western democracies, it is interesting to see that the latent profile of Twitter

users in our sample showed a unique pattern of unusually high engagement with political

issues across di�erent arenas which is, in Germany, absolutely not representative of the

overall online public (Göbel, 2021).

Conclusion

While existing research on online political activity that is based on actively produced

digital traces, such as the comments, likes, and shares on social media platforms, suggests

a heavy overrepresentation of extreme views, our findings on the individual profiles of web

browsing behaviour draw a di�erent picture.

We find that especially people with high political knowledge engage with political

information online but no evidence for strong selection along other variables, such as political

ideology. However, we do find that people with rather extreme political views tend to

engage more with platforms that enable political expression and discussion than people

with more mainstream political views. In other words, despite the fact that the moderate

majority regularly consumes political information online, the potentially less well informed

minority of people with more radical political orientation diverts to the communication and

participation spaces - a finding that supports previous research on the misrepresentation of

political opinions on social media platforms.
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The suggested discrepancy between passive information consumption and active

political expression online has important implications for the inferences drawn from social

media data that likely can only reflect a heavily skewed tip of the iceberg of the public

discourse.

Furthermore, we clearly see that not all social media platforms are created equal.

While the German political Twitter user base is characterized by high political knowledge

and low nationalism, the German political Facebook crowd seems considerably di�erent.

This is only one example in which a direct comparison of online discussions between plat-

forms would be heavily biased by selection issues, which confounds assumptions about the

state of the online public discourse and political polarization.

Our findings concerning online petitioning platforms and other forms of online po-

litical participation are, from a democratic perspective, probably the most disenchanting.

Overall, we do not find much engagement with online petitions and other participation

platforms in 2017. The existing engagement is mostly driven by people with rather extreme

political orientation and low satisfaction with democracy. In other words, despite the push

for more inclusion of civic perspectives in democratic decision making, those few who take

up the opportunity to participate, are either those with very high political interest and

knowledge and/or those with the lowest belief in democracy.

Finally, our overall consistent finding of political knowledge as strongest common

characteristic for those engaging with political content in the online public sphere highlights

the importance of selection issues for deliberation research. While experimental evidence on

deliberation, as for example collected in large-scale deliberative polling events (J. Fishkin

et al., 2021) can highlight the potential of deliberation under ideal conditions, observational

evidence on real-life deliberation in existing online environments is crucial to assess the

current state of the online public discourse and to construct tangible strategies to support

a constructive, open public debate.
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Introduction

Within countless arenas, from the comment sections of mass media news outlets,

over mainstream social media platforms to niche online forums, people exchange opinions

and arguments on political, societal and scientific issues. These discussions vary systemat-

ically in complexity and deliberative quality across di�erent arenas of public debate (Esau

et al., 2020). A high degree of deliberative quality is often assumed to enhance democratic

outcomes, for example by mitigating opinion polarization (Grönlund et al., 2015). However,

the current state of the online public discourse is a contested issue. While concerns about

online incivility accumulate (see e.g. Coe et al., 2014; Frimer et al., 2022; Hmielowski et al.,

2014), it remains challenging to empirically operationalize deliberative quality in unreg-

ulated communication processes online (Beauchamp, 2020; Habermas, 2021). Facing the

importance and the sheer volume of online discussions, reliable computational approaches

to assess their deliberative quality at scale would open a new era of deliberation research

and open opportunities for platform regulation such as deliberation-centered algorithm op-

timization. But is it possible to automate the assessment of deliberative quality?

The deliberative quality of a discussion has traditionally been assessed with in-

depth manual content coding approaches that require time and human e�ort and that

cannot be scaled appropriately to the vast availability of online communication data (Esau

et al., 2017; Friess et al., 2020; Steenbergen et al., 2003). Gonzalez-Bailon et al. (2010)

developed an approach to automate the analysis of online discussion threads with regard

to their structural complexity. This measure was soon adopted by other researchers as

a proxy for online deliberation (see e.g. Aragón et al., 2017). While in the past years

various automated measures of online deliberation, based on simple to detect features, were

developed and critiqued (Beauchamp, 2020), a formal quantitative comparison with an

established benchmark - for example, the Discourse Quality Index (DQI, Steenbergen et

al., 2003) - is still missing.

After decades of refining manual content coding approaches to carve out a set of core

deliberation dimensions accompanied by a plethora of additional facets (Friess & Eilders,

2015; Graham, 2012; Steenbergen et al., 2003) it remains an open question to what extent

the established dimensions of deliberation can be measured using computational approaches
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and how specific dimensions relate to di�erent computational measures.

In this paper, I analyze the structural complexity and deliberative quality of online

discussion threads on ‘Reddit’. Focusing on a specific set of discussions dealing with the

wildfires in Australia and California, I juxtapose two methodological approaches, (1) the es-

tablished method of manual content coding to assess the deliberative quality of a discussion,

and (2) the automated analysis of discussion threads regarding their structural complexity

and simple textual features. Finally, I discuss the potentials of machine learning approaches

for the synthesis of prior classification e�orts.

The process and outcomes of deliberation also depend on the source and quality of

evidence that is used to justify arguments (e.g. Fishkin, 2018). Besides the methodological

comparison that is the focus of this paper, it is not yet clear how deliberative quality relates

to the degree to which communication is evidence-informed. In consequence, I question

how deliberative quality appears in the context of polarized issues in which at least one

camp leaves the ground of established facts. In light of the catastrophic wildfire season of

2020, I compare discussions on climate change with regard to the wildfires in two forums:

one forum aligning with the scientific consensus (Cook et al., 2016) and one climate change

skeptic forum on ‘Reddit’.

In summary, holding the theoretical framework of deliberative democracy and the

analytical depth of manual content coding as benchmark, and focusing on an important real-

life example, this study aims to assess the potential of simple computational approaches to

better understand the quality of online discussions at scale.

Measuring Deliberation

Deliberation can be measured on various levels: from a macroscopic perspective that

takes into account a whole system, for example a country, like the deliberative democracy

indicator in the Varieties of Democracy Project (Bühlmann et al., 2012; Coppedge et al.,

2020; Fleu� & Helbig, 2020), or from a micro perspective that analyses the deliberative

quality of certain communicative acts within a specific arena of discourse. Today, by far,

most research e�orts have been taken on the micro level (e.g. Coleman & Moss, 2012; Esau

et al., 2020; Follesdal, 2010; Janssen & Kies, 2005; Martin, 2013; Mendonça et al., 2020;
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Roos et al., 2020). This project focuses on procedural measures, also called communicative

“throughput” (Friess & Eilders, 2015), at the heart of deliberation (Beauchamp, 2020).

Automated measures of deliberation are still rare but growing (Beauchamp, 2020)

and most approaches center either around text or around network structures (e.g. Brun-

didge, 2010; Choi, 2014; Eveland & Kleinman, 2013; Himelboim, 2011). In the following, I

will elaborate in more detail on selected approaches relevant for this project. A systematic

overview of these approaches with each group of approaches aiming to measure di�erent

dimensions of deliberation can be found in Table 1.

Content coding. The traditional approach to assess the deliberative quality of

a discussion, either face-to-face or online, is through systematic content coding approaches

applied to discussion threads or speech transcriptions (Friess & Eilders, 2015). A widely

used instrument is an overarching coding scheme, the Discourse Quality Index established

by Steenbergen et al. (2003), that can be applied to various contexts. The DQI relies

on coding categories that closely follow the principles of Habermas’ discourse ethics, that

is, among others, the degree and content of justification, the degree of respect, and the

constructive value of an individual speech act (Steenbergen et al., 2003). Similar coding

schemes are used until today (Friess et al., 2020).

Discussions can be characterized according to various criteria for deliberative qual-

ity (Friess & Eilders, 2015). While Strandberg and Grönlund (2018) consider reciprocity,

respect, reflection and justification, Graham (2012) for example used a more inclusive con-

ceptualization of deliberation including the concepts of rational-critical debate, coherence

and continuity, reciprocity, reflexivity, empathy and discursive equality. More recent re-

search appreciates this development as it seems to be better suited for real-life online inter-

actions and the classification of spontaneous deliberation in non-institutional settings, such

as online forums or social media platforms.

While such manual content coding approaches can capture various aspects of de-

liberative quality by acknowledging the depth of human communication and potentially

allowing for some degree of interpretation, they take a lot of time and e�ort which makes

it hard to keep up with the speed of data generation in online communication spaces.
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Table 1

Measuring Online Deliberation
Approach Data basis Dimensions captured Operationalization Exemplary publications

Manual Content Justification, respect,
constructive value

Manual consider-
ation of individual
speech acts (e.g.
comments)

Steenbergen et al.
(2003)

Rationality, construc-
tiveness, politeness,
civility, reciprocity

Friess et al. (2020)

reciprocity, respect,
reflection and justifica-
tion

Strandberg and Grön-
lund (2018)

Rational-critical de-
bate, coherence and
continuity, reciprocity,
reflexivity, empathy
and discursive equality

Graham (2012)

Automated Structure Representation and
argumentation

Discussion thread
width and depth

Aragón et al. (2017),
Gómez et al. (2008),
and Gonzalez-Bailon
et al. (2010)

Participation, delibera-
tion and equality

Network analytic ap-
proach in combination
with time series data

Shin and Rask (2021)

Veracity of rumors;
di�erent types of media

Average depth-to-
breadth ratio of
retweet networks;
di�usion cascades

Goel et al. (2016), Juul
and Ugander (2021),
and Vosoughi et al.
(2017), Vosoughi et al.
(2018)

Automated Text Respect Automated toxicity
classification

Davidson et al. (2017)
and Vidgen et al.
(2019)

Respect Patterns of interrup-
tion, expressions of
doubt

Gold et al. (2017) and
Zymla (2014)

Reciprocity Number of replies Janssen and Kies
(2005) and Schneider
(1997)

Argumentation length of comments,
the ratio of typos, the
complexity of vocabu-
lary

Jennstål (2019)

Argumentation Causal connectors such
as because

Gold et al. (2017)

Note. Empirical examples and suggestions from the literature. References exemplary. Bold face indicates
measurement approaches that were tested in this paper.
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Discussion thread structure. A family of automated approaches that does not

require a consideration of single comments but operates on the discussion thread level are

analyses of network structures. Gonzalez-Bailon et al. (2010) focus on structural aspects of

online discussions when analyzing forums on ‘Slashdot’ with hierarchical network analysis.

They found that online political discussion networks are generally more complex, namely

wider and deeper than discussions about non-political topics, such as gaming. The criterion

of ‘width’ captures the number of people engaged in the discussion, while the ‘depth’ rep-

resents the number of comment levels throughout the discussion cascades. Gonzalez-Bailon

et al. (2010) understand width and depth as necessary conditions for deliberation, with

width as measure for representation and depth as measure for argumentation, based on the

Madisonian model by Ackerman and Fishkin (2008).

Gómez et al. (2008) also analyze discussion threads on Slashdot using a network

analytical approach and propose an adapted version of the H-index (Hirsch, 2005) as in-

dicator for the subjective controversy provoked by a post but did not explicitly link their

findings to the concept of deliberation.

Aragón et al. (2017) examine the e�ect of the modification of a platform feature on

the level of deliberation on the Spanish social media platform ‘Menéame’ using the same

structural metric as Gonzalez-Bailon et al. (2010). They found that over a course of five

years, threads progressively become deeper but less wide. This trend changes discontinu-

ously in January 2015, when the comment view changes from a linear display of comments

to a hierarchical view of comment threads. Following this change in design features, the

average thread width remains stable while the average depth grows, especially with the in-

troduction of a second version of the hierarchical view in which the maximum visual depth

was increased. Even though Aragón et al. (2017) observed communication dynamics on the

platform as they occurred, their findings provide interesting implications for platform de-

sign governance. However, it remains unclear how the structural change related to various

dimensions of deliberative quality, such as incivility or argumentation.

Shin and Rask (2021) use an alternative network analytic approach in combination

with time series data in order to automate the assessment of deliberative quality along

the dimensions of participation, deliberation and equality, as proposed by Fishkin (2011).
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However, they call for future research to develop automated indicators that complement

qualitative investigation (Shin & Rask, 2021).

Finally, in an influential project on the spread of rumors on Twitter, the average

depth-to-breadth ratio of retweet-networks was used as information on the nature of the

di�usion of rumors, which, according to the authors, can be used to predict the veracity of

rumors (Vosoughi et al., 2017; Vosoughi et al., 2018). However, this approach did not remain

uncontested (Juul & Ugander, 2021). While true news and false news do not appear to

di�er structurally but only in size, the di�usion cascades of di�erent types of media (video,

images, petitions and news) appear to underlie structurally di�erent di�usion processes

(Goel et al., 2016). Even though retweet-networks di�er in some regards from comment

cascades on Reddit or Slashdot, these projects also relate structural features, the width and

depth of discussion networks, to qualitative principles of online communication.

To this day, an evaluation of network-structural measures through a systematic

comparison with established methods of deliberative quality assessment is, at the time of

writing and to my best knowledge, lacking. This paper aims to fill this gap.

Textual features of online discussions. Referring back to the modern theoret-

ical conception of deliberation, it is certainly not easy to develop comprehensive indicators

of deliberative quality in an automated manner (Fleu� et al., 2018; Janssen & Kies, 2005;

Jonsson & Åström, 2014). However, some automated measures of specific dimensions of

online deliberative quality have been suggested in the literature.

The civility of a discussion, including aspects such as respectful listening, respect for

groups, respect towards the demands of others and respect towards the counterarguments of

others (Janssen & Kies, 2005; Steenbergen et al., 2003) might be captured with methods of

automated toxicity or hate-speech classification (Davidson et al., 2017; Vidgen et al., 2019).

Furthermore, patterns of interruption can be linguistic markers of lacking respect (Gold et

al., 2017). Previous research also identified rhetorical questions that contain focus particles

such as even and ever to express doubts of the overall competence of a conversational coun-

terpart as indicators of disrespect. However, despite the conceptual sophistication, those

markers of incivility do not appear to be reliably detectable with automated approaches

(Gold et al., 2017; Zymla, 2014).
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Reciprocity appears to be a dimension of deliberative quality that is comparably

straight-forward to identify with automated measures. When trading the qualitative na-

ture of the interaction for simplicity, a common approach is to count the number of replies

a post receives (Janssen & Kies, 2005; Schneider, 1997). While even manual content coding

approaches do not necessarily capture the valence of reciprocity between comments, auto-

mated measures based on comment counts, of course, neither capture valence nor do they

distinguish between reciprocal comments and isolated statements.

Approaches to assess the level of argumentation are manifold. One could simply

consider the length of comments, the ratio of typos or the complexity of vocabluary -

similar to the complexity-of-thinking approach (Jennstål, 2019). However those rather con-

servative approaches are likely confounded with the sophistication of speech and therefore

the socio-economic background of the speaker. The justification of a statement by argu-

ments, personal opinion or experience, facts and figures, group interests or the common

good (Jensen, 2003; Steenbergen et al., 2003) appear to be more di�cult to assess in an

automated manner. However, links to external resources such as blog posts, news articles

or research papers might be one attempt to operationalize one dimension of justification

in online communication (Oswald & Bright, 2021). Furthermore, causal connectors such

as because and the expression of common ground could be used to measure argumentation

and justification. However, these markers face several challenges related to the ambiguity

of indicators, for example in the German language (Gold et al., 2017).

While many text based automated approaches are currently suggestions from the

literature without extensive examples of practical implementation, they clearly aim to op-

erationalize specific established dimensions of deliberative quality.

Approach & Scope

With automated measures of deliberation emerging while manual content coding

approaches involve enormous e�orts and time, two research questions arise in the context of

this example case. First, can automated measures such as the structural complexity of online

discussion threads and simple textual features be used to assess online deliberation? Second,

regarding the conceptual definition of deliberation (in)forming public opinion, are discus-
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sions aligning with the scientific consensus on climate change showing a higher deliberative

quality compared to discussions featuring climate change skepticism?

Building upon the approaches of Gonzalez-Bailon et al. (2010) and Gómez et al.

(2008), I analyze the discussion threads of two di�erent online communities on Reddit,

dealing with the 2020 wildfires in Australia and California, regarding their structural com-

plexity as indicator for deliberation. Furthermore, I test the features of comment length,

the number of replies per post and an automated measure of toxicity (Votta, 2019) as com-

putational proxies of argumentation, reciprocity and respect. To provide an established

benchmark for comparison, I analyze the deliberative quality of submissions and comments

using a systematic content coding approach (Friess et al., 2020) that includes the criteria

of argumentation, reciprocity and respect. Regarding the di�erence between the two online

communities, I also consider the content of the discussions with regard to the attribution

of the fires to climate change.

I argue that the apparent superficiality of automated measures can neither be

claimed nor productively discussed if not explicitly—not only conceptually but also

empirically—compared to established content coding, applied to the same material. This

paper tries to add a first empirical piece to this discussion.

Methods

Data

Data was collected from Reddit, the social news aggregation, content rating and

discussion platform. In contrast to social media platforms such as Facebook or Twitter,

Reddit is a self-governed community space which makes it especially interesting for the

study of deliberation.

On Reddit, users are registered under a pseudonym and post text, links to blog posts

and news articles, images, or videos onto any of thousands of subreddits, pages dedicated

to certain topics. Meanwhile, other users read, upvote or downvote, and comment on the

submissions. Reddit is a highly frequented website and most content is publicly available

which makes it an interesting resource of organic content for social scientists (Amaya et al.,

2019). However, similar to social media platforms, the sociodemographic profile of users
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is not comparable to the general population. During the registration process, no personal

information is collected and the demographics of the 330 million active users can only be

estimated within empirical survey investigations. Their results suggest that users are more

likely to be male and younger than the general population (Duggan & Smith, 2013; Singer

et al., 2014). The subreddits in focus feature English content and discussions but do not

allow inferences on the users’ nationalities.

Submissions and comments from two ideologically opposite subreddits,

r/climatechange and r/climateskeptics were accessed through Reddit’s API1. With

more than 29,000 users each, both subreddits are the largest forums on Reddit for the

respective topics of climate change and climate change skepticism. The communities

are open to everyone, but the content is moderated by four to five users that are highly

engaged with their forum. They have the right to delete submissions and comments, and

to ban users from the subreddit.

The discussions in focus take place in ideologically opposing forums on Reddit with

di�erent positions regarding the scientific, factual baseline. The majority of scientists clearly

link the 2020 Australian wildfires, which burned more than 500,000 hectares and killed at

least 29 people in one of the worst wildfire seasons in Australian history to progressing

climate change (Bruce-Lockhart & Romei, 2020). This is equally the case for the 2020

Californian wildfires, burning more than 1.6 million hectares, damaging or destroying over

10,000 houses, and causing at least 31 fatalities until November 2020 (Jones et al., 2020;

State of California, 2020). Despite a vast scientific consensus (Cook et al., 2016), especially

in the US, climate change is one of the most polarized issues in the public discourse that is

potentially delaying urgently necessary political action (Douglas et al., 2017; Häkkinen &

Akrami, 2014; Poortinga et al., 2011).

In order to limit the set of discussions to a comparably narrow topic, to be collected,

the original submission of the discussion threads had to include the word ‘fire’. The dates

1Reddit provides support for script-based use through an API, which is wrapped in the Python package
PRAW. No limit was set to the data collection, but Reddit imposes strict limitations on request frequency
in its API (no more than two requests per second) and on the number of objects the API returns for a single
request (100-1500 requests depending on the type of object and user level). Therefore, the data collected
for this analysis is a sample from Reddits listing of the comments to the hot submissions for the respective
month.
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Table 2

Sample description
subreddit wave comments threads

Climate change Australia 567 28
California 169 18

Climate skeptics Australia 95 13
California 611 48

total 1,442 107

Note. Full sample, excluding discussions not dealing with the 2020 wildfires.

for submissions and comments for the Australian Wildfires range from November 2019 to

March 2020, which corresponds to the acute period of the Australian wildfires, including

some discussion in the aftermath. Respectively, the collection period for the Californian

wildfires was between August and October 2020. Deleted comments were kept in the data

set to analyze the original structure of the discussion thread. The distribution of comment

and submission counts for both, subreddit and waves, can be found in Table 2. Threads and

comments are not regarded separately between waves, however, it is interesting to note that,

within the time frame, the ‘first wave’ of wildfires in Australia in 2020, was mainly discussed

within the r/climatechange community, whereas the ‘second wave’, about half a year later

in California, was mostly discussed within the subreddit of climate change skeptics.

The overall data set consists of 1,543 comments, written by 572 di�erent authors,

and belonging to 115 threads. In total, 7 threads did not contain discussions on the 2020

wildfires, but the word ’fire’ was, for example, used in a metaphorical way and one original

submission was deleted, which is why the information about the structure of one thread

is incomplete. Comments belonging to these 8 discussion threads were excluded from the

analyses. The sample only consisting of comments that refer to submissions dealing with

the 2020 wildfires includes N = 1,442 comments written by 539 di�erent authors. These

comments belong to 107 di�erent threads that were triggered by submissions from 58 dif-

ferent authors. Out of the 107 original submissions, a subset of 20 submissions opposes the

mainstream opinion of the respective subreddit, for example, climate change skeptics post-

ing misinformation in r/climatechange or people trying to oppose climate change skeptics
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and convince them of the scientific consensus in r/climateskeptics.

Measures

Manual Content Coding - Deliberative Quality

The content of 107 threads (the full sample), including the original submission

and all related 1,442 comments was manually coded using a systematic manual content

analysis approach (Herring, 2009; Mayring, 2014). To assess the deliberative quality of a

discussion thread, an adapted, context independent, coding scheme on the basis of Friess

et al. (2020)2 was used, which follows a similar scheme to the established and widely used

Discourse Quality Index (DQI) by Steenbergen et al. (2003). Similar to the approach

of Esau et al. (2020) all core criteria of deliberative quality (argumentation, respect and

reciprocity) are included but also the additional criteria of empathy, emotion and humor

were coded. Furthermore, the overall expressed stance on the relationship between climate

change and the 2020 wildfires was coded for each comment to allow the exploration of the

relation between deliberative quality and evidence-based communication. For an extensive

description of categories, see the codebook in SI ??. The coded categories with summary

statistics for both subreddits are displayed in Table 4.

In line with the content coding procedure of Esau et al. (2020), the full sample of

1,442 comments was coded by the principal investigator. The inter-rater reliability was

computed for all variables within a subset of 300 comments from both communities after

the consultation of a trained second coder. There are overall very high agreement rates,

however, some criteria come with highly skewed base rates3. To display agreement rates

transparently in context, the agreement rates, base rates and a robust indicator of inter-

coder agreement for skewed base rates, as suggested by Xu and Lorber (2014) are presented

in Table B2.

2Unpublished coding scheme provided by the authors.
3Agreement for categories with very low frequency of appearances is heavily penalized by agreement

indicators such as Krippendorf’s Alpha and Cohen’s Kappa. For example, both raters do not find a single
example of racism (inverted sub-criterion for respect) which gives us an agreement rate of 1 (100% agreement)
with a zero-base-rate of 1 (100% zero scores) and a Krippendorf’s Alpha of 1 (perfect agreement). Instead,
in one out of 300 comments, one rater finds an example of sexism, which the other rater does not agree with
(this rater does not find any examples of sexism). While still having a very high agreement rate (above 0.99,
99% agreement), in this case, Krippendorf’s Alpha drops to 0, due to a highly skewed base rate (1:299).
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For the further analyses, I focus on the three core components of argumentation,

reciprocity and respect which were constructed as summary scores from the raw categories.

More details on the content coding procedure and the construction of scales can be found

in the SI.

Computational approaches to assess deliberation

Structural complexity. As outlined previously, Gonzalez-Bailon et al. (2010)

assess patterns of deliberation in an automated form, using hierarchical network analysis.

Their e�cient structural measure of deliberative quality based on the dimensions of width

and depth of discussion threads was also used and refined by other researchers (Aragón

et al., 2017; Gómez et al., 2008).

In order to determine the width of discussions, the maximum width was calculated

as the maximum of the sums of in-degrees of comments on each depth level within the

discussion thread, which corresponds to the approach of Gonzalez-Bailon et al. (2010) (see

Figure B3). A high in-degree is an indicator for many replies and the involvement of many

di�erent people in the discussion. In order to identify the depth of discussion threads, the

longest path metric was used within each thread. The relation of depth and width across

both subreddits and waves, taking into account the overall size of a discussion thread, is

displayed in Figure B1. The combined measure of discussion complexity, the multiplication

of width and depth was used.

Textual features. To construct an alternative and particularly easy-to-use com-

putational measure to assess the deliberative quality of online discussion, I focused on simple

textual features of the discussions. Building upon the literature on online deliberation and

following previous recommended operationalizations of online deliberative quality (Janssen

& Kies, 2005; Jennstål, 2019; Schneider, 1997), I chose the number of comments a submis-

sion receives as measure of reciprocity, the mean length of comments within a thread as -

arguably very rough - measure of argumentation, and an easy to use toxicity classifier that

is implemented in Google’s Perspective API (Votta, 2019) as inverse measure of civility or

respect.

While the measures appear to be very rough proxies, I assume that they have two



ASSESSING ONLINE DELIBERATION 14

advantages over the structural measures of deliberation. First, they do not require the

reply-to structure of discussion threads which is often not explicitly retained when col-

lecting discussion data from the web, especially if the data was initially collected for the

purpose of manual content coding. Second, the three measures operationalize three distinct

dimensions of deliberative quality and are therefore more closely aligned with the theoretical

conceptualization of online deliberation than a summary measure of discussion complexity.

Analytical Strategy

The major research question regards how di�erent computational measures of de-

liberation relate to established content coding criteria. To explore the between-paradigm

relationships, first, bivariate correlations were calculated separately for all measures to

provide first insight into the strength and direction of the relationship between each com-

putational measure and their corresponding manual measure, irrespective of any additional

information.

Furthermore, to explore how di�erent automated measures can, in combination,

predict manual criteria of deliberative quality, various multiple regression models were cal-

culated. The predictor variables can correlate and contribute in di�erent degrees to the

prediction of the outcome variable. Therefore, these models can provide information on

whether certain computational measures carry redundant information or whether the ex-

planation of an outcome benefits from the combination of di�erent computational measures.

To prevent overfitting4 and prioritize parsimony of the models, lasso regression mod-

els were calculated in addition to conventional linear regression models. Applying lasso

(least absolute shrinkage and selection operator) regularization to regressions aims to im-

prove the prediction accuracy and interpretability of regression models while reducing the

set of variables in a model. Lasso prevents overfitting by forcing the sum of the absolute

value of coe�cients below a constant to shrink certain coe�cients to zero and exclude them

from the model (Tibshirani, 1996). The optimal penalty parameter lambda was selected

using cross-validation.

The predictive performance of a regression model is usually reported by summariz-
4Including too many variables into a model that can then well predict the data but will hardly generalize

to other data.
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ing how close on average predictions are to their expected values using various error metrics

(Brownlee, 2021). Beyond the regression coe�cients and the overall coe�cient of deter-

mination (R2), the RMSE (root-mean-square error) as measure of the di�erences between

predicted and observed values is reported based on a training data set that contains 80%

of the data. Finally, the MSE (mean square error) is reported based on a test data set

containing 20% of the data, to allow an out-of sample evaluation of the lasso models.

When it comes to the comparison of deliberative quality and structural measures,

there is a trade-o� concerning the unit of analysis. While deliberative quality is assessed

on the comment level using systematic content analysis, structural measures can only be

assessed on the discussion thread level. The following analyses are performed on both levels

of measurement after the measures were transformed respectively (a) by computing mean

scores of quality criteria over the comments of a discussion thread, and (b) by using the

structural measures of the thread a comment belongs to. For consistency, all analyses in

the main text use comment level data while the respective analyses using thread level data

are reported in the SI.

Results

I start by describing the relationship between automated and manual criteria in

the form of bivariate, multivariate and regularized models. In a second step, I examine

di�erences between discussions of opposing ideological camps.

Concerning the within paradigm relationships, I find partially very high correlations

between structural and textual features, whereas correlations within the manually coded

criteria are comparably low. However, I do find two strong correlations between paradigms:

a positive bivariate association between argumentation (measured using content coding)

and comment length (r = 0.5) and a negative association between respect (content cod-

ing) and toxicity (Perspective classifier, Votta (2019), r = -0.5). Furthermore, reciprocity

(measured with content coding) is with r = 0.2 correlated with discussion thread depth.

A more detailed description of bivariate correlations between the automated measures and

the complete set of raw coding categories of deliberative quality dimensions can be found

in the SI (see Fig. B4).
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Figure 1

Bivariate correlations between computational and content coding measures

0.9

0.8 0.5

0 0 0.1

0.9 0.9 0.7 0

0 0 −0.1 0 0

0 0 0 0 0 −0.5

0 0 0.1 0.5 0 −0.2 0.3

0.1 0.1 0.2 0.1 0.1 0 −0.1 0

0 0 0 0 0 0 0.1 0 0.1

0 0 0 0.1 0 0.2 −0.2 0.1 0.2 0.1

0 0 0 0 0 0 0.1 −0.1 0 0 0

Thread Width

Thread Depth

Comment Length

Number of Replies

Toxicity

Respect

Argumentation

Reciprocity

Empathy

Emotion

Humor

St
ru

ct
ur

al
 C

om
pl

ex
ity

Th
re

ad
 W

id
th

Th
re

ad
 D

ep
th

C
om

m
en

t L
en

gt
h

N
um

be
r o

f R
ep

lie
s

To
xi

ci
ty

R
es

pe
ct

Ar
gu

m
en

ta
tio

n

R
ec

ip
ro

ci
ty

Em
pa

th
y

Em
ot

io
n

Bivariate Correlations − Comment Level Data

Computational measures 

Content coding

Note. Bivariate Correlations between variables; structural complexity, thread width, thread depth, comment
length, number of replies and toxicity are computational measures; respect, argumentation, reciprocity, em-
pathy, emotion and humor are measures from manual content coding; comment level data.

When considering di�erent automated measures in combination (see Table 3), the

unrestricted multiple linear regression models as well as the regularized lasso models largely

mirror the initial correlative results, especially regarding the prediction of respect using the

toxicity classifyer (Votta, 2019). However, when considering the argumentation dimension

of deliberative quality, the prediction seems to benefit from the inclusion of toxicity in

addition to the length of comments. In other words, the comment lengths seems to be

particularly indicative of deliberative argumentation in the absence of toxicity. Another set

of models that includes interactions between the variables is reported in the supplementary

information (see SI B1). The models mirror the previously described results and do not
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Table 3

Linear and Regularized Regression Models
Respect Respect Lasso Reciprocity Reciprocity Lasso Argumentation Argumentation Lasso

Thread Depth �0.02 0.33��� 0.26. 0.07� 0.03
(0.04) (0.04) (0.03)

Thread Width 0.03 0.16�� 0.05
(0.06) (0.06) (0.05)

Comment Length 0.04 0.04 0.06� 0.05 0.53��� 0.52
(0.03) (0.03) (0.04)

Toxicity �0.50��� �0.46. 0.05� 0.04 �0.18��� �0.17
(0.03) (0.03) (0.02)

Number of Comments �0.03 �0.28��� �0.06 �0.07
(0.07) (0.08) (0.06)

Opposing �0.03 0.05 0.04 0.01
(0.02) (0.03) (0.02)

R2 0.25 0.26 0.06 0.06 0.32 0.36
Adj. R2 0.25 0.06 0.31
Num. obs. 1442 1442 1442 1442 1442 1442
RMSE 0.87 0.87 0.97 0.97 0.83 0.79
MSE 0.72 0.98 0.80
���p < 0.001; ��p < 0.01; �p < 0.05

Note. Linear regression models estimated with HC2 robust standard errors using lm_robust() based on
comment level data. Lasso models estimated with glmnet() to implement regularization. R2 and RMSE in
lasso models calculated based on training data (80%), MSE based on test data (20%).

show any significant interactions.

Considering the summary measures of the models, in this sample of discussions,

the automated measures can predict di�erent criteria of deliberative quality to di�erent

extents. While the automated measures in combination, but especially the automated

toxicity score, explains about a quarter of the variance in respect, about a third of the

variance in argumentation can be explained by automated measures, especially the length

of comments (see Table 3 and B1). However, taking together all automated measures,

including the depth of comment threads, not even 10% of the variance in reciprocity can

be explained. The out-of-sample model evaluation metric of the MSE mirrors this pattern.

To address the secondary research question of whether discussions aligning with the

scientific consensus on climate change show stronger indicators of deliberation compared to

discussions among climate change skeptics, I exploited the community structure of Reddit in

which, on average, users self select into groups that align with their ideologies and interests

(Duguay, 2021; Jungherr et al., 2021).

According to the hand coded measure of deliberative quality, discussions in

r/climateskeptics are characterized by a lower degree of deliberative quality compared to
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discussions in r/climatechange. Considering the structural measure with the comments as

unit of analysis I come to opposite findings: discussions among people who self selected into

the climate change skeptic community are characterized by higher structural complexity

than discussions in r/climatechange, the community aligning with the scientific consensus

on climate change (see Fig. 2). However, when considering the threads as units of analy-

sis, the direction aligns with the finding of the manual content coding measure. This sign

change in the community e�ects for structural measures between the levels of measurement

is not surprising because large and complex threads contain many comments and are there-

fore weighted more strongly than less complex threads with fewer comments. However, this

finding shows that researchers using the measure of structural complexity for the assessment

of online discussions have to be very cautious with the level of analysis (see Figure B2).

In other words, in the sample of discussions on the 2020 wildfires and their relation

to climate change, the hand coded measure of deliberative quality rather appreciates the

discussions in r/climatechange as being more deliberative, whereas the structural measure

rather assesses the discussions among climate change skeptics as meeting criteria of de-

liberative structure. However, using textual features (comment length, number of replies

and toxicity) as automated measure instead, the finding that discussions in r/climatechange

show signs of higher deliberative quality aligns with the established content coding measure.

Based on the more fine grained manual measures, I further explored how specific

elements of deliberative quality compare between the communities of opposing ideology

when it comes to the community members’ stance on climate change. More specifically, the

question is whether discussions in line with the scientific consensus on climate change are,

for example, on average better justified and more respectful than discussions among cli-

mate change skeptics. On average, discussions among individuals exchanging views within

r/climatechange are characterized by a higher level or argumentation, respect and reci-

procity, the three core components of deliberative quality (see Table 4). The more inclusive

criteria of deliberative quality all su�ered from very low base rates. Keeping this limitation

in mind, there are statistically significant di�erences for empathy and the expression of

negative emotion, both being higher in r/climatechange.
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Figure 2

Online Deliberation Measurement Comparison

Note. For better comparability, metrics were standardized along mean and standard deviation. Points with
error bars (SE) indicate group centers of scatterplots, small points indicate comments. Linear fit line with
standard errors based on comment level data. Textual features measure as mean score of three features:
comment length, number of replies and toxicity (latter with negative sign)

Table 4

Di�erences in Deliberative Quality Criteria between Communities
Deliberation Argumentation Respect Reciprocity Humor Empathy Emotion N

r/climatechange 736
Mean 0.56 0.20 0.96 0.51 0.02 0.01 0.06
Std 0.17 0.15 0.07 0.50 0.13 0.06 0.15

r/climateskeptics 706
Mean 0.47 0.15 0.94 0.32 0.01 0.00 0.01
Std 0.17 0.13 0.08 0.47 0.08 0.02 0.06
t-value 9.80 6.23 4.96 7.66 1.83 2.88 7.93

p-value <.01 <.01 <.01 <.01 0.07 <.01 <.01

df 1439 1421 1399 1439 1254 880 999

Note. Comment level analysis: N = number of comments per subreddit.
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Discussion

In this study, I compared structural and simple textual features to an established

content coding scheme, while applying all measures to the same material, climate change

discussions dealing with the 2020 wildfires on Reddit.

As Gonzalez-Bailon et al. (2010) suggested, the structural complexity of online dis-

cussions is an e�cient measure to capture certain preconditions or meta-variables for delib-

eration: participation or engagement. Nevertheless, the analysis of discussions on the 2020

wildfires and their relation to anthropogenic climate change suggests that, even though very

scalable to the vast availability of online discussion data, structural measures do not capture

classic criteria of deliberative quality. Instead, certain simple textual features, the length of

comments and an out-of-the-box toxicity classifier, could be related to specific dimensions

of deliberative quality, namely argumentation and respect. The absolute levels of variance

determination are di�cult to interpret in the absence of meaningful comparisons. However,

keeping in mind the enormous paradigmatic distance of the measurement approaches and

the extreme simplicity of most automated measures, it is encouraging to observe R-squared

values between 0.26 for the complex deliberative quality dimension of respect and 0.36 for

deliberative argumentation. Another advantage of the applied simple text based measures

is that they place lower demands on discussion data, as they neither require any information

about the network structure, nor users’ methodological sophistication in handling network

data.

The theory of deliberative democracy values in-depth discussions and emphasizes

the value of sound justification of arguments. However, when purely relying on structural

measures of online deliberation, controversial discussions around false information or con-

spiracy theories—as it is the case for climate change skepticism—can be overrated in terms

of their deliberative value. The manual content coding approach, using components of de-

liberative quality from established coding schemes (Friess et al., 2020; Steenbergen et al.,

2003), allows for some human interpretation of, for example, incivility components like

sarcasm and irony as well as some degree of source quality. This approach appears to dis-

tinguish discussions of misinformation from discussion aligning with the scientific consensus

on climate change better than structural measures. However, it is still debatable whether
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deliberative quality, a procedural measure (Friess & Eilders, 2015), even if coded with a

sophisticated in-depth manual content coding scheme, captures whether a discussion has

‘democratic value’, is close to the current state of scientific knowledge or even approaches

socially desirable solutions. These questions are rather a matter of input and output analy-

sis, not a matter of the deliberative process itself. Therefore, it is in turn di�cult to accuse

simple computational measures of failing to make this distinction.

Quantifying complex characteristics such as argumentation and justification, but

especially respect and persuasion, with suitable automated markers is arguably di�cult.

While this work, in a way, demonstrates the simplicity of relating simple features to qual-

itative criteria, I would like to emphasize my concern, echoing other critiques (see e.g.

Beauchamp, 2020), that limiting the analysis to easily detectable features of online discus-

sions may risk biases in addition to the often ambiguous nature of automated measures.

Therefore, when applying automated measures as primary screening for the quality of online

discussion, a certain degree of caution and nuance is necessary. Evidence from this project

clearly suggests that the suitability of automated measures should be considered separately

between di�erent dimensions of deliberation. It appears unrealistic to capture ‘online de-

liberation’ or deliberative quality as overarching construct that can be operationalized in

one automated summary measure. While structural measures may map on participation

and engagement, the discussed text based measures are better suitable to capture other

dimensions of deliberative quality, namely argumentation and respect.

Conclusion

Considering the currently dominating aim of digital media platforms—keeping users

engaged—this analysis of discussion threads on Reddit suggests that discussions on the basis

of controversial information are, at least equally lively as discussion on the basis of scientific

facts, a finding that echoes previous research (see e.g. Bright et al., 2020; Vosoughi et al.,

2018). This dynamic arguably limits media companies’ motivation to pro-actively work

against misinformation and other harmful content. In consequence, research that monitors

the state of the public discourse online, for example to inform decision makers about how

to regulate problematic content, has to carefully consider issues of measurement and go
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beyond engagement focused metrics.

While communication research often requires the in-depth analysis of online dis-

cussions, for regulatory purposes, it is impossible to rely on manual content coding. If

regulators and/or platforms decide to optimize online environments for deliberation instead

of blind engagement, assessing dimensions such as (1) how many di�erent users participate

in discussions, (2) for how many replies does a discussion continue, (3) do comments go

beyond very short opinion expressions or pure emoji and (4) the level of toxicity, could be

a valuable, scalable starting point to shape online environments to better serve democracy.

While Tucker et al. (2018) mention the focus on the deliberative tradition in the

analysis of online communication for the lack of precise estimates for specific quantities of

interest, I argue that keeping the deliberative tradition as benchmark while systematically

assessing the value of automated approaches appears as promising way to enable meaningful

conclusions from large-scale online communication data.

Going forward, I would like to propose a strategy to automate the assessment of on-

line deliberative quality that literally unites established content coding with computational

approaches. In particular, a synthesis of past research e�orts of manual content coding

through a comprehensive machine learning approach could, in a way, recycle the countless

hours of work put into text labeling by trained coders. In principle, this approach is neither

a novel, nor a bold idea as Fournier-Tombs and MacKenzie (2021) have already demon-

strated a great proof of concept on their corpus of parlamentary speech acts and Ziegele

et al. (2018) were similarly successful in their automated analysis of online incivility using

hand coded social media and news comments as input for a machine learning model. Given

that, for example, the coding scheme by Steenbergen et al. (2003) was used, with slight

adaptations, on a great variety of platforms and contexts (e.g. Esau et al., 2020; Fournier-

Tombs & Di Marzo Serugendo, 2020; Friess et al., 2020), depending on the size and quality

of the labeled material, this common text corpus from previous projects of deliberative

quality analysis could, in principle, serve as input for machine learning models to classify

online discussion data along the core deliberative dimensions of argumentation, reciprocity,

respect and constructiveness. Such a trained model could then, in turn, be made openly

available for future assessments of the state of the public discourse online. In the course of
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a call for such unified research e�orts, I would like to echo Shin and Rask (2021) in that

“automated indicators are not the end of democratic assessment but the start of collective

learning” (p. 1204).
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Appendix A

Details on data structure and collection

The comment text was collected together with the reply-to structure (identified through

comment ids and parent-ids). Using this procedure, a network structure of nodes (com-

ments) and edges (reply structure) was built. Discussion (sub)threads were identified using

the network metric of weakly connected components. Within one API call, PRAW collects

either comments or submissions, not both belonging together. Therefore, these discussion

threads are considered as sub-threads, starting with root comments, comments directly

commenting a submission. Another API call collected the submissions that triggered the

root-comments. They were traced back using the parent-id of the root comments. In other

words, the mothers for all the small comment threads had to be identified in order to merge

sibling-threads together. In a manual step, the thread-sub-thread matching was validated.

To enable the assessment of deliberative quality of the discussion threads on the 2020

wildfires with network analytical methods, the submissions and comments were not only

collected in table format, but also saved as separate graph objects for each subreddit with

comments as nodes and the reply structure as directed edges. Discussion trees on Reddit

are an example of directed acyclic graphs (DAGs). The degree of a node is the number of

connections it has to other nodes. In this case, it describes how many comments replied

to a submission or comment. Usually, most of the comments get few to no replies while

some comments can have a high degree, therefore, greater visibility on the platform and

attract even more replies. This mechanism can result in the typical pattern of power-law

or fat-tail distributions in network data. The degree of a node within an acyclic discussion

tree, corresponds to the partial width of the discussion relating to one comment, or the

number of engaged individuals.

Appendix B

Details on Content Coding and Scale Construction

Respect was computed as summary score of the ten inverted incivility items (screaming,

insults, sarcasm, lie accusations, stereotypes, sexism, racism, vulgarism, paternalism and

threats). The component of argumentation was computed as summary score of the ‘ra-
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tionality’ items (argument, serious question, topic reference, rational, moral, balanced or

deliberative argument, additional knowledge and personal experience). This component also

captures whether a comment has a topic reference, a concept that for example Esau et al.

(2020) regarded as separate component. Concerning the reciprocity of a discussion, it was

coded whether comments referred to a specific user, all other users, some third party like

a media outlet or researchers whose material was cited in a post or comment, and whether

there was positive or negative reciprocity (agreement or disagreement with what was posted

previously). In line with agreement scores of the reciprocity sub-components, only the item

capturing reciprocity between participants of a discussion was used for the computation of

a deliberative quality score. Besides the core components of deliberative quality, an empa-

thy value was computed as mean of emotional empathy and cognitive perspective taking

and an emotion component, capturing the expression of negative emotion (fear, anger and

sadness). All variables were scaled (centered around the mean and scaled by their standard

deviation) to allow a more convenient comparison in the statistical models. The descriptive

statistics of the deliberative criteria, as well as the deliberation quality summary score, are

presented in Table B3.
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Abstract
Can we reduce toxicity in online communication using behavioral interven-
tions? Following the theoretical turn towards the role of empathy for demo-
cratic discourse, this preregistered survey experiment tests various changes
in an online discussion environments’ user interface (nudges) and an educa-
tive intervention targeting users’ motivation to engage in empathy (boost)
to reduce reply toxicity. Participants were recruited via Facebook Ads in the
United States and Germany to acquire a sample of N = 2,154 highly active
social media users. Based on their reported political attitudes, participants
were asked to comment on social media statements they likely disagree with.
Compared to the control group, neither the empathy or perspective taking
nudges nor the friction placebo reduced reply toxicity. Boosting decreased
reply toxicity to some degree but the e�ect was not robust against the inclu-
sion of covariates. However, all nudging interventions significantly increased
the length of replies. Overall, toxicity was highest among people with high
online activity. While reducing toxicity online does not seem to work via
simple changes in the user interface (nudging), more complex interventions
(boosting) appear more promising to preemptively reduce toxicity before
important voices are forced out of the public discourse online.

Keywords: Political communication, toxicity, empathy, perspective taking,
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Introduction

The public discourse is essential to public opinion formation and therefore, a crucial

element of any democratic system. However, the current state of the online public discourse

has given reason for concern, including phenomena of a�ective polarization and online hate

speech (Lewandowsky et al., 2020; Lorenz-Spreen et al., 2022, e.g.).
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The prevalence and severity of toxicity in online discussions varies between plat-

forms, contexts and measurement approaches (Coe et al., 2014) but there is large consensus

that discussion toxicity can have severe adverse e�ects on political trust and worsen percep-

tions of the political outgroup, thus fostering existing political divides (Bail, 2021; Chen,

2017; Mutz, 2016; Rossini, 2019). Furthermore, high levels of toxicity in online discus-

sions have the potential to skew the online public discourse and give more room to extreme

viewpoints, while the moderate majority and already marginalized people are discouraged

from discussing politics online (Bor & Petersen, 2022; Kim et al., 2021). Despite great

heterogeneity in definitions, many researchers conceptualize toxicity as rude, disrespectful,

or unreasonable speech that is likely to make people leave a discussion (Google, 2022).

This study tests interventions to increase the quality of online discussions by reduc-

ing reply toxicity. It builds upon deliberative democratic theory that emphasizes the value

of a reflective citizenry, capable of navigating conflicting arguments in political judgements

(Bächtiger et al., 2018; Chambers, 2003; Dryzek, 2002; Muradova, 2020). Following the the-

oretical turn towards the role of empathy for democratic deliberation (Morrell, 2007, 2010),

this study focuses on the e�ects of a�ective empathy and cognitive perspective taking.

Using behavioral science interventions, this preregistered survey experiment ‘nudges’

(Thaler & Sunstein, 2009)—by implementing changes to the user interface—and ‘boosts’

(Hertwig & Grüne-Yano�, 2017)—by targeting individuals’ motivation—two of the most

central criteria of constructive political discussions, respect and argumentation. Respect is

operationalized using the established machine classifier of online toxicity (Google, 2022),

whereas argumentation is approximated using the length of comments (Oswald, 2022).

Participants were recruited via Facebook Ads in the United States and Germany to

acquire a sample of N = 2,154 highly active social media users. Based on their reported

political attitudes, participants were asked to comment on social media statements they

likely disagree with.

Compared to the control group, neither the empathy or perspective taking nudges,

nor the friction placebo reduced reply toxicity. Boosting decreased reply toxicity to some

degree but the e�ect was not robust against the inclusion of covariates. However, all nudging

interventions significantly increased the length of replies. Overall, toxicity was highest
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among people with high online activity. While reducing toxicity online does not seem to

work via simple changes in the user interface, more complex interventions appear more

promising to preemptively reduce toxicity before important voices are forced out of the

public discourse online.

Theory

Toxicity in online environments

Definitions and operationalizations of comment toxicity (often also referred to as

incivility1) vary between studies. A unifying core element is the expression of disrespect

towards others (Chen, 2017; Coe et al., 2014; Sydnor, 2018) that can be understood as a

continuum from impoliteness as mild form to hate speech on the unacceptable end of the

scale (Chen, 2017). For example, toxicity can include expressions of disrespect to others by

using insulting, racist, sexist and xenophobic language or personal attacks. In this study,

toxicity is measured using an established machine learning classifier (Google’s Perspective

API) which is trained on online comment data to detect rude, disrespectful, or unreasonable

comments that are likely to make people leave a discussion.

Incivility in comments to political messages can also have an entertaining func-

tion, evoking more positive emotions than raw political information online (Kosmidis &

Theocharis, 2020). However, toxicity in political discussions among citizens can polarize

political opinion (Anderson et al., 2014) and decrease open-mindedness and political trust

(Borah, 2014). Therefore, changing public discourse norms towards less hostility and polar-

izing rethoric, especially on social media, was identified as important way to reduce partisan

animosity, a recently growing phenomenon with the potential to erode societal trust and

support for democracy (Hartman et al., 2022).

The salient public perception that the online political discourse is more hostile than

face-to-face discussions, is captured under the term ‘hostility gap’ Bor and Petersen (2022).

However, there is no evidence for the hypothesis that online environments can make any-

one a ‘troll’2, for example through platform characteristics like anonymity. Instead, Bor
1The terms toxicity and incivility are used interchangeably throughout this manuscript.
2A person who frequently posts inflammatory, insincere, digressive or o�-topic messages on social media,

in online forums or comment sections (Wikipedia, 2022)
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and Petersen (2022) found that specific individuals with more extreme viewpoints deliber-

ately decide to engage in hostile online discussions. Apparently, they behave equally hostile

online and o�ine but gain more visibility through the public nature of online spaces. Ac-

cordingly, the fact that aggressive discursive strategies can be pursued with low cost and

low possibility of sanctions online specifically attracts status-seeking individuals with hostile

communication habits into online environments (Bor & Petersen, 2022).

Kim et al. (2021) found similar patterns of selection into toxic commenting on social

media. More specifically, they found skewed participation in online political discussions:

those who select into commenting are, on average, more interested in politics, have more

polarized opinions and use more toxic language. Furthermore, they provide evidence for

an inherently problematic logic of social media, namely that toxicity drives engagement on

social media. For example, toxic comments attract more ‘likes’ on Facebook.

Empathy and perspective taking from a psychological perspective

In short, empathy lets individuals share emotions while perspective taking is a cog-

nitive mechanism of understanding others (Stietz et al., 2019). While empathy and per-

spective taking are, strictly speaking, two separate psychological processes, they are often

conceptualized as two sides of the same coin.

Social psychological work on inter-group perspective taking identifies a broad set of

positive e�ects of actively imagining others’ experiences, perspectives and feelings: more fa-

vorable implicit and explicit intergroup evaluations, positive non-verbal behaviors, reduced

reliance on stereotype-maintaining mental processes, heightened recognition of intergroup

disparities as well as the reduction of intergroup conflict (Klimecki, 2019; Todd & Galinsky,

2014). They emphasize that the psychological mechanisms can be both, a�ective by evoking

empathy, and cognitive in the form of shifts in attributional thinking and merging of mental

representations of the self and the other.

Epley and Caruso (2009) highlight that perspective taking is rarely automatic but

needs to be activated explicitly in most cases. They identify three critical barriers to e�ective

perspective taking: activating the ability of mental simulation, adjusting an egocentric

default, and accessing accurate information about others.
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Empathy can be understood as natural antidote to aggression (Lim et al., 2015).

However, face-to-face settings might evoke empathy and perspective taking to a greater

extent than online settings (Baek et al., 2012). Coupled with the observations of Kim et al.

(2021) on social media dynamics that structurally foster toxicity, this implies room and

relevance for designing online interventions.

Empathy and perspective taking from a public discourse perspective

In line with their desirable e�ects on intergroup relations, the concepts of empathy

and perspective taking have also been receiving growing attention from political theorists

as important elements in a healthy public discourse. Already Hannah Arendt argued that

perspective taking is essential for democratic opinion formation.

By considering a given issue from di�erent viewpoints, by making present to my mind
the standpoints of those who are absent. ... The more people’s standpoints I have
present in my mind while I am pondering a given issue, and the better I can imagine
how I would feel and think if I were in their place, the stronger will be my capacity for
representative thinking and the more valid my final conclusions, my opinion. (Arendt,
1968, p. 237)

In order to bridge psychology and political theory, Muradova (2020) proposes a

theory of perspective taking in deliberation. Similar to personality psychologists, she con-

siders perspective taking as both, dispositional characteristic of a person (trait) and as

state, which can be activated in specific situations. Institutional features beneficial for

perspective taking in political discussions are a diversity of viewpoints as well as the combi-

nation of fact-based argumentation and storytelling. Using interviews and survey data, she

finds a positive relationship between dispositional perspective taking and reflective political

judgements and suggest perspective taking as mechanism by which deliberation produces

more reflective political judgements. However, the experimental setup did not allow explicit

conclusions about this triangular relationship because it was unclear whether deliberation

actually induced the mediating perspective taking process.

Seemingly conflicting findings on the e�ects of exposure to opposing political views

through digital media (Bail, 2021; Levy, 2021) may, in part, be explained by individual

di�erences in perspective taking abilities. Mutz (2006) found increased political tolerance

for those with high levels of perspective taking ability when confronted with cross-cutting
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views, while she found decreased tolerance among those with low perspective taking ability

(Mutz, 2006).

Monti et al. (2022) find that messages including empathetic expressions of support

(broadly defined as ‘giving emotional or practical aid and companionship’) are e�ective

at inducing opinion change in online discussion forum on Reddit in which people explic-

itly try to change each other’s opinion3. While political discussions among citizens are

mostly considered as processes of reasoning with a focus on cognition and communication,

also internal processes of reflection are fundamentally necessary, for example, to establish

tolerance, respect, openness, and reciprocity between individuals (Krause, 2008; Morrell,

2010).

Previous research considered perspective taking and empathy mostly as outcomes

of public deliberation (Grönlund et al., 2017). This study focuses on the procedural compo-

nent, namely the e�ects of empathy and perspective taking interventions on the deliberative

quality of communication with a particular focus on reply toxicity and the length of com-

ments as proxy for argumentation.

Empathy and toxicity in prior experimental work

Morrell (2007) argues that increasing citizens’ empathy should be an important

part of democratic education. Fortunately, previous research demonstrates that empathy

can be developed through interventions (Batson, 2010; Taylor et al., 2019). However, most

experimental evidence on the link between empathy and democracy focused on the e�ects

of empathy interventions on a specific set of democratic outcomes.

For example, in the context of a mega study on interventions to reduce out partisan

animosity (Voelkel et al., 2022), an intervention targeting the belief in the utility of cross-

partisan empathy by Santos et al. (2022) was among the most e�ective interventions to

reduce partisan animosity. In their study, the authors provided an educational text about

the benefits of empathizing with the partisan outgroup. Then, participants were asked to

write about how empathy can be useful in competitive contexts and how they could be more

empathetic going forward in their own lives. Also when considering other projects within

3https://www.reddit.com/r/changemyview/
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the multi-intervention study by Voelkel et al. (2022) ‘two variables stood out as statistically

mediating the e�ects of many interventions on partisan animosity: empathy toward, and

perceived similarity to, outpartisans’ (p. 8).

Regarding previous attempts to reduce online toxicity, experimental evidence is

very limited (Windisch et al., 2022). Overall, more work has been done on more severe

forms of online hate speech. For example, Munger (2017) developed a strategy to sanction

racist harassment on Twitter using counter speech that was deployed with the help of

bots. Hangartner et al. (2021) identified Twitter users who had engaged in xenophobic hate

speech and randomly assigned them to three counterspeech strategies: empathy, warning

of consequences, and humor, or to a control group. They find that only empathy-based

counterspeech messages could consistently increase the retrospective deletion of xenophobic

hate speech and significantly reduce the prospective creation of xenophobic hate speech over

a 4-week follow-up period.

Existing content moderation strategies can be broadly split into two categories: ex

ante (preemptive interventions before content is accepted to be posted) and ex post (mod-

eration or counter speech after publication), with the latter dominating current moderation

practices (Grimmelmann, 2015). Likewise, most existing experimental interventions focus

on counter speech (Hangartner et al., 2021; Munger, 2017), reacting after hate speech took

over the conversation. However, (Kim et al., 2021) demonstrate experimentally that ex-

posure to toxic language in comments increases the toxicity of subsequent comments—a

finding that highlights the value of developing preemptive interventions.

Few researchers explored the potential of ex ante interventions but some found

that posting community rules increased rule compliance in Reddit forums (Matias, 2019),

that the sentiment of posts can be enhanced by CAPTCHAs containing stimuli to prime

positive emotions (Seering et al., 2019), that users write more constructive feedback when

treated with an empathy-based intervention (Wu & Bailey, 2021) and that prompting the

consideration of both pro and con perspectives can contribute to a healthier debate online

(Kriplean et al., 2012).

A mid-level strategy are interventions at the time of content creation such as prompts

to reconsider o�ensive messages during their creation. Such interventions require real-time
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analysis of text and immediate feedback (Katsaros et al., 2022) and are based on the as-

sumption that people are in highly emotional state when writing o�ensive messages online.

While already adopted by several social media companies, such real-time interventions are

subject to severe novelty e�ects. Even though e�ective for those first exposed to the in-

tervention, the rate of message revisions and cancellations decreases for each additional

exposure to the intervention (Katsaros et al., 2022). This highlights the potential of educa-

tive boosting interventions that target individuals’ motivation and cognitive competencies

with more persistent e�ects across time and contexts (Hertwig & Grüne-Yano�, 2017).

According to the literature on descriptive social norms (Cialdini & Trost, 1998),

an e�ective preemptive intervention strategy might also have spillover e�ects (Thogersen,

1999) to the overall online public discourse. The interventions might not only a�ect those

who directly receive them but also those who observe a more respectful online discourse

and adjust the toxicity of their contributions. Taken further, this logic counteracts the

exclusionary dynamic of online toxicity that pushes already marginalized individuals out of

the discourse. Considering injunctive norms, for example, if community rules are announced

in online forums, not only the behavior of established users can change, but also more civil

individuals are encouraged to participate actively Matias (2019).

In this project, I develop a first preemptive intervention strategy to reduce toxicity

in political online discussions. Connecting to the literature on behavioral science interven-

tions, in this project I juxtapose ‘nudging’ interventions that focus on simple but rather

intransparent changes in the online environment to ‘boosting’ interventions that target indi-

viduals’ motivation and competences in a more transparent and arguably more sustainable

way (Hertwig & Grüne-Yano�, 2017). Furthermore, as some forms of friction nudges, inter-

ventions to slow down communication, have already been piloted on social media platforms

(Binder, 2020), the empathy and perspective taking interventions are tested against a simple

friction placebo as second control condition.

Building upon the existing literature on empathy and perspective taking in the

online public discourse, I test four main hypotheses (See further non-directional and ex-

ploratory hypotheses in the Pre-Analysis Plan (PAP) under https://osf.io/ym3b2).

• H1: Subjects assigned to an intervention write comments with lower levels of toxicity
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Figure 1

Study Design.

Manipulation 
check,

Perceived
legitimacy of

statement

Measure 
topic 

attitudes
R

T1: Perspective taking 
prompt

T2: Empathy prompt

Control 2: No prompt

Assign statements
according to revealed
attitudes to maximise 
disagreement

Outcome

Topics :
• Climate change
• Refugees
• Abortion
• Gender-neutral 

language Exposure to 
controversial 

statement

Treatment

Open 
comment

Repeat with 3 for participant controversial statements (randomized order), 
holding treatment condition constant R

Randomized 
allocation with 
equal probability

T3: Empathy & legitimacy 
boost

Control 1: Friction 
Placebo

Reply 
Toxicity

Comment 
length

Seed Statements

than the control group.

• H2: Subjects assigned to an intervention write longer comments than the control

group.

• H3: The e�ect of the intervention is moderated by the attitudinal distance to the

statement.

• H4: The comments of people with high self-reported online activity are more toxic

than the comments of people who report to be less active online.

Materials and Methods

Study design

This study was designed to test interventions to reduce the toxicity of online commu-

nication, either through small changes in the online environment, or through the provision

of educational information on the potential of empathy for constructive public discourse.

The study was conducted in the form of a preregistered online survey experiment includ-

ing various covariates. For example, interpersonal di�erences in commenting were explored

along demographics, attitudes, and other reported online behaviors.
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Participants were confronted with controversial statements (3 out of 6 statements,

representing rather extreme positions on 3 di�erent policy relevant topics that bear conflict

potential within the German and/or US public discourse: climate change, refugees, gender-

neutral language (Germany only) or abortion (US only), see SI Fig. 5), as they could

typically be found on social media platforms with the potential to trigger escalations of

toxic comments. By deliberately allocating participants to statements they likely disagree

with, based on their previously stated attitudes, the aim was to ensure disagreement between

the view presented in the statement and the opinion of the participant.

Before participants commented on the statements, one group was prompted to take

the perspective of the author of the opposing post and to think about possible reasons the

author thinks this way (cognitive perspective taking), one group was prompted to try to

create a sense of empathy with the author and reflect on how the author might feel (af-

fective empathy), see Fig. 2. The control group did not receive a prompt while a fourth

group received a friction placebo, a prompt to take a deep breath before answering. Prior

to reading the provocative posts as a form of educative boosting intervention (Hertwig &

Grüne-Yano�, 2017), a fifth group read a short educative text about the potential of em-

pathy for democratic discourse and the distinction between legitimate opinion and harmful

content online. A distraction task (selecting their favorite emoji and the most o�ensive

emoji from a list, amusing results see SI Fig. A21) to separate the boosting intervention

from the outcome measure, was presented to all participants. Participants were assigned

to one of the treatment or control groups with equal probability, 1/5. Furthermore, it

was tested whether the e�ect of the intervention depends on the attitudinal distance to

the statement. To assess the e�ectiveness of the interventions for those individuals who

would, in real life, likely select into engaging with opposing views, individuals’ self-reported

tendency to engage with conflicting information online was assessed.

A concept that is theoretically independent of political issue attitudes but in practice

closely related, is the perceived legitimacy of political statements. The general perception of

a statement as, in principle, legitimate political opinion can be understood as precondition

for fruitful engagement with it in the public discourse. If one perceives a statement as

illegitimate, for example, because it contains hate speech or is perceived as purely o�ensive,
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Figure 2

Intervention Materials.

Before you comment – Take a moment and try to 
create a sense of empathy with the author of this 
comment. How does the person feel? 

Before you comment – Take a deep breath.

Before you comment – Take a moment to imagine 
yourself in the perspective of the author of this post. 
Why does the person think this way?

How to have better conversations

We all have disagreements from time to time. 
Sometimes it is hard to respect the position of others, especially when we fundamentally 
disagree with them. In such situations, it can be helpful to take a step back and try to 
understand the perspective of the other. This does not mean that we need to accept the 
view of the other person, but it helps to continue a respectful conversation. 

However, some opinions may be harmful or even illegal to say. It is therefore important to 
distinguish generally legitimate opinions from harmful, illegitimate claims, to not “feed the 
trolls” and unintentionally foster hate online.

An easy way to implement this in every-day life is: 
1. Avoid trolls, people who intentionally upset others online. 
2. Whenever you perceive a statement as generally legitimate, but it still makes you 

angry or upset, take a step back before you reply. Try to create a sense of empathy 
and take the perspective of the other, to keep a respectful and constructive 
conversation going.

Control 1: Friction Placebo

Treatment 1: Perspective Taking

Treatment 2: Empathy

Treatment 3: Boost

it may be the better communicative strategy to disengage with the sender of the statement

and move on. The heuristic of ‘not feeding the trolls’ is mentioned as important cognitive

strategy of ‘critical ignoring’, the competence of digital citizens to choose where to invest

one’s limited attention capacity online (Kozyreva et al., 2022). Therefore, in addition to

issue attitudes that are included as pre-treatment covariates, the perceived legitimacy of

the statements was measured post treatment and explored descriptively.

Measurement

The primary outcome variable of this study is the toxicity of comments, com-

putationally assessed using the toxicity measure within Google’s Perspective API (see

https://perspectiveapi.com/how-it-works/ for details) which is trained on online comment

data to detect rude, disrespectful, or unreasonable comments that are likely to make people

leave a discussion.

The secondary outcome variable is the length of comments, serving as proxy for the

level of argumentation taking place within one comment. Justifying the personal view in

response to a statement takes space, which should be reflected in the length of a comment.

These two outcome measures were selected based on previous work that identified

those two specific computational measures to correspond best to two core dimensions of
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deliberative quality: respect and argumentation (Oswald, 2022). While sign counts are an

open ended measure, toxicity ranges between 0 (non-toxic) to 1 (toxic). Automated toxicity

assessments were inspected manually with specific focus to the ends of the distribution,

comments with specifically high or low toxicity (see SI for a sample of comments with

toxicity scores).

To what extent empathy and perspective taking were induced through the treat-

ments was measured in a manipulation check consisting of the questions ‘For a moment,

I could share the feelings of the author.’ (a�ective empathy) and ‘I can understand the

perspective of the author.’ (cognitive perspective taking) with answering options ranging

from ‘strongly agree’ to ‘strongly disagree’. Trait empathy was measured using a 7-item

battery with items taken from SITES (Konrath et al., 2018) and the EQ (Baron-Cohen &

Wheelwright, 2004). An internally consistent scale that serves as a summary covariate was

constructed using item analysis and exploratory factor analysis (see SI Figs. A19 and A20

for more details).

More details on the measurement of other variables in the questionnaire and

experiment can be found in the supplementary information and the PAP under

https://osf.io/ym3b2.

Sampling and data collection

According to the selective exposure literature, most people avoid information that

challenge their pre-existing views online (Sunstein, 2002). Meanwhile, online toxicity seems

to be driven by a loud and active minority of users that does not shy away from conflict (Bor

& Petersen, 2022; Bright et al., 2019; Kim et al., 2021). To maximize external validity in the

sample, namely, to test interventions on a realistic target population, people who are highly

active on social media, data was collected using advertisement on Facebook (Neundorf &

Öztürk, 2021a, 2021b).

Ads were delivered through a conversion campaign without targeting. Data was

collected between July 28, 2022 and October 10, 2022. Two ad-sets were used: (1) German

speaking participants located in Germany and (2) English speaking participants located in

the United States. Each ad-set had a daily Budget of 35�. The survey was filled out by
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1,114 participants in Germany and 1,040 in the United States which resulted in a total of

5,481 comments written within the survey experiment in response to the opposing political

seed statements. The final sample size was determined by the conversion of the Facebook

ads campaign, because the research budget was fixed.

All participants viewed the same ad (see SI Fig. 8). To keep the appearance of the

ad consistent, comments to the ad that were written by other Facebook users were hidden

from participants. Once participants clicked ‘learn more’ on the advertisement, they were

directed to the survey, hosted on a Qualtrics page. Before starting the survey, participants

were informed about the length, objective and risks of the survey and provided written

consent. The study has been evaluated in accordance with the Hertie School’s Research

Ethics Review Policy and approved by the Hertie School’s Research Ethics O�cer on July

11, 2022.

Analytical strategy

For all experimental analyses, the di�erences in means are reported as post-hoc tests

from OLS regression models. One-way ANOVA and covariate adjusted one-way ANCOVA

results are presented as omnibus tests for the overall equality in means. I use HC2 robust

standard errors in all OLS models and report p-values from two-sided tests. The tests were

calculated using both outcomes: toxicity and comment length.

For covariate-adjusted models, covariates for inclusion were selected using lasso re-

gression with default options in glmnet. This selection was run separately for both outcomes.

The list of pre-treatment covariates for possible inclusion was the following: Age, gender,

education, language, political interest, political orientation, topic of seed statement, valence

of seed statement, topic attitudes, attitudinal distance, online activity, comment frequency,

tendency to engage with opposing views online, and trait empathy.

Participants assigned to the boosting condition who skipped the boosting text (sub-

mitted the page after less than 5 seconds) were considered together with the control group

as preregistered. This concerns a total of 5 individuals, reducing the boosting condition

to Nboost = 357 (Ncontrol = 411, Nempathy = 380, Nfriction = 376, Nperspective = 409). All

analyses are reported for the pooled sample with language included as covariate in the
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adjusted models. Descriptives about the subsamples are presented in the supplementary

information.

To test the moderation hypothesis 3, the attitude distance regarding the topic of

the post (ranging between 1 and 3) was considered as moderator. To test the descriptive

hypothesis 4, an online activity index was constructed, consisting of the self-reported use of

social media, the frequency of writing comments online and the frequency of engaging with

opposing views online.

Post-treatment variables such as the disagreement with a statement, perspective

taking, perceived empathy and the perceived legitimacy of the statement were considered

as a form of manipulation check but were not included in the hypothesis testing models to

avoid the induction of post-treatment bias.

Several diagnostic checks, as well as analyses of e�ect heterogeneity were performed

and are reported in the supplementary information. More details on the analytical strategy

can be found in the PAP under https://osf.io/ym3b2.

Deviations from the PAP

The PAP states that participants with survey taking times below 1/3 of the mean

survey taking time are excluded from the sample. However, this is arguably a very strict

threshold that leads to the exclusion of a considerable part of the sample (11.6%).

Instead, to maximize transparency, experimental regression coe�cients for the ad-

justed and unadjusted models are presented for various versions of the data: the raw data,

the sample using the survey taking time threshold defined in the PAP, as well as the sub-

set of respondents who pass the manipulation check—who disagree with the statement in

the first place and/or indicate to have empathized with the author of the statement or to

have taken the perspective of the author of the statement if assigned to a treatment group.

Results presented in text are based on the raw data.
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Results

Sample characteristics and data quality

Since a rather novel data collection method was used in this project, Facebook ads

without targeting in contrast to established social science panels and platforms, it is worth

reporting on a set of sample characteristics.

While there is relative balance regarding the distributions of gender (see Table 1)

and education (see SI Fig. A14), the age distribution of the sample is skewed towards

older participants (M = 66.18, SD = 12.42). This aligns with a recent finding that older

people are more active on Facebook, especially when it comes to sharing political content

(Moretto et al., 2022). Reported political orientation on a left-to-right scale is not skewed

to any side but reported political interest is comparably high (see SI Fig. A15). While

in Germany, most participants place themselves on the mid-point of the left-to-right scale,

political orientation reported by participants in the US appears more polarized towards

both ends of the scale.

Table 1

Sample
Gender Germany USA Total
Male 480 602 1082
Female 603 429 1032
Other 10 3 13
NA 21 6 27
Total 1114 1040 2154

Compared to average responses obtained from frequent survey takers in established

social science panels or survey taking platforms, data quality is comparably high. For

example, the mean comment length in the open text field in response to the political seed

statements was M = 152.5 signs (SD = 167.7). As this field contains the main outcome of

this survey experiment, the data collection strategy seems to be well suited to the research

objective. Furthermore, survey drop-out, NA-response and speeding was minimal (see SI

Fig. A17).

There was particular interest to maximize external validity of the experiment by
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testing the interventions at the actual target population, individuals who are highly active on

social media and who frequently write comments. Fortunately, the participant recruitment

strategy, involving Facebook Ads without targeting, resulted in a sample in which most

users spend ‘multiple hours daily’ online, use social media ‘multiple times per day’ and

write comments online ‘almost daily’ (see Fig A6). Furthermore, most participants report

to encounter opposing views ‘often’ online, and ‘sometimes’ engage with them in the form

of careful reading (‘often’) or commenting (‘sometimes’). On average, the sample tends to

enjoy countering opposing views online ‘a little’ (see SI Figs. A11 and A12).

More details on other covariates, such as reported trait empathy (SI Figs. A7),

agreement with the political seed statements (SI Fig. A13), perceived legitimacy of the

seed statements (SI Fig. A8), as well as information on the manipulation check (SI Figs.

A10 and A9) can be found in the supplementary information.

In summary, the sample consists of highly active social media users, many of them

older, with high political interest but from both political camps, who opt into the survey

without external incentives and show high response compliance.

E�ects of interventions

The main directional hypotheses regard the quality of comments in response to

three treatments: a) receiving an emotional empathy prompt, b) a cognitive perspective-

taking prompt, or c) a boost. In all three cases, the hypotheses anticipated that treating

participants by assigning them to the empathy or perspective-taking condition would cause

them to write comments with lower levels of toxicity and longer comments than the control

groups.

E�ects on toxicity. There is no significant main e�ect of the treatments on

toxicity (H1), neither in the simple model, F (4, 5480) = 2.17, p = .07, �2 = .002, nor in

the covariate adjusted model, F (4, 5428) = 2.09, p = .08, �2 = .001. For di�erential e�ects

of treatment conditions and a summary of covariates see Fig. 4. While the unadjusted

regression model shows a statistically significant negative e�ect for the boosting condition

in the raw data (� = -0.04, p = .038), with people writing 8% less toxic comments compared

to the control group, this e�ect is not robust to the inclusion of covariates (see Fig. 4).
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Figure 3

Raw means of toxicity and comment length across experimental conditions. Note: error bars
represent standard errors. Toxicity ranging between 0 (non toxic) and 1 (toxic), comment
length represented as signs per comment. For means split between topics (climate change,
feminism and migration) see SI Fig. 11, for boxplots see SI Figs. 7 and 9

In the US sample, treatment e�ects appear as clear null, F (4, 2822) = 1.48, p = .21,

�2 = .002, whereas I do find a significant main e�ect on toxicity in the German subset of

the data, F (4, 2653) = 2.78, p = .025, �2 = .004 (see also SI Fig. A5). Here, participants

in the boosting condition write 8% less toxic comments than the control group.

As additional robustness checks, Fig. 4 also presents e�ects for di�erent variations

of manipulation check passes. However, caution should be taken when interpreting these

e�ects, as they can include post-treatment bias. For example, within a reduced sample in

which everyone disagreed with the political statement but those who were in a treatment

condition agreed to have experienced empathy or perspective taking to some degree, there

is a significant main e�ect on toxicity, both, in the simple model, F (4, 2182) = 4.08, p =

.003, �2 = .007, and in the covariate adjusted model, F (4, 2158) = 4.61, p = .001, �2 =

.008. Again, comments were less toxic in the boosting condition compared to the control

group.

E�ects on comment length. Concerning the secondary outcome variable, com-

ment length, as proxy for argumentation (H2), there is a significant main e�ect of the
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treatment, both, in the unadjusted model, F (4, 5480) = 6.29, p < .001, �2 = .005, and

in the covariate adjusted model, F (4, 5300) = 6.76, p < .001, �2 = .005. Post-hoc tests

suggest that all interventions that were delivered as prompts immediately after reading the

statement significantly increased comment length. Compared to the control group, com-

ment length in the friction group increased by 22 signs (95% CI [2.7; 41.5]), comments

in the empathy group were on average 21 signs longer (95% CI [1.8; 40.7]), and comment

length in the perspective taking group increased by 33 signs (95% CI [13.7; 52.1]). For

more details on the adjusted and unadjusted models regarding comment length, di�erent

subsamples based on manipulation check passes and survey times, as well as a summary of

included covariates, see Fig. 4. More information on regression diagnostics as well as e�ect

heterogeneity can be found in the supplementary information.

Attitudinal distance. There is no evidence that the e�ects of the interventions

are moderated by the attitudinal distance to the statement (H3), F (4, 5475) = 0.77, p

= .54, �2 < .001 (see also SI Fig. 12) but there is a significant main e�ect of attitude

distance, F (1, 5475) = 21, p < .001, �2 = .004. Those with more strongly opposing views

against the presented political statement write more toxic comments compared to those

with smaller attitudinal distance to the statement. However, it is important to note that

attitude distance was not randomly assigned.

Online activity. Regarding hypothesis 4, there is descriptive evidence that the

comments of people with high self-reported online activity are more toxic than the comments

of people who report to be less active online, � = 0.05, p < .001 (see also SI Fig. 12). For

example, when applying a binary split to the online activity scale, people with self-reported

online activity levels above the scale midpoint write 4% more toxic comments compared

to those with activity levels below the scale midpoint. Comparing the lowest and highest

quantile individuals of the online activity distribution, there is a 9% di�erence in reply

toxicity.

Further descriptive analyses

Toxicity levels were significantly higher in responses to political statements on fem-

inist issues and migration compared to climate change related comments, F (2, 5482) =
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Figure 4

Regression Models of Toxicity and Comment Length across Experimental Conditions and
Data. Note: continuous regression coe�cients were scaled by dividing by two standard
deviations as suggested by (Gelman, 2008) to allow direct comparison between binary and
continuous variables. Legend represents comparison of di�erent subsets of the data: raw
data, ‘disagree’ - subset of replies for which individuals expressed to have disagreed with the
seed statements, ‘manipulation’ - subset of replies for which individuals, if assigned to a
treatment condition, have indicated to have empathized with or taken the perspective of the
author of the seed statement, ‘disagree + manipulation’ - stricter subset requiring both of
the above conditions, ‘answering time PAP’ - subset of individuals with survey taking times
above 1/3 of the mean survey taking time.
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19.28, p < .001, �2 = .007 (see also SI Fig. A4).

Furthermore, toxicity of German comments was assessed to be significantly higher

than the toxicity of US comments written in English, t(4919) = 21.997, p < .001 (SI Fig.

A1). However, it is unclear whether this is a true di�erence between participants’ responses

in the US vs. Germany, or a model and/or language specific di�erence within Google’s

Perspective API. To explore this question, I machine translated random samples of 1000

German and 1000 English comments to the respective other language using the DeepL API

(Zumbach & Bauer, 2021). While the machine translation absorbed toxicity to a great

degree in both samples, the substantive toxicity di�erence between the original German

and English comments disappeared after translation and even reversed (toriginal(1915) =

11.8, p < .001, ttranslated(1765) = -6.7, p < .001, see SI Fig. A3). This suggests that the

toxicity gap between the original German and English comments is rather language specific

to Google’s Perspective API but does not reflect a substantive di�erence which makes it

advisable to include language as control variable when examining treatment e�ects4.

Concerning attitudes toward political topics, respondents show clear tendencies

about feminist issues: pro-abortion attitudes in the US sample and anti-gender-neutral lan-

guage attitudes in the German sample. However, the issues migration and climate change

that were answered in both countries show greater variance. While Germans rather agree

with the statement ‘Immigrants should stay out of our country.’, participants in the US sam-

ple predominantly disagree. Climate change appears to be a more polarizing issue in the

US sample, while the attitudes for Germany are mixed on the statement ‘Climate change

is one of the greatest threats to humanity.’ (SI Fig. A13).

The perceived legitimacy of statements varies between issues (see SI Fig. A8). For

example, most Germans who are presented with the gender-neutral language devaluing

statement5 perceive it as fully legitimate. However, the opposite is the case for abortion

in the US. Both, the issue devaluing statement6 and the statement framing the issue as

4and, potentially, to consider implications of the language specific assessment gap for automated content
moderation using Google’s Perspective API

5"I don’t give a shit about gender-neutral language – this whole thing is completely exaggerated! Why
should I change the way I speak now when we’ve gotten along all these years?"

6"I don’t give a shit about abortion rights – this whole thing is completely exaggerated! If women are
careless, it’s their problem to deal with the consequences."



REPLY TOXICITY AND EMPATHY 21

priority7 are predominantly perceived as ‘not at all legitimate’ (see SI Fig. A8). When

limiting the sample to cases in which participants perceived the statements to be generally

legitimate, there is no significant main e�ect of the treatment on toxicity, F (4, 2262) =

2.18, p = 0.07.

Discussion

Understanding the role of empathy and perspective taking for a healthy public

discourse is an ambitious endeavor. This study contributes first evidence on the potential

of interventions to preemptively reduce toxicity in online political discussions.

Apparently, it is not easy to change the tone of online comments with the help

of small changes in the user interface. I find consistent null e�ects on toxicity for all

interventions that were delivered in the form of prompts or ‘nudges’ (Thaler & Sunstein,

2009). This aligns with recent findings on publication bias in the research on nudges in

various domains (Maier et al., 2022).

However, the picture is less clear for the more complex and transparent educative

boosting intervention that targets individuals’ understanding of the value of empathy in

discussions involving conflicting arguments, and therefore, their motivation to engage in

empathy and perspective taking. The fact that boosting e�ects increase consistently with

more strict requirements (e.g. longer survey taking time and passing the manipulation

check) is in line with the notion that motivation is inherently necessary for boosting inter-

ventions to be e�ective (Hertwig & Grüne-Yano�, 2017).

Significant e�ects in the boosting condition could imply that the intervention

changed participants’ understanding of disagreement in conversations and the role of empa-

thy and perspective taking to continue constructive discussions which led them to apply the

strategies proposed when replying to the provocative comments. However, boots may also

simply have an advantage over nudges due to greater length and therefore, higher treatment

dosage.

Regarding the implied mechanism, it is important to note that the specific boost used

in this study mainly targeted users’ motivation to engage in empathy, rather than training
7"I really don’t get how people can be so ignorant about abortion rights! We have to support women

with unwanted pregnancies – provide information and free, unbureaucratic abortion care everywhere!"



REPLY TOXICITY AND EMPATHY 22

the cognitive competences necessary to engage in empathy. Developing these competences

would be the logical next step in future projects.

In Germany, the boosting condition reduced reply toxicity compared to the control

group. This marginal finding coincides with the fact that political orientation appeared

less polarized in Germany. However, at the same time, overall toxicity levels assessed post-

treatment by Google’s Perspective API were higher in Germany than the US. However,

this country specific toxicity gap appears to be rather language model specific to Google’s

Perspective API rather than reflecting a substantive toxicity di�erence between the German

and US comments.

Generally, toxicity levels should not be considered in absolute terms because of

an artificial survey setting and because previous research demonstrated that exposure to

toxic comments fosters further toxicity (Kim et al., 2021). Therefore the toxicity of seed

statements was considered (SI Fig. 6) and added as control to the adjusted models. Fur-

thermore, in everyday life, the perception of toxicity depends substantially on individual

characteristics (Kenski et al., 2020) and contexts (Sydnor, 2018). The results of this study

are based on an operationalization of toxicity that focuses on disrespectful tone and word

choice. However, others argue that related concepts, such as intolerance and antidemocratic

attitudes can also be expressed without the use of profane language (Rossini, 2019).

The finding that reply toxicity was higher among people with high self-reported

online activity closely aligns with research on selection e�ects into toxic commenting (Bor

& Petersen, 2022; Kim et al., 2021) which gives reason for concern about the role of social

media discussions for the discourse in democratic publics such as Germany and the United

States. Those who select into active engagement appear to spread more toxicity than the

majority of usually passive users (Oswald et al., 2022), skewing the public perception of

salient political issues and discourse norms (Bor & Petersen, 2022).

Another interesting contribution to the literature on social media design changes is

the finding that the intervention purely inducing friction, slowing down the interaction, was

ine�ective in reducing reply toxicity. However, the ‘friction-nudge’ had similar e�ects as the

empathy and perspective taking prompts on comment length. In future iterations of the

project, the design of the study could be extended, for example, by using ingroup salience
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markers to improve the e�ectiveness of the empathy and perspective taking interventions

through mechanisms of social categorization.

Conclusion

Overall, despite the weak e�ects of most experimental treatments, especially the

prompt-based ‘nudging’ interventions, this study does not allow concluding judgements on

the role of empathy for democracy. Survey experiments, even when targeting the popu-

lation of interest, su�er from various threats to external and internal validity such as an

artificial survey settings, artificial materials, observer e�ects, sequence e�ects from previous

questions, survey fatigue etc.

The results for the boosting condition give reason for hope in democratic education

that emphasizes the role of empathy and perspective taking for public discourse. While this

study only provided a very short and abstract text, more complex interventions conveying

an understanding of empathy and practicing perspective taking in political discussions that

involve conflicting arguments—which are essentially the core of democratic deliberation,

should be explored by future research. Furthermore, going beyond the targeting of citizens’

motivation to engage in empathy but developing and training their cognitive competences

is an interesting next step for follow-up projects.

This study took a first important step in the research landscape on online toxicity

as it focused on the population of interest, highly active social media users that frequently

write comments online. I hope other researchers are encouraged to explore the potentials

of recruitment via social media advertisement instead of relying on frequent survey takers

in social science panels, to research the actual roots of the issue. Another novel step this

study took is the development of preemptive interventions that aim to reduce toxicity before

it becomes visible to other users where it can spiral towards more toxicity in subsequent

engagement.

While toxicity is a concept that is hard to universalize, both in terms of measurement

approaches and normative implications (Masullo Chen et al., 2019; Mutz, 2016), I regard

the development of interventions to reduce toxicity in online discussions as crucial endeavor.

Toxicity is not randomly distributed online but silences important voices in the discourse
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and predominantly forces already marginalized groups o�ine.

Data Availability Statement. Fully anonymized data and R-code will be made

available for future analyses and replication in an open data repository under https://osf.

io/379hz/.

Supplementary Information. Supplementary information, including experimen-

tal materials and supporting tables and figures can be found under https://osf.io/c86a3.
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Appendix A

Regression Diagnostics

The main results of this paper were presented in the form of linear models which imply

various diagnostic checks. The distribution of errors was checked for all models. A check for

heteroscedasticity suggested the use of robust standard errors which were used throughout

for consistency (HC2 robust standard errors). Furthermore, the presence of high leverage

observations was checked. For most models, at least some were found when using Cook’s

distance to perform this check. According to this definition, observations are labeled as

high leverage when they have a distance of greater than 4
Num.Obs . Further models without

these high leverage observations were estimated (see A1) but the results were substantially

the same.
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