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A B S T R A C T

Energy storage is a crucial flexibility measure to temporally decouple power generation from power demand
and is touted as the missing link in realizing a decarbonized energy system based on renewable energy. Energy
storage capacity buildup at all levels of the global energy system is expected to accelerate the decarbonization
process. To this end, a coherent mathematical framework to ascertain the carbon footprint of localized energy
systems with energy storage is indispensable. This article presents an open-source energy system simulation
program — Energy System Network (ESN). A variety of energy system configurations can be simulated with
the Python program, which incorporates key energy system components such as generation, grid, storage, and
loads. ESN features an integrated bottom-up approach that combines energy system modeling with streamlined
life cycle assessment techniques to quantify the carbon footprint of all components in a localized energy system.
The lifecycle phases of each component, including production, operation, and end-of-life treatment, can be
considered. Carbon footprint values are obtained for two demonstrative case studies with lithium-ion battery
applications: energy arbitrage and home energy systems. The metric Levelized Emissions of Energy Supply
(LEES) has been used to evaluate the carbon footprint of each application. An unconventional energy arbitrage
strategy designed to exploit the grid carbon intensity spreads instead of the energy price spreads manages to
achieve a LEES value about 17% lower than the conventional variant. The influence of rooftop solar generation,
battery energy storage system, and the energy management strategy on the LEES values for a home energy
system is explored. A maximum LEES reduction of over 37% vis-á-vis the base scenario was observed with
optimal energy management for the solar generation and the battery system. The open-source availability
of ESN can contribute to transparency, comparability, and reproducibility in carbon footprint assessments of
localized energy systems with energy storage.
1. Introduction

The rapid expansion of renewable energy sources is a central fea-
ture of the transition toward a decarbonized energy landscape [1].
Energy system simulation models allow for analyzing system behavior
and performance under different scenarios, considering factors such as
energy sources, grid characteristics, system configurations, and energy
management strategies. Energy system models are indispensable for
understanding and analyzing complex energy systems. Through sce-
nario analyses, policymakers, energy planners, and other stakeholders
can obtain detailed insights into system behavior for optimal resource
allocation [2]. A localized energy system comprises a combination of
actors, which can be grouped into generation, storage, grid connection,
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and load components. These components operate in tandem to ensure
energy supply and meet the specific needs of a particular application.

Energy storage is becoming increasingly crucial in integrating inter-
mittent renewables, meeting peak electricity demand, and maintaining
grid stability. Stationary lithium-ion BESSs are the leading technol-
ogy due to their high energy density, efficiency, service life, and
scalability [3,4]. With a favorable downward cost trend that further
accentuates their attractiveness, the capacity buildup and deployment
of these systems both continue to grow [5,6]. It is imperative to under-
stand and quantify their environmental impact, particularly in terms
of their carbon footprint. The carbon footprint of an energy storage
system comprises the total greenhouse gas emissions associated with
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Abbreviations

BESS Battery Energy Storage System
CO2 Carbon Dioxide Equivalent
CO2𝑒𝑞 Carbon Dioxide Equivalent
DEC Discharge Energy Consumption
DOC Depth of Cycle
EFC Equivalent Full Cycle
EMS Energy Management System
EOL End-of-Life
ESN Energy System Network
EV Electric Vehicle
GEC Grid Energy Consumption
GENEC Generation Energy Consumption
GWP Global Warming Potential
HES Home Energy System
LCA Life Cycle Assessment
LEC Load Energy Consumption
LEES Levelized Emissions of Energy Supply
PV Photovoltaic Solar
SimSES Simulation of Stationary Energy Storage Sys-

tems
SOC State of Charge
SOCI State of Carbon Intensity
SOH State of Health

Parameters

CFgen Capacity Factor of generation component
CIgen,exp,f ix Fixed component of the carbon intensity of the

exported energy from a generation component
CIgr,exp,f ix Fixed component of the carbon intensity of the

exported energy with a grid component
CIst,exp,f ix Fixed component of the carbon intensity of

the exported energy discharged from a storage
component

CIcht Carbon intensity of charging energy for BESS
at time t

CIst,expt Carbon intensity of exported discharge energy
from the storage at time t

CIES,expt Carbon intensity of the export energy at time
t

CIESt Carbon intensity of the energy at the central
node of the energy system at time t

CIgen,expt Carbon intensity of the energy exported from
the generation component at time t

CIgent Carbon intensity of the generation component
at time t

CIgr,expt Carbon intensity of the energy exported with
the grid component at time t

CIgrt Effective carbon intensity of the grid mix at
time t

Es,EV Energy supplied to the EV over the simulation
period

Es,H Energy supplied to the household over the
simulation period

Est,dch
l Total energy discharged by the storage tech-

nology over its service life

all its life cycle phases, which include production, operation, and end-
of-life treatment. Calculating the carbon footprint requires accounting
for numerous factors, including the energy mix used for charging the
2

Est
t Energy content of the storage component at

time t
Pgen,rated Rated peak power of generation component
Pgr,peak Peak power of the grid component
Pgen,can−runt Total power generation of all can-run genera-

tion components at the time t
Pgen,expt Exported generation power from generation

component at time t
Pgen,load,it Directly consumed power generated by gener-

ation component i at the time t
Pgen,losst Loss power of generation component at time t
Pgen,must−run
t Total power generation of all must-run gener-

ation components at the time t
Pgent Generation power of generation component at

time t
Pgr,expt Grid component export power at time t
Pgr,loadt Grid power directly supplied to the load at

time t
Pgr,losst Power lost in the grid section during transmis-

sion at time t
Pgrt Total grid power entering the system bound-

aries at time t
Pload,ct Power consumed by end-application in a load

component at time t
Pload,losst Load loss power at time t
Ploadt Load demand power at time t
Presidualt Residual power after factoring in total must-

run generation power at the time t
Pst,cht Storage component charging power at time t
Pst,dch,load,it Directly consumed power discharged from

storage component i at the time t
Pst,dcht Storage component discharging power at time

t
SOCIt State of Carbon Intensity (SOCI) at time t
SOCt SOC at time t
𝛥t Simulation timestep
𝜂gent Generation component efficiency at time t
𝜂grt Grid component energy efficiency at time t
𝜂st,cht Storage component charging efficiency at time

t
𝜂st,ch Storage component average charging effi-

ciency
𝜂st,dcht Storage component discharging efficiency at

time t
DOC Mean DOC over simulation period
SOCI Mean SOCI over simulation period
SOC Mean SOC over simulation period
𝜀BESS Total emissions of the BESS over simulation

period
𝜀DEC Total Discharge Energy Consumption (DEC)

emissions for the load over simulation period
𝜀GENEC Total Generation Energy Consumption

(GENEC) emissions for the load over
simulation period

storage systems, energy losses during charge and discharge processes,
storage degradation over time, and energy consumed for the production
and recycling processes [7].

Estimating the carbon footprint is essential to informed decision-
making in terms of the deployment of battery systems. A rigorous and
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𝜀LEC Total Load Energy Consumption (LEC) emis-
sions over simulation period

𝜀gen,EOL End-of-Life (EOL) phase emissions of the
generation component

𝜀gen,en Total energy emissions for energy from on-site
generation components

𝜀gen,exp Export emissions of the generation component
𝜀gen,op Operation phase emissions of the generation

component
𝜀gen,prod Production phase emissions of the generation

component
𝜀gr Total attributable emissions for the grid sec-

tion over simulation period
𝜀load,op Operation phase emissions attributable to the

load over the entire simulation period
𝜀load Total emissions attributable to the load over

the entire simulation period
𝜀st,EOL EOL phase emissions of the storage component
𝜀st,exp Total export emissions of energy discharged

from a storage component over simulation
period

𝜀st,op Total operation phase emissions for the storage
component

𝜀st,prod Production phase emissions of the storage
component

𝜀st Total emissions of the storage component over
simulation period

bstt Binary variable to prevent simultaneous charg-
ing and discharging of the storage component
at time t

cIDMt Energy price on the Intraday Market at time t
h Optimization time horizon h
m Number of generation components in the

energy system
n Number of storage components in the energy

system
p Number of load components in the energy

system
t Time t
𝑙𝑔𝑒𝑛 Expected service lifetime of generation compo-

nent in years

comprehensive analysis that captures the unique characteristics and ap-
plication scenarios is indispensable. Various simulation models exist for
modeling different aspects of the energy system with varying amounts
of focus on battery systems, some of which have been published in
open-source form. The following paragraphs briefly discuss the features
of some existing energy system modeling tools.

Python for Power System Analysis (PyPSA) is an open-source tool-
box developed in Python that provides functionalities for modeling,
simulating, and optimizing power systems using power flow calcula-
tions and multi-period optimization. It is mainly used to create mod-
els of power networks, which include generators, power lines, and
rudimentary storage systems. PyPSA can define and impose global
constraints on Carbon Dioxide (CO2) emissions during the optimization
rocess. CO2 emissions limits for different generation units can be
pecified by considering emissions factors associated with specific tech-
ologies [8]. EnergyPLAN is an open-source energy system modeling
ool that facilitates the analysis and optimization of energy systems —
rom localized to national energy systems. Its main features include
cenario analysis, renewable energy integration, energy system opti-
3

ization, and multi-sectoral modeling. It also enables the specification
of CO2 emission factors for different energy generation technologies
nd sectors. The tool uses generic energy storage models. Carbon
apture and storage can also be considered [9,10].

Calliope is an energy simulation Python tool designed to model
nd simulate national and urban scale energy systems designed to
ork with a variety of supply, transmission, storage, and demand

echnologies. The focus of performance evaluation is economic in na-
ure. The program always solves an optimization problem to obtain
he schedule for the energy system, and there is no possibility to
un user-defined operation strategies. Time-resolved handling of the
O2 emissions calculation for all components, especially for storage,

s not supported [11,12]. Tools for Energy Model Optimization and
nalysis (TEMOA) is another open-source modeling framework for
erforming energy system analyses and optimizations [13,14]. Temoa
s a linear optimization problem that minimizes the costs of energy
upply through the use of energy technologies and raw materials, such
s coal or biomass, over defined time horizons. Quantification of C02
missions from energy sources is also possible, albeit component-wise,
nd bottom-up time-resolved handling of the CO2 emissions, especially
or storage technologies, does not seem possible. The emissions can be
imited via constraints of the linear optimization problem. TEMOA is an
nergy system optimization tool, i.e., it does not let users define their
wn energy management strategies [13,14].

urbs is a Python-based generator for linear energy system optimiza-
ion models. The tool does not support user-defined energy manage-
ent strategies, and the modeling capabilities for energy storage are

lementary. The tool also does not support a very extensive CO2 emis-
ions calculation, especially for energy storage [15,16]. Oemof.solph is
nother open-source tool that can model and optimize energy systems
s a Python package. In the optimization, a minimization of emissions
an be defined as a constraint. According to the developers, the higher-
evel oemof (open energy modeling framework) can also minimize
O2 emissions from biomass power plants [17,18]. The Framework for

ntegrated Energy System Assessment (FINE) is another Python-based
pen-source framework that enables the analysis and optimization of
ntegrated energy systems. FINE can simulate energy systems ranging
rom localized to international. Entire electricity and natural gas grids
an also be simulated. In addition, FINE models storage systems to
somewhat greater extent of detail than PyPSA and EnergyPLAN.

sers can define CO2 emission factors for different energy generation
echnologies, and in addition to economic optimization, they can also
inimize CO2 emissions [19,20].

GridLAB-D is a C++-based open-source power distribution system
simulation and analysis tool that enables the simulation of electri-
cal distribution networks, including storage and distributed energy
resources. The tool does not provide built-in features dedicated to emis-
sions modeling, although limited analyses to analyze certain scenarios
are possible [21,22]. HOMER (Hybrid Optimization of Multiple Energy
Resources) is a tool for analyzing and optimizing hybrid renewable
energy systems. Its central capabilities include system optimization to
determine cost-effective configurations, modeling renewable resources
and loads, simulation and optimization of energy storage options,
economic analysis, and the ability to conduct sensitivity analysis and
explore different scenarios. Multiple commercial variants that deal with
specialized aspects of energy system modeling are available: HOMER
Pro, HOMER Grid, and HOMER Front. Homer Pro enables the calcu-
lation of CO2 emissions based on specific emissions of the individual
energy sources [23–25]. The System Advisor Model (SAM) is a tool
that can be used to model renewable energy systems. SAM includes
models for PV systems, storage systems of different types, and industrial
processes. The models can be used directly in the desktop application
and via application programming interfaces (APIs). CO2 emissions can
only be calculated in SAM in the Biomass Power model. Beyond that,
no CO2 calculations are carried out [26,27].

Distributed Energy Resource Value Estimation Tool (DER-VETTM)

is another option for the simulation and optimal design of microgrids,
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storage systems, and distributed energy resources (DERs). The open-
source tool is based on the StorageVET® tool, which can simulate
storage systems in particular. CO2 emissions are currently not modeled
by DER-VET. However, integration of emissions modeling into the DER-
VET optimization problem is planned, according to the developers [28].
Component-Oriented Modeling AND Optimization (COMANDO) is a
framework for the design and operation of energy systems. Within
COMANDO, an energy system is defined as a collection of different
connected components. The tool solves optimization problems for the
design and operation of energy systems. In contrast to other open-
source tools, COMANDO does not rely solely on a linearization of the
optimization problem but can also include dynamics and non-linear ex-
pressions. COMANDO does not allow user-defined energy management
or customized energy system components. There is also no provision
for a detailed CO2 emissions calculation for components and for energy
storage [29,30]. The Performance Simulation Model for Photovoltaic
Solar (PV)-Battery Systems (PerMod), an open-source project, allows
comparison of the energy efficiency of different grid-connected PV
battery systems. This MATLAB-based tool can map different loss mech-
anisms of grid-connected PV storage systems. Accordingly, it enables
a detailed simulation of households with home PV storage systems.
Emissions modeling is not a part of the program [31].

A further Python-based optimization model for capacity expansion
and unit commitment is ficus. This model focuses on determining the
optimal size of system components, including energy storage, and their
optimal operation scheduling. There is no provision to add user-defined
operation strategies. The storage model used is generic. There is no
known functionality to calculate the CO2 emissions [32,33]. DRAF,
short for Demand Response Analysis Framework, is an open-source
tool for local multi-energy systems focusing on demand response, as
the name suggests. DRAF is an optimization tool that employs linear
and mixed-integer linear programming techniques. User-defined energy
management strategies that rely on other optimization techniques or
strategies that are rule-based cannot be implemented in DRAF. DRAF
also includes elmada, a tool that can generate the grid carbon inten-
sity profiles for European countries. The tool also relies on generic
battery models which do not consider degradation. From the surveyed
literature, the degree of detail in modeling the component-wise CO2
emissions, especially for energy storage, could not be ascertained [34,
35].

Two storage-centric simulation programs were also studied. The
Battery Lifetime Analysis and Simulation Tool (BLAST) is a software
tool specifically for analyzing and simulating battery systems. With
BLAST, users can perform electrical and thermal simulations to assess
the performance and lifetime of batteries. For example, BLAST-Lite is
open-source and used in SAM to model storage systems. BLAST does not
include a calculation of CO2 emissions [36]. Simulation of Stationary
Energy Storage Systems (SimSES) is a Python-based open-source tool
that can simulate storage systems in various applications. SimSES does
not offer emissions modeling capabilities. SimSES is used to model
storage systems in ESN through a programmatic integration [37].

The reviewed energy system modeling tools are, for the most part,
optimization tools that solve a particular form of sizing or scheduling
problem. Applications and use cases that require very specific con-
straints and rules are difficult to simulate, thus restricting flexibility.
The battery models employed in most tools are also generic in nature
and not detailed enough. None of the tools reviewed offer specific ca-
pabilities to quantify and simulate the CO2 emissions of energy storage
systems operating in localized energy systems in a component-wise and
time-resolved fashion. The specialized battery simulation tools, such as
BLAST, SAM, and SimSES are well suited for modeling the electrical
and thermal behavior of battery cells and storage systems but are
limited in their ability to model the CO2 emissions. These findings are
corroborated by multiple review papers studying energy system models
used in the scientific community [38–41]. Detailed tabular compar-
4

isons of the features of various energy system models were found in
the reviewed literature, and the reader is referred to these excellent
studies [34,38,39,41]. Studying the time-resolved carbon footprint of
specific BESS applications in localized energy systems with detailed
models is not possible with the reviewed energy system and energy
storage models alone. This article presents Energy System Network
(ESN),1 a program to simulate localized energy systems with inherent
bottom-up time-resolved capabilities to calculate the CO2 emissions
ootprints of energy system components. ESN provides a platform to
nable custom energy management strategies and specialized energy
ystem components for any application as time series simulations. With
eamless SimSES2 integration allowing for detailed battery system mod-
ling, ESN offers advanced simulation capabilities to simulate energy
torage applications within localized energy systems. A reviewed study
rovides five modeling recommendations for the carbon footprint of
nergy storage systems [42]. ESN coupled with SimSES can aid users
ith four of the five recommendations pertaining to the inclusion of

ife cycle phases, energy management, and system components in such
tudies. The program is distributed as open-source code hosted on a
itlab repository and is built with an object-oriented programming
pproach in Python.

cope and outline

This article presents the simulation framework underpinning ESN,
hile attempting to shed light on the following research questions:

1. How can a coherent and unambiguous carbon emissions model-
ing framework for localized energy systems with energy storage
be implemented such that the results are component-wise and
time-resolved?

2. How can the carbon footprints of such localized energy system
configurations providing a given service be compared consis-
tently and reproducibly?

he use of this framework is demonstrated through case studies. An
ttempt is made to address the following research questions through the
imulation of two battery storage system applications, energy arbitrage,
nd home energy systems:

1. Can the battery application energy arbitrage directly support
grid decarbonization, and how can this be quantified?

2. How can the decarbonization impact of residential battery stor-
age systems and rooftop solar generation in home energy sys-
tems be quantified?

The contents of this article are structured as follows. Section 2
presents the simulation framework behind ESN with the emissions
modeling methods for all energy system component classes. The two
case studies are presented in Section 3, accompanied by a discussion on
the simulation setup and the simulation results. In Section 4, a summary
of the current and possible future capabilities of ESN is presented along
with the key findings and limitations of the case studies.

2. Simulation framework

This section presents the simulation framework behind ESN and
the mathematical framework underpinning it. The simulation program
is, in principle, designed to model multiple energy systems interacting
with one another, i.e. an energy system comprised of multiple smaller
energy systems. In its current state, ESN supports scenarios that can be
modeled as a single energy system.

1 https://gitlab.lrz.de/open-ees-ses/energy_system_network
2 https://gitlab.lrz.de/open-ees-ses/simses

https://gitlab.lrz.de/open-ees-ses/energy_system_network
https://gitlab.lrz.de/open-ees-ses/simses
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Fig. 1. Schematic representation of an Energy System, its constituent Energy System
Components, and the Energy Management System (EMS) that regulates the power flows
among them.

2.1. Energy system

An Energy System is a self-sufficient simulation unit representing
a single node subjected to an energy balance. Each Energy System
essentially represents a group of energy system components connected
at the same node that directly satisfy the energy and power balance
constraints at that node. Each energy system must consist of two or
more Energy System Components, which belong to either of the four
component classes:

1. Generation components
2. Grid components
3. Storage components
4. Load components

A grid component is a grid section that connects the node within the
system boundaries to the larger energy system that lies beyond the
boundaries. The operation and the energy flows among these compo-
nents are regulated by algorithms in the Energy Management System
(EMS), an instance of which is contained in each energy system. Fig. 1
depicts an energy system with its constituents.

The energy system components and their attributes are described in
the following section. Models belonging to each component class emu-
late the central characteristics of each component class — generation,
transmission, storage, or load. Each energy system component has a
common structure: the physical model, time-series profiles, state, en-
vironmental data, and other additional component data. At the core of
each component model lies the physical system of governing equations.
This model enables the response of the component to be simulated.
The components require user-defined or default profiles to model time-
variant quantities such as generation, consumption, availability, and
time-dependent carbon intensity. The environmental data pertains to
its lifecycle emissions in all phases, including production, operation,
power generation, and EOL processes. At each timestep, the EMS
determines target powers for all components based on its algorithm. All
quantities of interest are stored in the State of the EMS. Each energy
system component receives the power target and runs it through the
physical model to obtain the actual power. All parameters of interest
are subsequently stored in the State of each component, which acts as a
ata logger. The contents of the state are analyzed and evaluated after
ach simulation run to obtain consolidated results for all components
nd the energy system.

The emissions calculation methodology for each component class is
resented and discussed in the following sections. Documentation on
nstallation, configuration, and exemplary simulations are found in the
pen-source code repository for the project. As this work focuses on the
missions modeling of localized energy systems, the following sections
5

ocus primarily on those aspects. f
Table 1
Class attributes of energy system component classes.

Energy system components

Generation Grid Storage Load

Energy form applicable x x x x
Peak power x x x x
Energy capacity – – x –
State x x x x
Profile(s) Generation Carbon-Intensity – Load
Flag(s) Must-run Feed-in enabled Must-fulfill

– Discrete load
Capacity factor x – – –
Production phase emissions x x x –
End-of-life emissions x x x –

2.2. Generation components

Generation components emulate the functioning of power gener-
ation systems. Each generation component exhibits class attributes
tabulated in Table 1. Renewable energy sources such as PV solar
and wind turbines are modeled using generation profiles for specified
locations, whereas a diesel generator is modeled using an efficiency
curve to model power output with respect to fuel consumption. For
a generation component, the total emissions across its entire service
life, 𝜀gen, are given by Eq. (1), where 𝜀gen,prod, 𝜀gen,op, and 𝜀gen,EOL refer
o the production phase, operation phase, and EOL phase emissions
espectively. Export emissions, 𝜀gen,exp, are associated with the exported
nergy. This is discussed towards the end of this sub-section. Fig. 2
epicts the power flows and emissions associated with a generation
omponent within the system boundaries.
𝑔𝑒𝑛 = 𝜀𝑔𝑒𝑛,𝑝𝑟𝑜𝑑 + 𝜀𝑔𝑒𝑛,𝑜𝑝 + 𝜀𝑔𝑒𝑛,𝐸𝑂𝐿 − 𝜀𝑔𝑒𝑛,𝑒𝑥𝑝 (1)

The total operation phase emissions, 𝜀gen,op, can be calculated as
hown in Eq. (2). Here, CIgent refers to the carbon intensity of the
enerated energy before losses at time t and is equal to the combustion
missions per kWh of electricity for conventional generation compo-
ents. For generation components such as the PV solar system and
ind turbines, CIgent is zero. Pgen,losst is the loss power associated with
n effective power generation Pgent at time t. Pgent does not include the
xported power. 𝛥t is the chosen simulation timestep. With this line of
hought, the operation phase emissions for PV solar system and wind
urbines are essentially zero.

𝑔𝑒𝑛,𝑜𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝐶𝐼𝑔𝑒𝑛𝑡 ⋅ 𝑃 𝑔𝑒𝑛,𝑙𝑜𝑠𝑠

𝑡 ) ⋅ 𝛥𝑡 (2)

The power generation emissions, 𝜀gen,en, are allocated to all compo-
ents either consuming or losing some of this generated energy during
ransmission or storage of this energy (Eq. (3)). For non-combusting
eneration components, 𝜀gen,en equals zero.

𝑔𝑒𝑛,𝑒𝑛 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝐶𝐼𝑔𝑒𝑛𝑡 ⋅ 𝑃 𝑔𝑒𝑛

𝑡 ) ⋅ 𝛥𝑡 (3)

The surplus energy produced by a generation component can also be
xported to actors outside the system boundaries. The export emissions,
gen,exp, are then obtained as follows (Eq. (4)), where Pgen,expt is the
xported generation power at time t. Here, CIgen,exp,f ix refers to the
ixed component of the emissions per unit of energy generated. These
missions are deducted from the total emissions of the generation
omponent.

𝑔𝑒𝑛,𝑒𝑥𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡

(

𝐶𝐼𝑔𝑒𝑛,𝑒𝑥𝑝,𝑓 𝑖𝑥 ⋅ 𝑃 𝑔𝑒𝑛,𝑒𝑥𝑝
𝑡

)

𝛥𝑡 (4)

CIgen,exp,f ix is defined as in Eq. (5). CFgen is the expected capacity
gen,rated
actor for the generator at the specified location, P is the rated
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Fig. 2. Block diagram of a generation component depicting the power flows, emissions
ategories, and carbon intensities.

eak power, and 𝑙𝑔𝑒𝑛 is the expected service lifetime of the generation
omponent.

𝐼𝑔𝑒𝑛,𝑒𝑥𝑝,𝑓 𝑖𝑥 = 𝜀𝑔𝑒𝑛,𝑝𝑟𝑜𝑑 + 𝜀𝑔𝑒𝑛,𝐸𝑂𝐿

𝐶𝐹 𝑔𝑒𝑛 ⋅ 𝑃 𝑔𝑒𝑛,𝑟𝑎𝑡𝑒𝑑 ⋅ 𝑙𝑔𝑒𝑛
(5)

The exported energy has a carbon intensity, CIgen,expt , given by
Eq. (6). The second term indicates the operation emissions associated
with the generation of each unit of energy, where 𝜂gent is the efficiency
of the generation component at time t. These operation emissions are
also reallocated to actors beyond the system boundaries. This second
term is zero in the case of PV systems and wind turbines. Only the
fixed component is considered.

𝐶𝐼𝑔𝑒𝑛,𝑒𝑥𝑝𝑡 = 𝐶𝐼𝑔𝑒𝑛,𝑒𝑥𝑝,𝑓 𝑖𝑥 +
𝐶𝐼𝑔𝑒𝑛𝑡

𝜂𝑔𝑒𝑛𝑡
(6)

ESN currently supports the calculation of export emissions for re-
ewable generation components.

.3. Grid components

Grid components emulate the functioning of grid connections or
imited grid sections. Each grid component exhibits the attributes listed
n Table 1. If the grid component is included in the system boundaries,
he lifecycle emissions associated with it, 𝜀gr , are given by Eq. (7),
here 𝜀gr,prod, 𝜀gr,op, and 𝜀gr,EOL, are the production, operation, and
OL phase emissions respectively. If a grid component is to be mod-
led purely as a grid connection, it is considered outside the system
oundaries, with the connection itself enabling the import and export
f power from the larger grid. In this case, no production and EOL
missions are associated with the grid component. If the grid com-
onent is excluded from the system boundary, 𝜀gr is merely equal to

𝜀gr,op. Export emissions, 𝜀gr,exp, are associated with the exported energy.
This is discussed towards the end of this sub-section. Fig. 3 depicts the
power flows and emissions associated with a grid component within
and outside the system boundaries.

𝜀𝑔𝑟 = 𝜀𝑔𝑟,𝑝𝑟𝑜𝑑 + 𝜀𝑔𝑟,𝑜𝑝 + 𝜀𝑔𝑟,𝐸𝑂𝐿 − 𝜀𝑔𝑟,𝑒𝑥𝑝 (7)

The total operation phase emissions, 𝜀gr,op, are calculated as follows,
where CIgrt is the carbon intensity of the energy transported by the
grid component. Pgr,losst is the loss power associated with the effective
imported grid power, Pgrt , at time t.

𝜀𝑔𝑟,𝑜𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝐶𝐼𝑔𝑟𝑡 ⋅ 𝑃 𝑔𝑟,𝑙𝑜𝑠𝑠

𝑡 ) ⋅ 𝛥𝑡 (8)

The grid energy import emissions, 𝜀gr,en, are allocated to all compo-
nents either consuming or losing some of this imported energy during
storage (Eq. (9)).

𝜀𝑔𝑟,𝑒𝑛 =
𝑒𝑛𝑑
∑

(𝐶𝐼𝑔𝑟𝑡 ⋅ 𝑃 𝑔𝑟
𝑡 ) ⋅ 𝛥𝑡 (9)
6

𝑡=𝑠𝑡𝑎𝑟𝑡
Fig. 3. Block diagram of a grid component depicting the power flows, emissions
categories, and carbon intensities.

The export emissions to be deducted from the total emissions of the
grid component are given by Eq. (10). CIgr,exp,f ix is the fixed component
of the export emissions, and Pgr,expt represents the export power. A
scheme to determine this fixed component, considering grid component
production and EOL emissions, could also be devised, similar to the
generation components. Given the high durability, correspondingly
long service lifetimes, and ubiquitousness of grid components, this
value is estimated to be negligible and is hence not considered further.
Moreover, for grid components treated as mere grid connections, the
value of CIgr,exp,f ix would be zero, in any case, as the production and
EOL phase emissions are also zero.

𝜀𝑔𝑟,𝑒𝑥𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡

(

𝐶𝐼𝑔𝑟,𝑒𝑥𝑝,𝑓 𝑖𝑥 ⋅ 𝑃 𝑔𝑟,𝑒𝑥𝑝
𝑡

)

𝛥𝑡 (10)

Depending on the sources of the exported energy, the carbon in-
tensity of the exported energy, CIES,expt , is calculated below (Eq. (11)),
where m is the number of generation components, and n is the number
of storage components.

𝐶𝐼𝐸𝑆,𝑒𝑥𝑝
𝑡 =

∑𝑚
𝑖=1 𝑃

𝑔𝑒𝑛,𝑒𝑥𝑝,𝑖
𝑡 ⋅ 𝐶𝐼𝑔𝑒𝑛,𝑒𝑥𝑝,𝑖𝑡 +

∑𝑛
𝑗=1 𝑃

𝑠𝑡,𝑑𝑐ℎ,𝑒𝑥𝑝,𝑗
𝑡 ⋅ 𝐶𝐼𝑠𝑡,𝑒𝑥𝑝,𝑗𝑡

∑𝑚
𝑖=1 𝑃

𝑔𝑒𝑛,𝑒𝑥𝑝,𝑖
𝑡 +

∑𝑛
𝑗=1 𝑃

𝑠𝑡,𝑑𝑐ℎ,𝑒𝑥𝑝,𝑗
𝑡

(11)

The carbon intensity of the exported energy through the grid com-
onent, CIgr,expt , taking into account the additional emissions due to the
peration losses in the grid section, is calculated as in Eq. (12), where
gr
t is the efficiency of the grid component at time t.

𝐼𝑔𝑟,𝑒𝑥𝑝𝑡 = 𝐶𝐼𝑔𝑟,𝑒𝑥𝑝,𝑓 𝑖𝑥 +
𝐶𝐼𝐸𝑆,𝑒𝑥𝑝

𝑡

𝜂𝑔𝑟𝑡
(12)

As it is cumbersome and infeasible to track the portion of ex-
ported energy first imported, Eq. (12) contains only a single efficiency
term, corresponding to the losses in the export process, instead of
two efficiency terms, as in the case of storage components. ESN does
not currently support the calculation of export emissions for the grid
components.

2.4. Storage components

Storage components model the characteristics of an energy storage
system. The attributes of these components are listed in Table 1. The
total emissions across the lifetime of a storage component, 𝜀st , consist
of the production, operation, and EOL phases (Eq. (13)), represented
by 𝜀st,prod, 𝜀st,op, and 𝜀st,EOL respectively. If a portion of the discharged
energy is exported outside the system boundaries, a corresponding
amount of emissions 𝜀st,exp is deducted from 𝜀st . This is discussed
towards the end of this sub-section. Fig. 4 depicts the power flows
and emissions associated with a storage component within the system
boundaries.

𝜀𝑠𝑡 = 𝜀𝑠𝑡,𝑝𝑟𝑜𝑑 + 𝜀𝑠𝑡,𝑜𝑝 + 𝜀𝑠𝑡,𝐸𝑂𝐿 − 𝜀𝑠𝑡,𝑒𝑥𝑝 (13)
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Fig. 4. Block diagram of a storage component, depicting the power flows, emissions
categories, and carbon intensities.

The operations emissions of the charging process are proportional
to the charging losses, Pch,losst , of the storage component and the carbon
ntensity of the charging energy CIcht . In the simplest case, CIcht could

be equal to the carbon intensity of the central energy system node
CIESt (Eq. (14)). In other cases, the storage might only be charged from
energy sourced solely from one or more sources, in which case, CIcht
might need to be determined separately.

𝐶𝐼𝐸𝑆
𝑡 =

∑𝑚
𝑖=1 𝑃

𝑔𝑒𝑛,𝑖
𝑡 ⋅ 𝐶𝐼𝑔𝑒𝑛,𝑖𝑡 + 𝐶𝐼𝑔𝑟𝑡 ⋅ 𝑃 𝑔𝑟

𝑡
∑𝑚

𝑖=1 𝑃
𝑔𝑒𝑛,𝑖
𝑡 + 𝑃 𝑔𝑟

𝑡

(14)

The operation phase emissions during discharge are proportional
o discharge losses, Pdch,losst , and the SOCI, a new state variable, first
ntroduced in a previous study [43]. The SOCI is defined as follows in
q. (15), where SOCIt and SOCt are the values of the SOCI and SOC
ariables at time t.

𝑂𝐶𝐼𝑡+1 =
𝑆𝑂𝐶𝐼𝑡 ⋅ 𝑆𝑂𝐶𝑡 + 𝛥𝑆𝑂𝐶 ⋅ 𝐶𝐼𝑐ℎ𝑡

𝑆𝑂𝐶𝑡+1
(15)

The total operation emissions 𝜀st,op for the storage component con-
ist of the operation emissions in the charging and the discharging
rocesses. 𝜀st,op is then obtained as the sum of emissions in the charging
nd discharging processes.

𝑠𝑡,𝑜𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝐶𝐼𝑐ℎ𝑡 ⋅ 𝑃 𝑐ℎ,𝑙𝑜𝑠𝑠

𝑡 + 𝑆𝑂𝐶𝐼𝑡 ⋅ 𝑃
𝑑𝑐ℎ,𝑙𝑜𝑠𝑠
𝑡 ) ⋅ 𝛥𝑡 (16)

The export emissions to be deducted from the total emissions of
he storage component are given by Eq. (17). The first term in the
um, CIst,exp,f ix, represents a reallocation of the fixed component of the
torage component emissions, whereas the second term indicates the re-
llocation of the operation emissions associated with the charging and
ischarging of the exported energy. It is assumed that the discharged
xported energy was charged with a carbon intensity equal to SOCIt ,
ith an efficiency equal to the average charging efficiency 𝜂st,ch. 𝜂st,dcht

efers to the instantaneous discharging efficiency, and Pst,dch,expt refers
o the exported discharge power at time t.

𝜀𝑠𝑡,𝑒𝑥𝑝 =
∑𝑒𝑛𝑑

𝑡=𝑠𝑡𝑎𝑟𝑡

[(

𝐶𝐼𝑠𝑡,𝑒𝑥𝑝,𝑓 𝑖𝑥 + 𝑆𝑂𝐶𝐼𝑡 ⋅
(

1
𝜂𝑠𝑡,𝑐ℎ𝜂𝑠𝑡,𝑑𝑐ℎ𝑡

− 1
))

⋅ 𝑃 𝑠𝑡,𝑑𝑐ℎ,𝑒𝑥𝑝
𝑡

]

𝛥𝑡

(17)

CIst,exp,f ix is defined as in Eq. (18), where Est,dch
l is the total energy

discharged by the storage technology over its service life. An estimate
of this quantity can be obtained through prior simulations based on ac-
curately parameterized battery degradation models or approximations
7

f

Fig. 5. Block diagram of a load component depicting the power flows, emissions
categories, and carbon intensities.

based on values provided in datasheets. The carbon intensity of the
exported energy, CIst,expt , can then be simplified and written as follows
(Eq. (19)).

𝐶𝐼𝑠𝑡,𝑒𝑥𝑝,𝑓 𝑖𝑥 = 𝜀𝑠𝑡,𝑝𝑟𝑜𝑑 + 𝜀𝑠𝑡,𝐸𝑂𝐿

𝐸𝑠𝑡,𝑑𝑐ℎ
𝑙

(18)

𝐶𝐼𝑠𝑡,𝑒𝑥𝑝𝑡 = 𝐶𝐼𝑠𝑡,𝑒𝑥𝑝,𝑓 𝑖𝑥 +
𝑆𝑂𝐶𝐼𝑡

𝜂𝑠𝑡,𝑐ℎ ⋅ 𝜂𝑠𝑡,𝑑𝑐ℎ𝑡

(19)

ESN does not currently support the calculation of export emissions
or the storage components.

.5. Load components

Load components approximate the functioning of power consumers.
ach load component exhibits the attributes listed in Table 1. The
oad power, Ploadt , supplied to the load can be divided into the actual

power consumed by the end application, Pload,ct , and the power lost to
conversion processes, Pload,losst , for example in the charger of an EV (eq,
(20)) (see Fig. 5).

𝑃 𝑙𝑜𝑎𝑑
𝑡 = 𝑃 𝑙𝑜𝑎𝑑,𝑐

𝑡 + 𝑃 𝑙𝑜𝑎𝑑,𝑙𝑜𝑠𝑠
𝑡 (20)

Over the simulated period, the total emissions allocated to a load
omponent, 𝜀load, are given by Eq. (21), where 𝜀LEC are the Load Energy
onsumption (LEC) emissions, and 𝜀load,op are the operation emissions

assigned to the load (if required). The carbon intensity of the energy at
the central node, CIESt , is calculated as in Eq. (14). The total operation
phase emissions of the load component are calculated as the sum of the
products of the load loss power Pload,losst and the carbon intensity of the
energy consumed by the load, CIESt (Eq. (23)).

𝜀𝑙𝑜𝑎𝑑 = 𝜀𝐿𝐸𝐶 + 𝜀𝑙𝑜𝑎𝑑,𝑜𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝑃 𝑙𝑜𝑎𝑑

𝑡 ⋅ 𝐶𝐼𝐸𝑆
𝑡 ) ⋅ 𝛥𝑡 (21)

𝐿𝐸𝐶 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝑃 𝑙𝑜𝑎𝑑,𝑐

𝑡 ⋅ 𝐶𝐼𝐸𝑆
𝑡 ) ⋅ 𝛥𝑡 (22)

𝑙𝑜𝑎𝑑,𝑜𝑝 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝑃 𝑙𝑜𝑎𝑑,𝑙𝑜𝑠𝑠

𝑡 ⋅ 𝐶𝐼𝐸𝑆
𝑡 ) ⋅ 𝛥𝑡 (23)

The LEC emissions, 𝜀LEC, are obtained as a sum of the GENEC, the
rid Energy Consumption (GEC), and the DEC emissions (Eq. (24)).
he Generation Energy Consumption (GENEC) emissions, 𝜀GENEC, are
he sum of emissions on account of direct consumption of energy
roduced by the generators (Eq. (25)). The Grid Energy Consumption
GEC) emissions, 𝜀GEC, are the sum of emissions on account of di-
ect consumption of energy imported from the grid (Eq. (26)). The
ischarge Energy Consumption (DEC) emissions, 𝜀DEC are the sum
f emissions on account of direct consumption of energy discharged

gen,load,i
rom the storage components (Eq. (27)). Pt refers to the direct
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consumption of power from generation component i at time t. Pgr,loadt
epresents the direct consumption of grid power at time t. Similarly,
st,dch,load,i
t signifies the direct consumption of power discharged by
torage component i at time t. By definition, the GENEC emissions for
ower generated by PV solar systems and wind turbines are zero.
𝐿𝐸𝐶 = 𝜀𝐺𝐸𝑁𝐸𝐶 + 𝜀𝐺𝐸𝐶 + 𝜀𝐷𝐸𝐶 (24)

𝐺𝐸𝑁𝐸𝐶 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡

𝑚
∑

𝑖=1
(𝐶𝐼𝑔𝑒𝑛,𝑖𝑡 ⋅ 𝑃 𝑔𝑒𝑛,𝑙𝑜𝑎𝑑,𝑖

𝑡 ) ⋅ 𝛥𝑡 (25)

𝐺𝐸𝐶 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
(𝐶𝐼𝑔𝑟𝑡 ⋅ 𝑃 𝑔𝑟,𝑙𝑜𝑎𝑑

𝑡 ) ⋅ 𝛥𝑡 (26)

𝐷𝐸𝐶 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡

𝑛
∑

𝑗=1
(𝑆𝑂𝐶𝐼 𝑗𝑡 ⋅ 𝑃

𝑠𝑡,𝑑𝑐ℎ,𝑙𝑜𝑎𝑑,𝑗
𝑡 ) ⋅ 𝛥𝑡 (27)

.6. Emissions balance and general discussion

With the quantities introduced and defined in the previous sections,
n emissions balance for the energy system within the specified system
oundaries can be obtained. This balance excludes the exported energy
nd only considers the actual energy quantities consumed or lost within
he system boundaries (Eq. (28)), where p is the number of load
omponents in the energy system.

𝑔𝑟,𝑖𝑚𝑝
𝑡 ⋅ 𝐶𝐼𝑔𝑟𝑡 +

𝑚
∑

𝑖=1

𝑃 𝑔𝑒𝑛,𝑖
𝑡

𝜂𝑔𝑒𝑛,𝑖𝑡

𝐶𝐼𝑔𝑒𝑛,𝑖𝑡

= 𝜀𝑔𝑟,𝑜𝑝𝑡 +
𝑚
∑

𝑖=1
𝜀𝑔𝑒𝑛,𝑜𝑝,𝑖𝑡 +

𝑛
∑

𝑗=1
𝜀𝑠𝑡,𝑜𝑝,𝑗𝑡 +

𝑝
∑

𝑘=1
(𝜀𝐿𝐸𝐶,𝑘

𝑡 + 𝜀𝑙𝑜𝑎𝑑,𝑜𝑝,𝑘𝑡 ) (28)

From the presented mathematical framework, from an allocation
perspective, emissions during the operation phase can:

1. originate within the system boundaries (e.g., from a combustion-
based generator)

2. enter the system boundaries from a source beyond the system
boundaries (e.g., through a grid connection)

3. terminate at one or more components within the system bound-
aries (e.g., operation and energy consumption emissions)

4. exit the system boundaries and terminate at components outside
the system boundaries (via exported energy)

Production phase and EOL phase emissions of all components within
the system boundaries are allocated to the energy system. Some emis-
sions are deducted from each component due to the exported energy.
The choice of system boundaries depends on the purpose of a simula-
tion. If the sole purpose of a simulation is to compare two competing
system configurations, all common fixed elements may be disregarded,
as these merely introduce a fixed offset in both analyses. In this case,
the LEES values of the two competing configurations do not reflect
absolute values but help determine the delta in this case. If some energy
system components have a service lifetime longer than the simulated
duration and are expected to still possess a so-called Remaining Useful
Life (RUL), specific adjustments can be made to deduct a suitably
determined quantity of emissions. The same applies to components that
need to be replaced during the simulated duration and do not reach
their EOL by the end of the simulated period. Table 2 lists the emissions
categories applicable to each class of energy system components.

2.7. Energy management

Each energy system possesses an Energy Management System
(EMS). The EMS regulates the energy flows among the various
components in an energy system by generating reference powers
for all components while considering the specified constraints. Each
8

EMS consists of two blocks: an operation strategy, which defines the
Table 2
Emissions categories applicable to each energy system component class.

Emissions categories

Generation Grid Storage Load

Static
Production x x x –
End-of-life x x x –

Time-dependent

Operation x x x –
Export x x x –
Generation energy consumption – – – x
Grid energy consumption – – – x
Discharge energy consumption – – – x

logic/algorithm to govern energy flows, and a State, where values of
all parameters are logged at each time t. The state enables subsequent
analyses to be conducted after each simulation run. Two types of
strategies regulate the energy flows with the EMS: rule-based and
optimization-based strategies. The modular nature of ESN allows for
the incorporation of new tailor-made rule-based and optimization-
based strategies to suit the specific requirement of the user and the
use case to be simulated.

2.7.1. Rule-based strategies
Rule-based strategies regulate the energy flows among components

of the energy system based on a set of sequential commands or rules
that depend on certain conditions being met. Three available rule-based
strategies in ESN are discussed in the following sub-sections.

SimpleDeficitCoverage. The EMS strategy SimpleDeficitCoverage relies on
a specified priority list of energy system components to meet the load
power demand. The power generation of the must-run generation com-
ponents (generation from PV solar and wind is also classified as such
in many jurisdictions) is factored in first at every timestep (Eq. (29)).
Presidualt refers to the residual power after factoring in the must-run
generation, whereas Pgen,must−run

t refers to the total generation power
of all must-run generation components. Users can then specify which
energy system component is to be used first, second, or third to meet
the residual demand. The default priority list is as follows:

(I) Storage components
(II) Grid components

(III) Can-run generation components

With the default specification, the strategy attempts to meet the
residual load first with discharged energy from the storage components.
If available, the power is drawn from the grid components next. If
further power is required, can-run generation components (such as the
diesel generator) are run to deliver the demanded power (Eq. (30)).
Here Pgen,can−runt refers to the total can-run generation power requested.

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
𝑡 = 𝑃 𝑙𝑜𝑎𝑑

𝑡 − 𝑃 𝑔𝑒𝑛,𝑚𝑢𝑠𝑡−𝑟𝑢𝑛
𝑡 (29)

𝑃 𝑠𝑡,𝑑𝑐ℎ
𝑡 )𝐼 + (𝑃 𝑔𝑟

𝑡 )𝐼𝐼 + (𝑃 𝑔𝑒𝑛,𝑐𝑎𝑛−𝑟𝑢𝑛
𝑡 )𝐼𝐼𝐼 = 𝑃 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

𝑡 (30)

The same priority is used to regulate the order of absorption of
urplus generation from the must-run generation components. In the
efault setting, surplus generation is used to charge the storage com-
onents before being fed back into the grid. This strategy has been
uccessfully demonstrated to control the energy system components
perating in an island grid [44].

implePeakShaving. The EMS strategy SimplePeakShaving controls
ower flows in energy systems with constrained grid connections.
eak shaving is performed with a storage component that discharges
dditional power in parallel to meet the peak power demand. Must-
un generation components can also be included. If the load power
xceeds the rated power rating of the grid connection (and possibly
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power generated by the must-run components), the residual load is
met by discharging energy from the storage component. The storage
component is recharged at maximum available power as soon as the
load power goes below the rated grid power, and grid capacity is
available to recharge the storage component (Eq. (31)).

𝑃 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
𝑡 = 𝑃 𝑙𝑜𝑎𝑑

𝑡 − 𝑃 𝑔𝑟
𝑡 (31)

This strategy has been successfully demonstrated in the provision of
peak shaving service for EV high-power charging stations [43].

SimSESExternalStrategy. The EMS strategy SimSESExternalStrategy is
used to operate the BESS based on power targets directly generated
by EMS strategies available in SimSES. This EMS strategy currently
supports the SimSES strategy FcrIdmRechargeStacked, which has been
resented in a previous publication [37]. This strategy generates power
argets for the BESS that react to the frequency fluctuations, allow-
ng participation in the grid frequency regulation market. Further
nformation on this strategy can be found in the SimSES project git
epository.

.7.2. Optimization-based strategies
Optimization-based strategies rely on mathematical optimization,

ather than a set of rules, to determine the power targets for all en-
rgy system components. A suitably chosen objective function governs
he optimum power values at each timestep. All optimization-based
trategies in ESN currently rely on linear and mixed integer linear
ptimization to obtain the optimal energy flows. Two such strategies
re discussed in the following subsections.

HOptimization. The strategy RHOptimization regulates energy flows
y solving a Rolling Horizon (RH) optimization problem to generate
ower targets for all components. The users can set the time span of
he optimization horizon (h) and the frequency of re-optimization based
n their requirements. This is a general-purpose strategy designed to
andle multiple components with the sole aim of meeting load de-
and with the available energy system components while minimizing

he emissions over each optimization horizon. The objective function
eployed in this strategy attempts to minimize the emissions in each
ptimization horizon (Eq. (32)).

in
𝑡+ℎ
∑

𝑡=𝑡

[

𝑃 𝑔𝑟
𝑡 ⋅ 𝐶𝐼𝑔𝑟𝑡 +

𝑚
∑

𝑖=1
(𝑃 𝑔𝑒𝑛,𝑖

𝑡 ⋅ 𝐶𝐼𝑔𝑒𝑛,𝑖𝑡 )

]

(32)

The following peak power constraint applies to each generation and
rid component in the energy system to formulate the optimization
roblem. Pgen,peakt and Pgr,peak refer to the peak power generation ca-
ability of the generation component and the peak power capability of
he grid component, respectively, at time t (Eq. (33),(34)).
𝑔𝑒𝑛
𝑡 ≤ 𝑃 𝑔𝑒𝑛,𝑝𝑒𝑎𝑘

𝑡 (33)

𝑔𝑟
𝑡 ≤ 𝑃 𝑔𝑟,𝑝𝑒𝑎𝑘 (34)

The following set of constraints applies to each storage component
n the energy system and during the optimization problem formulation.

here Pst,cht and Pst,dcht refer to the charging and discharging powers,
espectively, of the storage component at time t. Pst,peak refers to the
torage peak power, while bstt represents the binary variable used to
revent simultaneous charging and discharging of the storage compo-
ent at time t. 𝜂st,cht refers to the charging efficiency of the storage
omponent at time t. Est

t represents the energy content of the storage
omponent at time t.
𝑠𝑡,𝑐ℎ
𝑡 − 𝑏𝑠𝑡𝑡 ⋅ 𝑃 𝑠𝑡

𝑝𝑒𝑎𝑘 ≤ 0 (35)

𝑠𝑡,𝑑𝑐ℎ
𝑡 + (𝑏𝑠𝑡𝑡 − 1) ⋅ 𝑃 𝑠𝑡

𝑝𝑒𝑎𝑘 ≤ 0 (36)
9

≤ 𝑆𝑂𝐶𝑡 ≤ 1 (37) 𝜀
𝑂𝐶𝑡−1 ⋅ 𝐸
𝑠𝑡
𝑡 + (𝑃 𝑠𝑡,𝑐ℎ

𝑡 ⋅ 𝜂𝑠𝑡,𝑐ℎ𝑡 −
𝑃 𝑠𝑡,𝑑𝑐ℎ
𝑡

𝜂𝑠𝑡,𝑑𝑐ℎ𝑡

) ⋅ 𝛥𝑡 = 𝑆𝑂𝐶𝑡 ⋅ 𝐸
𝑠𝑡
𝑡 (38)

𝑠𝑡,𝑐ℎ
𝑡 ⋅ 𝜂𝑠𝑡,𝑐ℎ𝑡 ⋅ 𝛥𝑡 ≤

(

1 − 𝑆𝑂𝐶𝑡−1
)

⋅ 𝐸𝑠𝑡
𝑡 (39)

𝑃 𝑠𝑡,𝑑𝑐ℎ
𝑡

𝜂𝑠𝑡,𝑑𝑐ℎ𝑡

⋅ 𝛥𝑡 ≤ 𝑆𝑂𝐶𝑡−1 ⋅ 𝐸
𝑠𝑡
𝑡 (40)

The following energy balance constraint applies to the energy sys-
tem, ensuring that the sum of all component powers and allocations
equals zero (Eq. (41)).

𝑃 𝑔𝑟
𝑡 +

∑

𝑃 𝑠𝑡,𝑑𝑐ℎ
𝑡 +

∑

𝑃 𝑔𝑒𝑛
𝑡 = 𝑃 𝑙𝑜𝑎𝑑

𝑡 +
∑

𝑃 𝑠𝑡,𝑐ℎ
𝑡 (41)

A previous study successfully demonstrated this strategy on battery-
ssisted high-power charging for EVs [43].

rbitrageOptimization. The ArbitrageOptimization strategy determines
he scheduling of a grid-connected storage component such as BESS
articipating in energy arbitrage to buy and sell power on the intraday
arket. The strategy has been designed to optimize one of two objec-

ive functions — one that maximizes monetary profit and another that
aximizes the difference between the product of grid carbon inten-

ity and storage power during charging and discharging. The second
bjective essentially directs the storage to charge at low grid carbon
ntensity values and discharge at times of high grid carbon intensity
alues. The objective functions used in the economic and emissions-
rive optimization are given in Eqs. (42) and (43) respectively. cIDMt
epresents the energy price on the intraday market at time t.

ax
𝑡+ℎ
∑

𝑡=𝑡

[

(𝑃 𝑠𝑡,𝑐ℎ
𝑡 + 𝑃 𝑠𝑡,𝑑𝑐ℎ

𝑡 ) ⋅ 𝑐𝐼𝐷𝑀
𝑡

]

⋅ 𝛥𝑡 (42)

ax
𝑡+ℎ
∑

𝑡=𝑡

[

(𝑃 𝑠𝑡,𝑐ℎ
𝑡 + 𝑃 𝑠𝑡,𝑑𝑐ℎ

𝑡 ) ⋅ 𝐶𝐼𝑔𝑟𝑡
]

⋅ 𝛥𝑡 (43)

The storage component constraints (Eq. (35) to (40)) described
nder RHOptimization are also applicable to the optimization problem
n this strategy. Further documentation and simulation examples can
e found on the project git repository.

. Case studies with typical applications

Simulation results of selected case studies to demonstrate the quan-
ification of the total emissions over the lifecycle of an energy system
re presented and discussed in this section. As the leading energy stor-
ge technology, we focus on lithium-ion Battery Energy Storage System
BESS) technology. In Section 3.1, a typical grid-connected application
or BESSs is simulated — Energy Arbitrage. In Section 3.2, four typical
ome Energy System (HES) scenarios with electromobility, rooftop

olar, and home storage systems are simulated and discussed from the
missions perspective. In addition to the case studies presented here,
his framework has already been successfully applied to applications
uch as island grids and EV high-power charging [43,44].

.1. Energy arbitrage

Several energy markets exist to ensure a balanced grid at all times.
ESSs can participate in these markets and provide services conve-
iently owing to their attributes. In these applications, the BESS inter-
cts solely with the grid, charging and discharging energy from and
o the grid. Typical system boundaries, power flows, and emissions
ategories are depicted in Fig. 6A. As the BESS is charged solely with
ower imported from the grid, the carbon intensity of the charging
nergy (𝐶𝐼𝑐ℎ𝑡 ) is equal to the carbon intensity of power imported from
he grid (𝐶𝐼𝑔𝑟𝑡 ). The total emissions of the BESS across all phases is
iven by 𝜀BESS.
𝐵𝐸𝑆𝑆 𝐵𝐸𝑆𝑆,𝑝𝑟𝑜𝑑 𝐵𝐸𝑆𝑆,𝑜𝑝 𝐵𝐸𝑆𝑆,𝐸𝑂𝐿
= 𝜀 + 𝜀 + 𝜀 (44)
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Fig. 6. C: Power flows and emissions categories for a typical grid-connected storage application. B: Depiction of the monthly energy price spreads on the Intraday Market over
one year. C: Monthly variation in the Grid carbon intensity (CIgrt ) over the selected year. Data for Germany for the year 2019.
Fig. 7. A, B: Distributions of SOC and DOC values respectively in scenarios A1 and A2 over the simulated period. C: Distribution of the State of Carbon Intensity (SOCI) values
in scenarios A1 and A2 over the simulated period. D: Change in the battery SOH over the simulated period and shares of calendric and cyclic aging in scenarios A1 and A2.
E: Cumulative emissions for the two scenarios over the simulated period. F: Evolution of the Levelized Emissions of Energy Supply (LEES) value for the two scenarios over the
simulated period. G: Breakdown of LEES values for the two scenarios into the constituent emissions categories at the end of the simulation period.
As a simplification, the grid can be considered a load, which con-
sumes energy discharged by the BESS. The LEC emissions for this
hypothetical load are solely made up of the DEC emissions (Eq. (45)).
Levelized Emissions of Energy Supply (LEES) is a useful metric to obtain
the carbon footprint of the energy supplied to a load [44]. The LEES
value for the application enables us to look at the BESS as a grid-
connected generator with a carbon intensity equal to LEES. This is akin
to a retrospective calculation of the carbon intensity of the exported
energy CIst,expt for the BESS (Eq. (46)).

𝜀𝐷𝐸𝐶 =
𝑒𝑛𝑑
∑

𝑡=𝑠𝑡𝑎𝑟𝑡
𝑆𝑂𝐶𝐼𝑡 ⋅ 𝑃

𝑠𝑡,𝑑𝑐ℎ
𝑡 ⋅ 𝛥𝑡 (45)

𝐿𝐸𝐸𝑆 = 𝜀𝐵𝐸𝑆𝑆 + 𝜀𝐷𝐸𝐶

𝐸𝑑𝑐ℎ (46)

The price spreads on various energy markets, such as the Intra-
day and Day-Ahead markets, present energy arbitrage opportunities.
Figs. 6B,C depict the spreads in the average 15-minute prices on the
Intraday-Continuous (IDC) market and the spreads in the grid carbon
intensity for the year 2019 in Germany. The price profile used has
10
been generated from data obtained from the energy-charts3 project [45].
The grid carbon intensity profile is also based on data from the same
database combined with other data [43]. A conventional energy ar-
bitrage scenario (A1) to maximize economic profit is simulated in
this section alongside a novel emissions-arbitrage scenario (A2). The
scenarios demonstrate the effect of the EMS strategy on the LEES values
of the arbitrage application. The ArbitrageOptimization EMS strategy
presented earlier (Section 2.7) is used in this application. An identical
BESS system configuration is deployed in both scenarios to enable a fair
comparison (see Table 3). Table 4 presents the streamlined LCA for the
BESS system.

In scenario A1, the EMS strategy is set to generate the economically
optimal BESS dispatch schedule. The SOC values are spread across the
entire range from 0 to 1, with peaks around both 0 and 1 (depicted in
Fig. 7A). As the spread in prices is relatively narrow, with a significant
number of outliers, the BESS operates with a lot of shallow half-cycles
with a DOC peak around 0.25 (depicted in Fig. 7B). Since the strategy
responds to the spread in the energy prices, the distribution of the SOCI

3 https://energy-charts.info/

https://energy-charts.info/
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Table 3
Battery Energy Storage System (BESS) configuration for participating in
energy arbitrage.

Energy arbitrage

Parameter Value

Cell type Lithium Iron Phosphate (LFP)
Cell format Cylindrical, 26650
Rated energy capacity (MWh) 1.6
Rated power (MW) 1.6
Initial State of Health (SOH) 100%
Battery model R-int Equivalent Circuit Model (ECM)

(based on [46,47])
Battery degradation model Semi-empirical calendric and cyclic

(based on [48,49])
Power electronics AC/DC Converter, 8 units

(based on [50–52])
Housing type 40 ft.

standard shipping container
HVAC thermal power (kW) 50
Ambient conditions Berlin
Grid section efficiency 95% (assumed)

Table 4
Streamlined LCA for a utility-scale grid-connected Battery Energy Storage System (BESS)
(based on [44]).

Battery Energy Storage System (BESS) streamlined LCA

Component Production End-of-Life (EOL) Source
(kgCO2eq) (kgCO2eq)

Cells 257592.79 −18719.48 [53,54]
Power Electronics 61535.83 −15124.78 [55–58]
Miscellaneous Electronics 25235.73 −3656.66 [55,58]
Housing 28810.92 0.00 [55]
HVAC 426.12 0.00 [59]

Sum 373601.39 −37500.91

Total 336100.48

Table 5
Simulation results for the two energy arbitrage scenarios.

Simulation results energy arbitrage

Scenario

Parameter A1 A2 𝛥%

Application

Energy bought (GWh) 14.91 7.11 −52.29
Energy sold (GWh) 11.11 5.29 −52.35
Energy costs (ke) 383.94 172.43 −55.09
Revenue (ke) 548.75 293.51 −46.51
Profit (ke) 164.81 121.08 −26.53
Cumulative emissions (tCO2) 6664.47 2630.39 −60.53
System temporal utilization (%) 86.00 31.00 −63.95
Fulfillment ratio (%) 87.86 99.60 13.36
LEES (kgCO2eq/kWh) 0.5997 0.4968 −17.15

BESS

Lifetime (y) 9 20 122.22
Round-Trip Efficiency (%) 74.53 74.43 −0.13
Remaining Capacity (%) 60 63.6 6.00
SOC (%) 43.51 37.67 −13.42
DOC (%) 46.43 90.44 94.79
Equivalent Full Cycles (EFCs) 8506.6 4063 −52.24
Mean C-rate (ch) (1/h) 0.79 0.75 −5.06
Mean C-rate (dch) (1/h) 0.84 0.77 −8.33
SOCI (gCO2eq/kWh) 388.27 284.73 −26.67

values (Fig. 7C) are observed to tend towards the distribution of the
grid carbon intensity (Fig. 8A) without any preference. The BESS is
subjected to over 8500 EFCs in this application, and the EOL criterion
(SOH = 0.6) is reached in around nine years of operation. The BESS
11
Fig. 8. A, B: Depictions of distributions of CIcht , CIgrt during charging and CIgrt during
discharging in scenarios A1 and A2, respectively. C and D: Distributions of energy price
values during charging and discharging in scenarios A1 and A2, respectively.

loses 40% of its initial energy storage capacity within the operation
period, with over 49% of this capacity loss occurring due to cyclic
degradation mechanisms (Fig. 7D). Fig. 8A depicts the grid carbon
intensity, CIgrt during charging and discharging. As the strategy does not
take CIgrt into account, no pattern is discernible in the two distributions
during charging and discharging can be observed. Fig. 8C depicts the
energy prices during charging and discharging. It can be seen that the
EMS strategy charges and discharges the BESS at a wide range of prices.
A round-trip efficiency value of 77% is considered in the optimization
algorithm. Corresponding to this value, a minimum price difference of
around 29% between the buy and sell prices is required for the BESS
to enter into energy arbitrage.

In scenario A2, the EMS strategy is set to determine the optimal
BESS dispatch schedule to shift energy from periods of low CIgrt to
periods of high CIgrt . A BESS operating in this mode can essentially be
considered as supporting the firming of renewable energy generation.
The SOC values are skewed much stronger to the extremes with a
sparser distribution over the intervening values (Fig. 7A). The BESS
is cycled much less (over 4063 EFCs), albeit with higher DOC values
(Fig. 7B). The distribution of the SOCI values is shifted leftwards, as
the BESS specifically charges when CIgrt is low (Fig. 7C). The BESS is
cycled gentler and reaches an SOH value of around 63% at the end
of 20 years. The contribution of cyclic degradation to this capacity
loss is over 39% (Fig. 7D). Fig. 8B depicts the distributions of the
values of CIgrt during charging and discharging. A clear separation in
the two distributions can be seen, with a preference to charge when CIgrt
assumes relatively lower values and discharging at times that coincide
with higher CIgrt values. A distinct separation in the distributions of the
energy prices during charging and discharging can also be observed
here (Fig. 8D). This can be explained by the observation that the energy
prices positively correlate to the grid carbon intensity values with a
correlation coefficient of 0.6132 for 2019. With a round-trip efficiency
of around 77%, a minimum 𝛥CIgrt of around 29% is required for the
BESS to enter into the energy arbitrage.

In Fig. 7E, the cumulative emissions in scenarios A1 and A2 are
depicted. As the energy throughput in scenario A1 is higher than in
scenario A2, the variable emissions categories (DEC emissions, BESS
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operation emissions, and the grid operation emissions) rise faster than
in scenario A2. Fig. 7F depicts the evolution of the LEES values over
the simulated period. Although a lower LEES value is exhibited in
scenario A1 in the first five years, due to the higher energy throughput,
from the fifth year onward, scenario A2 exhibits a consistently lower
LEES value until the end of the simulation period. Fig. 7G depicts a
snapshot of the emissions category-wise breakdown of the LEES value
at the end of the simulated period in each scenario. Scenario A1 has
a LEES value of 0.5997 kgCO2/kWh, whereas A2 exhibits a LEES value
f 0.4968 kgCO2/kWh, which is over 17% lower than that of scenario
1. This trend is also supported by the movement in the mean SOCI
alues, which in scenario A2 is over 26% lower than in A1. Table 5
ummarizes the salient numerical results of each scenario. Despite
2% lower volumes of energy sold, the profit in scenario A2 is only
bout 26% lower, whereas the cumulative emissions are over 60%
ower. Figs. A.1 A,D in the appendix depict the grid carbon intensity
nd the energy prices during exemplary winter and summer weeks,
espectively. Figs. A.1 and A.2 in the appendix also depict the evolution
f other parameters of interest.

.2. Home Energy System (HES)

HESs are gaining in popularity as the prices of PV installations and
esidential BESSs continue on their downward trend [63]. An additional
actor underpinning the popularity of such systems is the rise of elec-
romobility and potential synergies. Studies in the reviewed literature
resent some form of rules-based emissions-aware EMS strategies to
perate a PV-coupled BESS to increase the emissions saving [64]. This
ection illustrates the modeling and simulation of four HES scenarios
H0, H1, H2, H3) to obtain their Global Warming Potential (GWP)
ootprints over an operation period of 20 years. A grid-connected
ousehold with an EV is considered in this case study (Fig. 9). The
nnual household load profile is based on a standard profile published
y the authors in a previous work [65]. This standard profile is based
12

n a published collection of 74 household load profiles [66]. The profile
Table 6
Battery Energy Storage System (BESS) configuration for the Home Energy System (HES)

Battery Energy Storage System (BESS) for HES

Parameter Value

Cell type Lithium Iron Phosphate (LFP)
Cell format Cylindrical, 26650
Rated energy capacity (kWh) 5
Rated power (kW) 5
Initial State of Health (SOH) 100%
Battery model R-int Equivalent Circuit Model (ECM)

(based on [46,47])
Battery degradation model Semi-empirical calendric and cyclic

(based on [48,49])
Power electronics AC/DC Converter

(based on [50])
Ambient conditions Constant temperature, no solar irradiation
Grid section efficiency 95% (assumed)

has an annual household energy consumption of around 4360 kWh. The
V charging load profile is based on simulated data for a Volkswagen
D.3, which is generated with data obtained from the emobpy tool and
imulated separately with SimSES. This profile has an annual energy
onsumption of over 1927 kWh [67]. In general, the LEES values for
hese scenarios are calculated as in Eq. (47). Es,H and Es,EV represent
he total energy supplied to the household and to the EV respectively.
able 7 presents the streamlined LCA for the BESS and the rooftop solar
ystem.

𝐸𝐸𝑆 =
𝜀𝐿𝐸𝐶,𝐻 + 𝜀𝐿𝐸𝐶,𝐸𝑉 + 𝜀𝑔𝑟 + (𝜀𝑃𝑉 ) + [𝜀𝐵𝐸𝑆𝑆 ]

𝐸𝑠,𝐻 + 𝐸𝑠,𝐸𝑉 (47)

In the baseline scenario H0, we consider that the household electric
loads and the EV charging load are met entirely with power drawn from
the grid. In this case, the energy system consists of one grid component
and two load components — the household load and the EV. The
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Table 7
Streamlined LCA for the Battery Energy Storage System (BESS) and Photovoltaic Solar
(PV) solar system in the Home Energy System (HES) (based on [43,44]).

Home Energy System (HES) Streamlined LCA

Component Production End-of-Life (EOL) Source
(kgCO2eq) (kgCO2eq)

BESS

Cells 803.71 −58.41 [53,54]
Power Electronics 399.43 −47.26 [55–58]
Miscellaneous Electronics 90.56 −13.12 [55,58]

Sum 1293.70 −118.79

Total (BESS) 1174.91

Photovoltaic Solar System

Panels 5500.00 37.00 [60–62]
Power Electronics 489.80 −47.26 [55–58]

Sum 5989.80 −10.26

Total (PV system) 5979.54

EV is treated as a load component; consequently, only unidirectional
charging is permitted. Fig. 9 also depicts the baseline scenario. As there
are no storage components in this configuration, the LEC emissions
of both loads are composed solely of the GEC emissions. Another
emissions category in this configuration is the grid operation emissions
for the grid section within the system boundaries. This configuration
is simulated for 20 years, and all emissions categories are tracked. In
the numerator of Eq. (47), the bracketed quantities are not applicable
to H0. The salient numerical results for this scenario are listed in
Table 8. Cumulative emissions for H0 amount to around 59 t Carbon
Dioxide Equivalent (CO2𝑒𝑞), accompanied by a LEES value of 0.4758 kg

O2𝑒𝑞/kWh at the end of 20 years. Fig. 10E depicts the cumulative
missions of the energy system over the simulated period. In Fig. 10F,
he evolution of the LEES value over the simulation period is depicted.
he LEES value remains largely constant over the simulation period

n this scenario. The primary assumption of constant grid carbon in-
ensity over the 20-year period may be considered as the worst-case
cenario. The grid carbon intensity is expected to reduce year-over-year
ith increasing renewable generation capacity. Fig. 10G depicts the
reakdown of this value and the contributions of the three emissions
ategories.

In scenario H1, the configuration from H0 is augmented by adding
rooftop PV solar system (Fig. 9). The installed PV solar system has a
eak power rating of 5 kWp. A standard annual PV solar power gener-
tion profile based on measured data for Munich, Germany, is used to
btain the generated power at each simulation timestep [65,68]. The
MS strategy SimpleDeficitCoverage regulates the power flows in this
cenario. The energy system now consists of a generation component
the rooftop solar installation – and the components from H0. The

ifetime emissions for such a system are described in Section 2.2. The
nergy generation emissions for a PV solar system are zero. Conse-
uently, the GENEC emissions for both loads are also zero. The LEC
missions for both loads are still solely comprised of the GEC emissions.
n the numerator of Eq. (47), the quantities in the square brackets do
ot apply to H1. Table 8 summarizes the important results for this
cenario. The cumulative emissions drop to over 48 t. The LEES value
rops to 0.3930 kg CO2𝑒𝑞/kWh. The drop in cumulative emissions and
he LEES value corresponds to over 17% as compared to scenario H0.
ig. 10E depicts the cumulative emissions of the energy system over
he simulation period. Fig. 10F illustrates the trend of the LEES value
ver the simulation period. The LEES value starts from a high value and
rosses the value for scenario H0 during the seventh year of operation
nd maintains this downward trend till the end of the simulated period,
ssentially implying that the system breaks even from an emissions
13

erspective at this point. Fig. 10G presents the breakdown of the LEES
Table 8
Simulation results for the four Home Energy System (HES) scenarios.

Simulation results home energy system

Scenario

Parameter H0 H1 H2 H3

Application

Energy consumed (H) (MWh) 87.38 87.38 87.38 87.38
Energy consumed (EV) (MWh) 37.40 37.40 37.40 37.40
Energy import (grid) (MWh) 124.8 95.9 74.01 81.54
𝛥% (rel. to H0) −23.18 −40.69 −34.65
PV energy (MWh) – 90.19 90.19 90.19
Energy discharged (MWh) – – 21.84 14.69
𝛥% (rel. to H2) – – −32.75
Energy export (grid) (MWh) – 61.27 34.8 43.7
𝛥% (rel. to H1) – – −43.25 −28.67
Cumulative emissions (tCO2) 58.91 48.59 40.96 36.87
𝛥% (rel. to H0) – −17.52 −30.47 −37.41
LEES (kgCO2eq/kWh) 0.4758 0.3930 0.3319 0.2991
𝛥% (rel. to H0) – −17.39 −30.24 −37.13

BESS

Lifetime (y) – – 20 20
Round-Trip Efficiency (%) – – 82.43 81.87
Remaining Capacity (%) – – 73.22 71.33
SOC (%) – – 24.82 49.41
DOC (%) – – 22.62 20.94
Equivalent Full Cycles (EFCs) – – 4952.53 3329.29
Mean C-rate (ch) (1/h) – – 0.16 0.12
Mean C-rate (dch) (1/h) – – 0.14 0.11
SOCI (gCO2eq/kWh) – – 0 0

value at the end of 20 years. The power generated by the rooftop solar
system displaces some of the grid energy, causing the GEC emissions to
be lower. The additional emissions due to the rooftop PV solar system
are offset by the drop in GEC emissions,

Scenario H2 builds upon H1 by adding a residential BESS, i.e., a
storage component is introduced in this scenario. Table 6 lists the
relevant battery parameters. The lifetime emissions for the BESS are
described in Section 2.4. For this scenario, we continue using the EMS
strategy SimpleDeficitCoverage to control the energy flows. As the BESS
is never charged with energy from the grid, the SOCI remains zero. As
a result, no operation phase emissions are associated with the BESS,
and no DEC emissions are associated with the two load components.
At the end of 20 years, the cumulative emissions add up to around 41 t
CO2𝑒𝑞. In this case, all terms in Eq. (47) are applicable, and the LEES
value is 0.3319 kg CO2𝑒𝑞/kWh. These values represent a drop of over
30% vis-a-vis H0. From Fig. 10E, it can be seen that the emissions start
at a higher value as compared to H1 due to the additional production
and EOL emissions of the BESS. After the second year of operation, the
cumulative emissions are already lower than in H1. During the fifth
year, the cumulative emissions fall below those in H0 and remain lower
till the end of the simulated period. Fig. 10F depicts the evolution of the
LEES value, and the same trend is also observed here. From Fig. 10G,
it can be seen that the additional emissions due to the production of
the BESS are more than offset by a more substantial reduction in the
GEC emissions. During the simulation period, the BESS is subjected to
over 4950 EFCs with a mean DOC of over 22%. The mean SOC during
this period is around 25%, and the SOH reaches a value of around 73%
(Figs. 10A, B, D). Fig. 10C depicts the total energy supplied to the load
and the total energy discharged from the BESS.

Scenario H3 is physically identical to H2 but is run with the RHOpti-
mization EMS strategy. Although not explicitly prohibited, the strategy
never chooses to charge the BESS with grid energy. Consequently, the

SOCI remains zero, as in H2. The operation emissions for the BESS and
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Fig. 10. A, B: Distributions of SOC and DOC values respectively in scenarios H2 and H3 over the simulated period. C: Depiction of the cumulative supplied energy for the four
Home Energy System (HES) scenarios and energy discharged in scenarios H2 nd H3 over the simulated period. D: Change in the battery SOH over the simulated period and shares
of calendric and cyclic aging in scenarios H2 and H3. E: Cumulative emissions for the four HES scenarios over the simulated period. F: Evolution of the Levelized Emissions of
Energy Supply (LEES) value for the HES scenarios over the simulated period. G: Breakdown of LEES values for the HES scenarios into the constituent emissions categories at the
end of the simulation period.
Fig. 11. Energy consumption emissions for EVs in the four HES configurations for the
three energy economy levels considered relative to the four indicative fuel economy
levels for internal combustion vehicles.

the DEC emissions for both loads are also zero. At the end of 20 years,
the cumulative emissions, in this case, add up to over 36 t, and these
are associated with a LEES of 0.2991 kg CO2𝑒𝑞/kWh. This represents
a drop of over 37% vis-a-vis H0. From Fig. 10E, it can be seen that
the emissions start at the same value as H2 but remain lower from the
get-go, reaching the lowest value among all scenarios by the end of
the simulation. The LEES trend depicted in Fig. 10F exhibits the same
behavior, with H3 attaining the lowest LEES among all scenarios. 10G
depicts a snapshot of the emissions category-wise breakdown of the
14
LEES value at the end of the simulated period. The lower LEES can be
attributed to the optimal scheduling of the BESS to discharge energy at
times with the highest grid carbon intensity values. This effectively re-
duces the GEC emissions of the household while marginally increasing
the GEC emissions for the EV. The net reduction, however, manages
to offset the production and EOL emissions of the PV solar system and
the BESS. Figs. B.1–B.3 in the appendix depict the evolution of some
more parameters of interest. In this scenario, the BESS is subjected to
around 3330 EFCs with a mean DOC of around 21%. The mean SOC
during this period is over 49%, and the SOH reaches a value of just
over 71% (Figs. 10A, B, D). Despite the lower number of EFCs and the
lower mean DOC than in H2, the total degradation is greater in H3,
with a larger proportion of calendric degradation. This is attributed to
the higher mean SOC, which leads to dominant calendric degradation
for this cell type. Fig. 10C depicts the total energy supplied to the load
and the total energy discharged from the BESS.

Fig. 11 depicts the energy consumption emissions of the EV for
three energy economy scenarios with each of the four scenarios per
100 km driven. The three EV energy economy scenarios considered
here are — 10 kWh/100 km, 20 kWh/100 km, and 30 kWh/100 km. The
CO2 emissions for four reference fuel-economy values for vehicles with
petrol engines are also indicated on the plot — 2 l/100 km, 4 l/100 km,
6 l/100 km, and 8 l/100 km [69,70]. These values also reflect the fuel’s
well-to-wheel emissions without considering other emissions associated
with the distribution infrastructure. It can be seen that there is barely
any difference in the values for scenarios H0 and H1. This can be
explained by the fact that the installed power of the PV system is
much lower than the peak charging power, and a substantial number
of charging events occur after sunset. There is a reduction in the EV
emissions for scenario H2, as this strategy discharges the BESS right
after it is charged, which possibly overlaps more frequently with the
EV charging events. The higher EV emissions in scenario H3 imply
that the EMS strategy optimizes for both loads taken together and is
unable to selectively supply the EV with low carbon PV solar energy
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while reducing the combined footprint of both the loads. Significantly,
this analysis indicates that the energy consumption emissions for a
moderately efficient EV are much lower than those for a vehicle with
a very efficient petrol engine (4 l/100 km).

4. Conclusion and outlook

This article introduces Energy System Network (ESN) — an open-
source energy system simulation program written in Python. The sup-
porting mathematical framework to enable a time-resolved, component-
wise, bottom-up calculation of the various emissions categories is
described comprehensively. Two case studies to demonstrate the us-
age of this program have also been presented. The first case study
investigates a grid-connected BESS application — energy arbitrage.
The second case study looks at a home energy system with an electric
vehicle.

An unconventional energy arbitrage strategy to shift energy from
periods of low grid carbon intensities to periods of high grid carbon
intensities has been explored in addition to the conventional profit-
driven variant. The emissions-reducing strategy attains a LEES value
over 17% lower while sacrificing 26% of the profits as compared to
the conventional energy arbitrage. This shows that while emissions-
driven energy arbitrage differs from the profit-driven variant, it is not
entirely contrary to it. These results also Future market design studies
to develop compensation mechanisms and revenue streams to incen-
tivize such energy arbitrage strategies monetarily, which could spark
exciting developments in this area. The Home Energy System (HES)
simulations show that solely drawing power from the grid entails a
lower carbon footprint in the first few years of operation while resulting
in the highest emissions over the 20-year period. Integrating a rooftop
PV solar system alone leads to a LEES reduction of over 17% and lower
emissions from the seventh year of operation. Integrating a rooftop
PV solar system coupled with a BESS home storage results in a LEES
reduction of over 30% compared to the base case and lower operation
emissions from just before the sixth year of operation. An emissions-
reducing optimal EMS strategy can unlock a further LEES reduction of
7% points vis-á-vis the base scenario, which results in lower emissions
from the fifth year of operation. For the EV in the base scenario,
the energy consumption emissions for a moderate energy economy of
20 kWh/100 km are slightly higher than the emissions attributable to an
internal combustion vehicle with an unrealistically low fuel economy
of 3 L/100 km. All other scenarios fare better than the base scenario,
if not comparably. This indicates that for the energy consumed for
mobility, the present grid energy mix already fares better than fossil
fuel combustion. This analysis does not consider the carbon footprint
of the production and EOL phases of the vehicles,

The results of the two presented case studies must be interpreted
with their limitations in mind. For both studies, perfect foresight has
been assumed for all forward-looking time series data. Real-world
forward-looking time series data will inevitably suffer from forecasting
and prediction errors. The grid carbon intensity time series profile is
assumed to remain static over the entire duration of the simulation. As
historical data reveals an enduring downward trend in the grid carbon
intensity, our assumption represents a worst-case scenario. Modeling an
evolving grid carbon intensity profile is not a trivial matter of scaling
down the entire profile by an arbitrary amount, as future values for grid
carbon intensities are highly dependent on the shares and scheduling
of participating generation technologies and the prevalent market and
policy mechanisms.

The code base of this program is open-source, enabling the sci-
entific community to use it for their own studies and possibly even
contribute to further development of features. Complementary features
from other energy system tools could also be coupled with ESN to
enhance the scope of studies possible. For instance, the grid car-
bon intensity calculation functionality available in the tool elmada
15

is a valuable feature [35]. The focus of this article has been limited
to single energy systems primarily centered around a single energy
form — electricity. Future functionality to support interconnected net-
works comprising multi-vector energy systems can enable studies on
multi-modal energy systems and sector coupling. Other future func-
tionalities, including sizing calculations for energy system components
and demand-side management, will enhance the program’s ability to
estimate the carbon footprint of energy systems. An economic eval-
uation suite is also conceivable for integration with the program to
complement the carbon footprint analysis.
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Appendix A. Additional plots (grid-connected applications)

See Figs. A.1 and A.2.

Appendix B. Additional plots (HES)

See Figs. B.1–B.3.
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Fig. A.1. A, D: Energy prices and grid carbon intensity evolution with respect to time for an exemplary winter and summer week, respectively. B, C: State of Charge (SOC) and
State of Carbon Intensity (SOCI) evolution with respect to time for an exemplary winter week for scenarios A1 and A2, respectively. E, F: State of Charge (SOC) and State of
Carbon Intensity (SOCI) evolution with respect to time for an exemplary summer week for scenarios A1 and A2, respectively.

Fig. A.2. A: Energy discharged from the BESS in scenarios A1 and A2. B, C: Category-wise cumulative emissions in scenarios A1 and A2, respectively.
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Fig. B.1. A, C: Power flows among energy system components for an exemplary winter week for scenarios H0 and H1, respectively. B, D: Power flows among energy system
components for an exemplary summer week for scenarios H0 and H1, respectively.

Fig. B.2. A, E: Power flows among energy system components for an exemplary winter week for scenarios H2 and H3, respectively. B, F: State of Charge (SOC) evolution with
respect to time for the exemplary winter week for scenarios H2 and H3, respectively. C, G: Power flows among energy system components for an exemplary summer week for
scenarios H2 and H3, respectively. D, H: State of Charge (SOC) evolution with respect to time for the exemplary summer week for scenarios H2 and H3, respectively.
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Fig. B.3. A, B, C, D: Category-wise cumulative emissions in scenarios H0, H1, H2, H3 respectively.
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