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ABSTRACT 

Planning adaptive learning paths for students’ progress 

throughout a course can be a challenging task, although it can 

be helpful for their learning progress. Within the HASKI-

System, students should be able to get their own, personalized 

learning paths. In this paper, we present an approach towards 

the learning path sequencing problem. This idea is based on a 

novel proposal for arranging learning objects in a multi-

dimensional space, bringing the relationship and similarities of 

these objects into a new relationship. We show, that we can use 

both, the Ant Colony Optimization Algorithm and the Genetic 

Algorithm with the idea of the Traveling-Salesman-Problem 

and get results, that are comparable with a proposed literature-

based adaption mechanism. Nevertheless, the learning paths 

are all personalized based on the Felder & Silverman Learning 

Style Model and the hyperspace model will allow us later on to 

include more dimensions for other influencing factors. 
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1 INTRODUCTION  

In recent years, the field of Artificial Intelligence (AI) has 

witnessed impressive advancements. AI has the potential to 

further develop the education sector, particularly by expanding 

access to high-quality education to individuals globally and 

therefore promoting inclusivity and equitability in alignment 

with the United Nations' Sustainable Development Goals 

(SDGs) [36]. Adaptive Learning Environments (ALE) attempt to 

offer an alternative to non-individualized approaches by 

providing diverse services tailored to the learner's profile and 

characteristics. Adaptivity in this case is defined as modifying 

"a computer-assisted learning environment to students 

through runtime modeling” [34, p. 1]. The learning offer is 
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adapted to the individual differences of the learners. 

Lowendahl et al. [26, p. 7] describe adaptive learning as a 

procedure that "dynamically adjusts the way that instructional 

content is presented to students based on their comprehension 

of the material as revealed in their responses to embedded 

assessments or learner preferences such as visual presentation 

of materials". Studies have demonstrated that ALE can consider 

personalized factors such as a student's characteristics [19] 

and cognitive processes [40], offer customized feedback and 

interactions, and even create personalized curriculum and 

feedback [1, 25, 30, 31]. Previous research also indicates that in 

some areas, ALE have been very successful and equaled the 

tutoring of expert instructors [37].  

The HASKI project (Hochschullehre: Adaptiv, selbstgesteuert 

und KI-gestützt) aims to develop an AI-supported 

recommendation system for university teaching that takes the 

preceding points into account. It is to be used in a blended 

learning environment and support learners with adaptive 

learning recommendations in their learning process. 

 

The paper is structured as follows: In chapter 2 the current 

work on the topic is presented; In chapter 3 the idea of a 4-

dimensional space based on Felder & Silverman Learning Style 

Model (FSLSM) is introduced and then in chapter 4 the idea of 

using Ant Colony Optimization (ACO) and Genetic Algorithm 

(GA). In the end, the results from testing are shown and the 

weaknesses of those models and what we can improve in the 

future are discussed. 

2 RELATED WORK 

Adaptive learning is a topic with lots of research in the last 

years. It is recognized as an emerging innovation especially in 

the context of higher education [4]. Following Hatties [21, p. 

246] pledge for instructors as "adaptive learning experts" it can 

be argued that adaptive learning can achieve pedagogical 

benefits like e.g., acceleration, immediate feedback and 

interactive learning. ALE usually consist of three models: the 

learner model, the tutorial or instructional model and the 

domain or content model. While the learner model and the 

domain model fill the roles of representing the student and the 

content, the tutorial model resembles the algorithms that 

support the adaption of the instruction based on the data from 

the content and learner model. It sets the rules to what, when 

and how adaption can happen [28]. The literature shows that 

there can be several targets in ALE. Some examples are 

adaptive content, adaptive feedback, adaptive question 

difficulty and adaptive learning path [28]. While the 

overarching goal of the HASKI-System is to implement more 

than one of the aforementioned targets, the focus of this paper 

is on generating adaptive learning paths. The challenge that 

arises in this context is mainly known under the terms of 

Learning Path Sequencing Problem or Learning Path 

Adaptation Problem, but also Curriculum Sequencing. In this 

paper, the first term is used. There are two main options to 

decide on how to tackle the Learning Path Sequencing Problem: 

On the one hand it can be based on statistical methods, neural 

networks and concept maps, on the other hand evolutionary 

algorithms and swarm intelligence is used [9]. The basis for the 

later one is often to see it as a Traveling-Salesman-Problem 

(TSP), which requires to consider an optimization problem. El 

Lakkah et al. [10] used the ACO and FSLSM [12] to determine 

the best fitting learning elements for a student. Based on a 

defined user and domain ontology, the proposed algorithm 

tries to fulfil the users learning goal. Yang et al. [41] proposed 

an improved ACO, the NACO, to solve the learning path 

sequencing problem and not getting stuck in a local optimum. 

It is based on a game-based approach for ACO and consists of 

an Ant Colony System (ACS) and a Max-Min Ant System 

(MMAS). El-Sabagh [11] developed an adaptive learning path 

based on the VARK learning style model. In their study, they 

showed, that this adaptivity can help students in higher 

education to get easier to their set learning goal. Menai et al. 

[29] tried to model a learning path according to the student’s 

profile. It is viewed as a constraint satisfaction problem and 

based on Swarm Intelligence and ACO. It takes in the 

curriculum design constraints, time and difficulty constraints 

and tries to cover the objectives of a learner. The algorithm 

shows promising results. Fuchs et al. [15] introduced the idea 

of a Hypercube within their INTUITEL project to place a 

reproduction of students as vectors within a multidimensional 

space. These vectors represent the knowledge and the done 

Knowledge Objects for a student and the student should be 

recommended to stay close to a predefined learning path. 

To the best of our knowledge, none of the existing approaches 

are tackling the learning path sequencing problem with a 

multidimensional space, that will place learning elements 

within it and at the same time allow to add or to substitute 

other known factors for the learning success apart from the 

learning style (LS). In the following chapter, the pedagogical 

background of the idea of the multidimensional space is 

introduced. 

3 PEDAGOGICAL CONCEPT AND ONTOLOGY 

3.1 Felder & Silverman Learning Style Model 

Although the use of LS as a basis for educational practice in the 

context of an ALE is evidently popular [33], it has to be 

acknowledged that the concept has its flaws and issues. There 

are critics which highly question or deny the impact of LS in 

regards to enhancing learning because of lacking empirical 

evidence and contradicting results [3, 6, 32]. While these 

problems definitely should not be disregarded there are on the 

other side supporting studies that claim a positive influence on 

the learning process and its surrounding conditions if LS are 

taken into account in the context of an ALE [2, 22, 38]. 

Therefore, the LS concept has potential. HASKI will try to 
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compensate for its weaknesses by using the FSLSM [12] and its 

connected questionnaire the Index of Learning Styles (ILS) [13] 

which shows tendencies of students and does not deliver strict 

classifications as a theoretical basis. According to the FSLSM, 

every learner retains a preference across the four dimensions: 

active (ACT) or reflective (REF), sensing (SNS) or intuitive 

(INT), visual (VIS) or verbal (VER), and sequential (SEQ) or 

global (GLO). This approach, of using dimensions rather than 

types, allows for the depiction of a student's specific strengths 

in their preferred LS. It is the most applied LS model in the 

context of e-learning and is considered the most fitting model 

for implementing adaptive learning by some authors [23, 24, 

39]. The aforementioned studies all based their adaptive 

mechanisms on the FSLSM. The reliability and validity of the 

ILS has also been thoroughly tested and been found adequate 

[14]. The ILS includes 44 items and detects LS on a spectrum in 

the aforementioned four dimensions. The items separate into 

11 dichotomous forced-choice items, (a) and (b) for each of the 

four model dimensions. While (a) is the answer connected to 

the first dimension pole, (b) is associated with the second 

dimension pole. The selected alternatives are summed up 

cumulative: (a) adds +1 and (b) subtracts -1 from the score 

achieved in the affected dimension which is used to calculate 

an individual’s learning preference. The resulting score can 

therefore vary between -11 and +11 [14].  

3.2 The Adaption Mechanism  

The framework of this mechanism for creating adaptive 

courses is based on the FSLSM and the work of Graf et al [17, 

18]. The goal of the adaptive mechanism is to be flexible and 

provide a diverse range of 12 different learning objects (LOs) 

during the adaptation process. This aims to enhance the 

learner’s learning experience by recommending the most 

suitable course structure and LOs that align with their LS using 

the adaptive link annotation and link sorting techniques. The 

various LOs are listed in Table 1. Graf et al. [17] assume a 

course structure that is separated into different sections where 

each section can but does not have to include the 

aforementioned 12 LOs. The authors formulate the existence of 

at least one Content Object (CO) in every section as the only 

working requirement of the mechanism. While their 

mechanism differentiates between an "Area before content" 

and an "Area after content", in HASKI this was modified to only 

show the other LOs after both the Commentary (CT) and CO 

were already recommended. The reason for this is to make sure 

every student worked on the CO and therefore the bulk of the 

exam relevant material without risking that the students lose 

interest or motivation beforehand and miss the most essential 

information. The remarks of the authors regarding the positive 

or negative influence of certain LOs depending on the 

individuals LS are the fundamental basis for the slightly 

adapted and interpreted mechanism in the context of HASKI. 

Table 1: Different LOs following Graf et al. [17, p. 32] 

4 N-DIMENSIONAL SPACE FOR LEARNING 
OBJECTS 

 

The approach for the adaptive learning paths within the HASKI-

System is based on a multidimensional space, where each LO is 

assigned a specific coordinate. Those coordinates are based on 

the adaption mechanism by Graf et al. [17], which allocates 

each LS based on FSLSM a positive, a negative or a neutral 

influence on the LO. For the calculation of the coordinates, we  

transform those influences into 1 (positive), 0 (neutral) or -1 

(negative) and multiply them by the value for the FSLSM 

dimension. Therefore, we use the following equation for the 

calculation: 

  𝑋𝑘 =  𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑖  ×  𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑗  (1) 

Where k is the number of the coordinate (1=X, 2=Y, 3=Z, …), i is 

the FSLSM dimension and j is the influence of the LS on the LO 

based on Graf et al. [17]. 

Since not all LO are rearranged in an adaptive way, it is needed 

to handle those exceptions and set default coordinates for 

them. Within the HASKI scope, the LO from the classification CT 

and CO are always at the beginning of the learning path, while 

the LO AS will always be at the end. Since the FSLSM 

dimensions can adopt values between 11 and -11, the values 

for those exceptions are greater or smaller. To ensure the cor- 

Commentary (CT) Brief overview 

Content Object 

(CO) 

Presents learning material 

Reflection Quiz 

(RQ) 

Open-ended questions to encourage 

reflection 

Self-Assessment-

Tests (SE) 

Close-ended questions to check 

knowledge 

Discussion Forum 

Activities (FO) 

Ask questions and discuss topics with 

peers/ instructor 

Additional 

Reading Material 

(RM) 

Additional sources for reading, e.g., 

detailed explanations 

Animations (AN) Demonstrated concepts in an animated 

multimedia format 

Exercises (EC) Opportunity to practice learned 

knowledge 

Examples (EX) Presents theoretical content more 

concretely 

Real-Life 

Applications (RA) 

Demonstrates real-life utilization of the 

learning material 

Conclusion (CC) Summarizes learned content 

Assignment (AS) Describes the tasks necessary for 

assessing the course 
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Figure 1: Example distribution of Learning Elements 

within a 4D-Space. Legend on the right shows 4th 
dimension 

rect positioning, the CT object gets 13 for all dimensions, the CO 

object 12 and the ZF object -12 in each coordinate.  

With the creation of those coordinates, we can also place them 

within an N-dimensional space. As long as only the FSLSM is 

used, it will be a 4-dimensional space. Figure 1 represents an 

example distribution of LOs within this space and a possible 

visualization. To describe a fourth dimension, the color bar on 

the right is used. The elements in the top right corner represent 

the CT, CO and CC object, while the point in the lower left corner 

is the AS object. All other LOs are arranged in between. 

5 LEARNING PATH SEQUENCING 

To create personalized and adaptive learning paths, the system 

will use the coordinates from section 4. Therefore, the learning 

path sequencing problem will be considered as a Traveling 

Salesman Problem (TSP) and the path costs are set as the main 

parameter to optimize. Since it is not trivial to get the best 

solution for the TSP, meta-heuristics are used. Based on 

literature reviews, the most commonly used and promising 

algorithms are ACO and GA [27, 33]. Therefore, those 

algorithms are examined and compared in this paper. 

5.1 Ant Colony Optimization 

The ACO is inspired by the natural behavior of ants and belongs 

to the class of metaheuristic [7, 8]. Artificial ants will start from 

a point and visit new points by a random factor. The next point 

should be close to the current position, but does not need to be 

the closest in general. Each point will be visited exactly once 

and after the last point, the ants will return to their starting 

point. While traveling a path, the ants will leave evaporating 

pheromones, which will indicate the best results and turn the 

random factor of path finding into a more precise operation. 

The more ants follow a specific path, the higher the 

pheromones and the more ants will use this path as well. If a 

path is not used by other ants, the pheromones will slowly 

disappear. The algorithm is typically used for solving the TSP 

and finding the shortest path in it [16, 35].  

5.2 Genetic Algorithm 

The GA belongs to the group of evolutionary algorithms and is 

modeled on nature [20]. The algorithm simulates the process 

of natural selection, i.e., those individuals that can adapt to 

changes in their environment survive, reproduce and pass on 

to the next generation of the evolutionary process. This 

iterative and optimization method has a set of individuals from 

a population of candidate solutions and, during each iteration, 

each individual is evaluated according to a previously defined 

criterion or fitness function. With this function it is decided 

which individuals are the fittest to survive and adapt and pass 

to the next generation, and which are the least fit, which are 

discarded and eliminated. This method is widely used to 

generate high quality solutions to optimization and search 

problems, such as the TSP. 

The algorithm works as follows: at each iteration, a fitness 

score is evaluated for each individual, which is calculated using 

the fitness function. Those individuals with a fitness score will 

be subjected to variation using genetic re-combination 

operators called selection, crossover and mutation [5]. In the 

selection phase, after knowing the fitness of each individual, 

those that will be crossed and modified in the next generation 

will be selected. For this purpose, the individuals with the best 

aptitude will be taken into account, since they have a greater 

probability of being selected to form the population of the next 

generation. Crossover is the most important phase of a GA. For 

each pair of parents in the population, the genetic information 

of both parents is combined and a new offspring is generated. 

To perform the crossover, a crossover point within the genetic 

information of the parents is chosen at random and only parts 

of its internal representation are exchanged. In the mutation 

phase, some of the individual's genes may undergo mutations 

with a random probability. This means that part of the internal 

information of the individual is randomly modified, e.g., the bits 

of the individual. Once the genetic operators have been applied, 

the best individuals are selected to form the population of the 

next generation. 

5.3 Learning Path Sequencing within HASKI 

For the learning path sequencing problem within HASKI, the 

algorithms were used in basic versions without modifications. 

Both algorithms use the Euclidean Distance as the metric to 

find the optimal learning path. 

Based on pedagogical concepts, that the CT and CO object are 

important for every student, it was decided, that those need to 

be the first two LO. The AS should be a way of summary and 

therefore be the last element. All other LO will be placed 

adaptively according to the LS of the student within the 

learning path. 
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6 TESTING 

To test the approach and validate the idea of using an N-

dimensional space, the two algorithms are compared with the 

adaption mechanism of Graf et al. [17], on which the idea is 

based. The expected result and therefore the hypothesis is that 

the results of the ACO and the GA are quite similar with Graf et 

al. [17] and the order of the learning elements are comparable. 

6.1 Experimental Setup  

The setup for the validation was based on six different LS, 

which have been randomly chosen from students from the 

Kempten University of Applied Science answering the ILS 

questionnaire.  

The adapted mechanism for HASKI by Graf et al. [17] proposed 

the following learning paths for the LS presented in Table 2: 

 

1. CT-CO-CC-EC-#AN-#SE-RQ-RA-#RM-#EX-FO-AS 

2. CT-CO-AN-EX-RA-#SE-#EC-RQ-CC-FO-RM-AS 

3. CT-CO-CC-AN-#SE-#EC-#RA-EX-FO-RQ-RM-AS 

4. CT-CO-CC-EX-RA-AN-#SE-#EC-RQ-FO-RM-AS 

5. CT-CO-CC-AN-#SE-#EC-RA-EX-FO-RQ-RM-AS 

6. CT-CO-CC-AN-#SE-#EC-#RA-EX-RQ-FO-RM-AS 

 

The sequence of learning elements with a hashtag (#) would be 

dependent on the didactic learning path. Those are the baseline 

learning paths for the comparison. 

The proposed algorithms, the ACO and the GA, are tested with 

the same LS. They were tested independent from the HASKI-

System itself as a Python script1. The scripts were executed on 

Windows 10 PCs with 16 GB RAM and 4 cores (Intel Core i5-

7500) respectively 6 cores (AMD Ryzen 5 5500U) via the 

command line. No parallelization was performed in the code, 

but the learning paths for 2 different LS were run 

simultaneously on one computer.  

Since the same result cannot be expected for each run because 

it is only a heuristic approximation and an NP-hard problem, 

the algorithms were tested a million times for each LS. Thus, a 

statistical statement can be made about how likely which 

learning paths are and what the distribution looks like. 

6.2 Metrics 

For the analysis of the test results, two metrics have been made 

to check the quality of the learning paths. 

 

Tolerance: The tolerance describes the learning elements, 

which according to the calculation of Graf et al. [17] are very 

close to each other, but not equal. From a pedagogical point of 

view, these elements are interchangeable without distorting 

the learning path. A tolerance of +/-1 means that the learning 

 
1  Used scripts for the analysis and data from the runs are available at 
https://github.com/HASKI-RAK/paper/tree/main/AnalysisACOandGA 

elements show a difference of 1 according to the calculation of 

Graf et al. [17]. 

 

Deviation: The deviation describes the LO which are still not in 

a valid position even after deducting the tolerance. If a 

deviation of +/-1 is assumed, it is examined in all valid learning 

paths with tolerance whether the LO is on a position before or 

after in the found learning path and thus a small deviation is 

present. 

 

In addition to the metrics of tolerance and deviation, the 

number of different learning paths, the path costs and the 

calculation time was measured for the algorithms. Therefore, 

for time and costs the minimum, the maximum, the average and 

the median values were calculated as well as the deviation and 

the variance.  Hence, statistical statements can be made on the 

data. 

The main focus is put on the metrics tolerance and deviation. 

Here, it is expected that the results will get as close as possible 

to Graf et al. [17] and therefore reach a score off at least 85% to 

be validated as good. Nevertheless, it is to be expected, that 

there may be bigger aberrations in the learning paths. Thus, a 

score of more than 50% would still be seen as acceptable. If too 

many scores are below 50%, a further investigation might be 

needed to sort out the errors and check, if there is a connection 

with the learning styles, that were used. 

The number of different learning paths should be as low as 

possible. A result of maximum 5 different LPs is seen as good, 

while more than 10 different LPs seem to be too problematic. 

The focus for the time measurement is based on the usage 

within the system. Here, a calculation time of about one second 

would be great while a calculation time of more than 3 seconds 

is considered as problematic. 

6.3 Results 

The results of the testing (see Table 2) show, that the idea of 

the N-dimensional space is working in general, even though, 

the results are not as close to the adaption mechanism by Graf 

et al. [17] as expected when granting a tolerance of +/-1 or +/-

2. Only in one case, nearly 75% of the calculated learning paths 

from the ACO are exactly as the ones proposed by Graf et al. 

[17]. One other LS gets in 50% of the tests a learning path, that 

is within the tolerance level of +/- 2.  However, if the deviation 

is taken into account, it becomes apparent that the ACO 

deviates only slightly from the comparison data and five out of 

six learning paths are within the metric.  

Further investigation of the deviation was made to determine 

if there were specific learning items that fell outside the range 

of variance (three or more positions). However, it is 

unfortunately not possible to say here that one or two specific 
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LO cause an invalid learning path, since these differ depending 

on the LS and different ones contribute to the errors. 

If comparing the ACO and the GA in terms of the learning path 

costs, both algorithms have very similar numbers and hardly 

differ from each other. Especially the lowest path costs are very 

similar to each other. This indicates, that the approximation 

works with both of the selected algorithms. 

In terms of the calculation time, the ACO is better than the GA. 

With nearly one second, the GA takes up about 10 times as 

much calculation time as the ACO. Also, the standard deviation  

is always bigger by up to ten times. Nevertheless, both 

algorithms can calculate a learning path in an acceptable time 

and are therefore suitable for the HASKI-System. 

A bigger difference can be recognized with the number of 

different learning paths created by the algorithms for the same 

LS. While the GA seems to produce a larger quantity of learning 

paths, the produced different learning paths for the ACO are 

often diverse too and could lead to problems during the usage 

in the HASKI-System. Especially the first tested LS seems to 

make problems in the ACO with 12 different paths.  

Since the metrics introduced in section 6.2 and the postulated 

results are not met in every case (especially with the GA), it was 

decided to do a further testing with different LS. The six LS 

tested also show a tendency toward a global and sensing 

learning style, wherefore a more balanced selection of LS 

should be considered and possibly can indicate more 

Table 2: Results of the experiment made with the ACO (first number) and GA (second number) with one million runs 

each. Bold-italic numbers indicate a very good, underlined numbers show a good result according to section 6.2. 

Learning Style 

 

ACT: 5, INT: 9, 

VIS: 9, GLO: 9 

REF: 1, SNS: 7, 

VIS: 5, SEQ: 5 

ACT: 3, SNS: 7, 

VIS: 3, GLO: 3 

REF: 3, SNS: 7, 

VIS: 5, GLO: 5 

ACT: 5, SNS: 7, 

VIS: 7, GLO: 3 

ACT: 1, SNS: 7, 

VIS: 5, GLO: 1 

Nr of LPs 12 

77 

8 

49 

2 

19 

4 

10 

2 

34 

4 

2 

Tolerance +/- 0 0% 

0% 

11,73% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

74,99% 

0% 

Tolerance +/- 1 0% 

0% 

11,73% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

100% 

0% 

Tolerance +/- 2 0% 

0% 

50,69% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

100% 

0% 

Deviation +/- 1 0% 

0% 

100% 

0% 

100% 

0% 

93,78% 

0% 

0% 

0% 

100% 

0% 

Deviation +/- 2 0% 

0% 

100% 

0% 

100% 

0% 

100% 

0% 

100% 

0% 

100% 

0% 

Costs Min 124,81 

124,81 

68,72 

68,72 

72,26 

72,26 

81,14 

81,14 

89,84 

83,2 

66,09 

66,09 

Costs Avg 129,20 

125,36 

69,03 

68,72 

72,26 

73,30 

81,18 

82,69 

89,84 

85,68 

66,26 

66,09 

Costs Median 128,63 

124,81 

69,08 

68,72 

72,26 

72,26 

81,14 

81,98 

89,84 

84,24 

66,09 

66,09 

Costs Max 135,16 

140,87 

69,47 

79,30 

72,26 

79,18 

81,79 

85,71 

89,84 

94,59 

66,77 

66,09 

Costs Deviation 3,87 

1,29 

0,28 

0,16 

0 

1,67 

0,16 

1,50 

0 

2,55 

0,30 

0 

Costs Variance 15,01 

1,66 

0,08 

0,02 

0 

2,79 

0,02 

2,26 

0 

6,52 

0,09 

0 

Time Min (sec) 0,04 

0,86 

0,04 

0,87 

0,04 

0,86 

0,04 

0,86 

0,04 

0,84 

0,03 

0,86 

Time Avg (sec) 0,06 

0,94 

0,05 

0,93 

0,05 

0,91 

0,06 

0,91 

0,06 

0,89 

0,05 

0,91 

Time Median (sec) 0,06 

0,94 

0,05 

0,94 

0,05 

0,91 

0,05 

0,91 

0,05 

0,89 

0,05 

0,91 

Time Max (sec) 1,65 

1,56 

0,81 

1,59 

0,81 

1,61 

0,84 

1,66 

0,84 

1,97 

0,82 

2,12 

Time Deviation (sec) 0,007 

0,014 

0,006 

0,025 

0,006 

0,013 

0,010 

0,019 

0,009 

0,013 

0,009 

0,032 

Time Variance (ms) 0,05 

0,20 

0,03 

0,62 

0,03 

0,16 

0,11 

0,35 

0,09 

0,17 

0,09 

1,00 



Adaptive Learning Path Sequencing based on Learning Styles 

within N-dimensional Spaces 
ECSEE 2023, June 19–21, 2023, Seeon/Bavaria, Germany 

 

 

interesting insights. The results will be presented in the next 

section. 

6.4 Anomaly investigations 

To further investigate the anomalies found, 25 new LS were 

generated randomly and each one was tested 25.000 times on 

each algorithm (see Table 3).  

Since the metrics of the path costs and the calculation time are 

not very different from the ones shown in Table 2 and in terms 

of clarity, it was decided to only show the number of generated 

LPs as well as the accuracy with tolerance and deviation 

granted.  The complete data from the testing are accessible via 

GitHub2. 

 
2 https://github.com/HASKI-RAK/paper/tree/main/AnalysisACOandGA 

The results of the second tests with 25 more LS show very 

similar results to the first results. Here, the matches with Graf 

et al. [17] and tolerance are not good too. Only two LS show a 

100% match when calculated with ACO and tolerance granted, 

18 LS show no match at all. Regarding the GA, out of the 25 LS, 

no learning path does match with the comparison learning  

paths. However, when regarding the deviation, it seems again, 

that the N-dimensional space is working in general, but not 

with the exact same learning paths. 13 out of 25 learning paths 

calculated with ACO show a minimum match of 50%, eight of 

them have a match of more than 85%. 

Here as well, a closer look at the errors do not provide clear 

evidence for specific LO, which are mainly responsible for non-

Learning Style 

 

Nr of LPs Tolerance 

+/- 0 

Tolerance 

+/- 1 

Tolerance 

+/- 2 

Deviation 

+/- 1 

Deviation 

+/- 2 

ACT: 7, INT: 11, VRB: 9, GLO: 3 23 

26 

0% 

0% 

0% 

0% 

0% 

0% 

0,82% 

0% 

50,06% 

0% 

REF: 7, INT: 11, VRB: 7, GLO: 7 2 

31 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

REF: 9, INT: 3, VIS: 1, GLO: 3 2 

2 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

REF: 11, INT: 9, VIS: 1, GLO: 5 2 

30 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0,20% 

REF: 1, INT: 3, VIS: 3, GLO: 1 19 

11 

4,18% 

0% 

15,04% 

0% 

15,04% 

0% 

49,30% 

41,51% 

49,30% 

99,20% 

ACT: 7, INT: 5, VIS: 3, SEQ: 1 4 

9 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

54,96% 

0% 

ACT: 5, INT: 7, VRB: 11, SEQ: 7 19 

28 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

16,75% 

0,64% 

ACT: 3, SNS: 7, VIS: 7, GLO: 9 8 

13 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

68,69% 

0% 

ACT: 11, SNS: 7, VIS: 1, GLO: 11 2 

4 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

100% 

0% 

ACT: 3, INT: 5, VIS: 11, SEQ: 1 8 

37 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

ACT: 9, INT: 5, VRB: 11, SEQ: 3 4 

46 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0,58% 

0% 

ACT: 1, SNS: 3, VIS: 11, GLO: 5 20 

8 

10,18% 

0% 

20,72% 

0% 

20,72% 

0% 

40,23% 

0% 

48,14% 

0% 

ACT: 1, SNS: 9, VRB: 7, SEQ: 5 2 

67 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

100% 

0% 

REF: 1, SNS: 1, VIS: 11, SEQ: 5 144 

8 

0,84% 

0% 

4,81% 

0% 

12,81% 

0% 

43,36% 

0% 

63,28% 

0% 

ACT: 7, INT: 11, VRB: 7, SEQ: 11 19 

4 

0% 

0% 

0% 

0% 

0% 

0% 

2,76% 

0% 

85,80% 

1,44% 

Table 3: Results of the experiment made with the ACO (first number) and GA (second number) with 25.000 runs each. 

Bold-italic numbers indicate a very good, underlined numbers show a good result according to section 6.2. 
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valid learning paths. For the path costs and the calculation time, 

the calculation for 25 more learning paths did not provide new 

insights. 

In general, it shows that in large parts at least the differences 

between the ACO and Graf et al. [17] remain manageable. Those 

learning paths need to be tested more and with students 

evaluating them, to make a clear statement on the quality. In 

contrast, the GA shows that even with further LS the matches 

with the comparison algorithm are not given. 

Only in two cases and with a deviation of 2 a good comparison 

with Graf et al. [17] can be drawn. In all other cases, no or only 

a few LPs emerged that are similar to the comparison 

mechanism. 

As before, the number of suggested learning paths varies 

considerably here and increases drastically in places. However, 

some of the generated learning paths still fall within the 

tolerance or are at least compensated for by the deviation. 

A statement about whether a certain LS dimension is possibly 

responsible for this is not possible. There are no indications for 

this.  When looking at the learning path costs and the 

processing time, no further peculiarities to the first test stand 

out. The data seem to confirm the results here.  

 

 

7 CONCLUSION AND FURTHER RESEARCH 

In this paper, a new approach for calculating adaptive learning  

paths is presented. It is built upon an N-dimensional space and 

is considered as an optimization problem.  Two algorithms, the 

Ant Colony Optimization and the Genetic Algorithm, were used 

and compared. The learning paths generated by the adaptation 

mechanism according to Graf et al. [17] were used for this 

comparison. 

In total, the exact matches between the algorithms are not very 

good, but with a granted tolerance, which is related to the 

pedagogical properties of the LO, the results look better and 

show a general working of the approach. The investigation of 

the errors shows, that mostly one or two LO are placed wrong 

to make the learning path not match with the comparative 

result. For the ACO, 20% of the LPs calculated had no error at 

all, 16% one, 20% two and 44% three or more errors. For the 

GA, only in 8% of the LPs, there is one error, otherwise all LPs 

had at least three erroneous LO. Unfortunately, those LO are 

individual for each learning path and it cannot be narrowed 

down to one or two. Thus, the model still has some limitations, 

which need to be considered when using this approach. 

We optimized our algorithmic approaches in this paper 

towards being as similar as possible to the results of the HASKI-

modified adaption mechanism by Graf et al. [17], which was 

Learning Style 

 

Nr of LPs Tolerance 

+/- 0 

Tolerance 

+/- 1 

Tolerance 

+/- 2 

Deviation 

+/- 1 

Deviation 

+/- 2 

REF: 7, INT: 9, VIS: 7, SEQ: 9 24 

22 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

97,14% 

65,00% 

REF: 1, INT: 9, VRB: 5, GLO: 9 16 

2 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

49,94% 

0% 

ACT: 9, SNS: 1, VRB: 11, GLO: 9 2 

59 

0% 

0% 

0% 

0% 

0% 

0% 

100% 

0% 

100% 

0% 

REF: 9, SNS: 5, VIS: 1, GLO: 11 8 

44 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

REF: 1, INT: 9, VIS: 9, SEQ: 5 54 

8 

12,92% 

0% 

36,83% 

0% 

36,83% 

0% 

51,57% 

0% 

51,78% 

0% 

ACT: 1, INT: 9, VRB: 9, SEQ: 9 11 

2 

11,96% 

0% 

23,13% 

0% 

49,95% 

0% 

49,95% 

0% 

49,95% 

0% 

REF: 7, SNS: 3, VRB: 9, GLO: 7 8 

34 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

90,56% 

0% 

ACT: 9, SNS: 3, VIS: 5, SEQ: 1 2 

4 

100% 

0% 

100% 

0% 

100% 

0% 

100% 

0% 

100% 

0% 

ACT: 1, SNS: 5, VIS: 7, SEQ: 1 4 

2 

72,62% 

0% 

72,62% 

0% 

100% 

0% 

100% 

0% 

100% 

0,20% 

ACT: 3, SNS: 9, VRB: 11, SEQ: 9 3 

82 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

0% 

Table 3 (Continuation): Results of the experiment made with the ACO (first number) and GA (second number) with 

25.000 runs each. Bold-italic numbers indicate a very good, underlined numbers show a good result according to section 

6.2. 
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evaluated and validated but is obviously not the only way to 

generate learning paths on the basis of LS, e.g. [2] and [10] are 

using different proposals. From a strict pedagogical point of 

view a learning path being different compared to the 

aforementioned mechanism is therefore no clear exception 

criterion for practical use. It does not make it adequate or 

inadequate in a general sense since there is no gold standard. 

Learning paths are always individual and the focus on the LS 

alone probably offers too few clues to allow more precise 

analyses of which success factors make up a learning path. For 

this reason, the proposed technique will be improved in the 

future. Here, additional dimensions should be included and 

replace LS over time, as soon as more data about students is 

available. Important points here are especially the knowledge 

level of a student and their learning analytics data. The theorem 

of the Zone of Proximal Development seems to have potential 

as the basis for the multidimensional cube with different 

learner characteristics. 

There is also room for improvement in the models themselves. 

For example, focusing solely on learning pathway costs can be 

a hindrance and more optimization criteria should be included. 

Improvements can also be targeted through the use of more 

recent variations of the algorithms.  

However, the final evaluation of the learning paths is up to the 

students. An initial test phase and a survey of them is planned 

in the near future in order to obtain feedback on which 

influences need to be taken into account. Subsequently, the 

appropriate adjusting screws can be examined and improved. 
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